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Abstract—In time-variant high-speed train (HST) radio chan-
nels, the scattering environment changes rapidly with the move-
ment of terminals, leading to a serious deterioration in com-
munication quality. In the system- and link-level simulation
of HST channels, this non-stationarity should be characterized
and modeled properly. In this paper, the sizes of the quasi-
stationary regions are quantified to measure the significant
changes in channel statistics, namely, the average power delay
profile (APDP) and correlation matrix distance (CMD), based on
a measurement campaign conducted at 2.4 GHz. Furthermore,
parameters of the multi-path components (MPCs) are estimated
and a novel clustering-tracking-identifying algorithm is designed
to separate MPCs into line-of-sight (LOS), periodic reflecting
clusters (PRCs) from power supply pillars along the railway,
and random scattering clusters (RSCs). Then, a non-stationary
geometry-cluster-based stochastic model is proposed for viaduct
and hilly terrain scenarios. Furthermore, the proposed model
is verified by measured channel statistics such as the Rician K
factor and the root mean square delay spread. The temporal
autocorrelation function and the spatial cross-correlation func-
tion are presented. Quasi-stationary regions of the model are
analyzed and compared with the measured data, the standardized
IMT-Advanced (IMT-A) channel model, and a published non-
stationary IMT-A channel model. The good agreement between
the proposed model and the measured data demonstrates the
ability of the model to characterize the non-stationary features
of propagation environments in HST scenarios.

Index Terms—Average power delay profile (APDP), correlation
matrix distance (CMD), geometry-cluster-based stochastic model,
non-stationarity, quasi-stationary region.

I. INTRODUCTION

IN recent years, the high-speed train (HST) gets rapid devel-
opment and widespread deployment, resulting in growing

demands for wireless connections from users on the train.
The Long-Term Evolution-Railway (LTE-R) [1] and the fifth-
generation communication system for railway (5G-R) [2]
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are recommended for future high data rate transmissions.
The speed of HST can be up to 600 km/h, which brings
about several challenges such as high penetration losses,
fast handover, and fast travel through diverse scenarios [3].
Consequently, it leads to increasing research interests in high-
mobility communication, calling for the development of new
theories and technologies.

One fundamental work for the design and deployment of
the HST mobile communication systems is to investigate
the channel models in typical propagation scenarios. Most
classic channel models, including some standardized channel
models, are based on the wide-sense stationary (WSS) as-
sumption. However, within the high-mobility scenarios, e.g.,
HST, vehicle-to-vehicle (V2V) [4], [5], and unmanned aerial
vehicle (UAV) [6], [7], this assumption may be only valid in a
small region [8]. Due to the fast movements of the transmitter
(Tx), receiver (Rx), and scatterers, the channel statistics will
change rapidly. In [9], it has been proved that using the
WSS assumption in these high-mobility scenarios may lead
to performance degradation. Therefore, in order to describe
the channels in high-mobility scenarios, the non-stationarity
must be measured and modeled [10]–[12].

The premise of characterizing the non-stationarity is to
determine the size of the region in which the stationary
assumption holds. Instead of using the WSS region in which
the first- and second-order statistical moments are time-
invariant, we use the term quasi-stationary region (or quasi-
stationarity region) similar to the definitions in [13]–[15].
The quasi-stationary region characterizes the region in which
the statistics of channel are similar enough compared to the
statistics of the neighboring channel so that the channel can
be approximately considered to be stationary [13]. It should
be noted that the WSS assumption is stricter than the quasi-
stationary condition according to their definitions. However,
in practical communication systems, we are more likely to
concern with channel statistics rather than the instantaneous
complex channel responses or the statistical moments. Thus,
using the definition of the quasi-stationary region could be
useful for system design and technological development [15].

To quantify the size of the quasi-stationary region from
measurements, several metrics have been proposed in the
literature. According to the channel statistics, these metrics
could be generally classified into: 1) metrics based on delay
and power statistics, including those defined by power delay
profile (PDP) [16], average power delay profile (APDP) [17],
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and spectral divergence (SD) [15], [18]; 2) metrics based
on spatial statistics, like correlation matrix distance (CMD)
[15], [19]–[21] and channel correlation function [22], [23]; 3)
metrics based on the collinearity of local scattering function
[24]; and 4) metrics based on large-scale fading correlation,
e.g., shadow fading (SF) [15], [21] and root mean square
(RMS) delay spread [25]. The existing research works of the
non-stationary analysis based on measurements were mainly
for vehicular communications [15], [16], [21]–[23]. In HST
communication scenarios, although there have been many
measurement campaigns, e.g., those introduced in [26]–[30],
studies on characterizing the non-stationarity based on mea-
surements were still relatively few [18], [31]. For deployments
of HST mobile communication systems, more results of the
non-stationarity for different scenarios based on measurement
are still needed. In this paper, measurement campaigns at
2.4 GHz with 40 MHz bandwidth in two typical HST sce-
narios, i.e., the viaduct and hilly terrain, are conducted. Based
on the measured data, the non-stationarity is characterized by
the APDP and CMD metrics, and the results are compared
and analyzed. Moreover, the choice of metrics and decision
thresholds, which are crucial in assessing the sizes of quasi-
stationary regions [32] and ought to be based on the system
configuration [15], are discussed in this work.

Furthermore, in order to provide suitable references for
system- and link-level simulation in HST radio channels,
some classic channel models have been given in existing
research works, which could be categorized as: 1) statistical
models directly obtained from measurements, including tap-
delay-line (TDL) [33], [34] model and joint modeling of
large-scale parameters [35]; 2) deterministic model represented
by the ray-tracing model [33], [36], [37]; and 3) theoretical
geometry-based stochastic model (GBSM) [10], [38]–[41].
The statistical models have low complexity as they directly
reflect the characteristics of measured data, but usually with
poor generality. The ray-tracing model [36], [37] is accurate,
however, it can only be deployed in the simulated scenarios
and with high complexity. By generating parameters randomly
based on empirical values and distributions, the GBSMs are
suitable for plenty of similar scenarios, but at the same time,
the propagation environment might be oversimplified [37].

In order to make an appropriate compromise between
consistency with the actual propagation environments and
generality of the channel model, one type of geometry-cluster-
based stochastic model has been proposed in recent years.
It is a kind of measurement-based channel model, and it
assumes that the scatterers are not distributed within a specific
regular shape, but are given according to the characteristics of
the actual propagation scenario. The geometry-cluster-based
stochastic model belongs to irregular-shaped GBSM, which is
established by integrating different kinds of clusters. Channel
parameters of the multi-path components (MPCs) are similar
inside each cluster and demonstrate regular statistical prop-
erties, corresponding to the special propagation conditions.
In [42], a geometry-based random-cluster model for line-of-
sight (LOS) was established under distributed antennas in
HST channels. In [43], a geometry-cluster-based multiple-
input multiple-output (MIMO) model for V2V considering the

scattering environments was proposed. In [44], the vehicular
traffic density was taken into account to characterize the
non-stationarity in cluster-based V2V modeling. The existing
works aimed at V2V scenarios or merely studied the properties
of the LOS component in HST scenarios, and the discussion
of non-stationarity was not taken into account. To fill this
research gap, a non-stationary model is proposed for the
viaduct and hilly terrain scenarios in HST radio channels.
The proposed model is based on the particular geometric
relationships and the statistical properties taken from mea-
surements, extracted by a novel clustering-tracking-identifying
(CTI) algorithm inspired by some published works [45]–[47].

The major contributions and novelties of this paper are
summarized as follows.

• The results of quasi-stationary distances in viaduct and
hilly terrain scenarios are presented using APDP and
CMD metrics based on wideband HST channel mea-
surements. The selection of the averaging window is
discussed, and the impact of different thresholds on
deciding the quasi-stationary distance is illustrated. The
comparison results of the two scenarios and different
metrics are shown and discussed.

• Based on the measured data, channel parameters are
estimated and an automatic CTI algorithm is designed to
separate MPCs into three categories, i.e., the LOS path,
periodic reflecting clusters (PRCs) from power supply
pillars along the railway, and random scattering clusters
(RSCs).

• A non-stationary geometry-cluster-based model is im-
plemented based on the geometric relationships and the
statistical properties of the extracted clusters. The model
is simulated and validated by channel statistics, including
the Rician K factor and the RMS delay spread. The non-
stationarity is verified by the temporal autocorrelation
function (ACF) and the spatial cross-correlation function
(CCF). Quasi-stationary distances defined by APDP and
CMD metrics are presented. Better agreements with the
measured data could be observed compared to the stan-
dardized IMT-Advanced (IMT-A) channel model and a
published non-stationary IMT-A channel model.

The rest of this paper is organized as follows. In Section II,
the measurement setup is introduced including the descriptions
of the propagation scenarios and the measurement system.
Section III presents the measured results of quasi-stationary
distances using two different metrics and the relevant analysis.
In Section IV, the channel parameter estimation and CTI
algorithm are designed and conducted. The proposed model
is then implemented in detail. Model validation and result
analysis are presented in Section V. Finally, the conclusions
are drawn in Section VI.

II. MEASUREMENT SETUP

A. Measurement Scenarios

The measurement campaign was carried out on the
Guangzhou-Shenzhen Express Rail Link in Guangdong
Province, China. Two typical scenarios, namely, viaduct and
hilly terrain, were taken into account. Fig. 1(a) and Fig. 1(b)
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(a)

(b)

Fig. 1. Top views of the measurement routes in (a) viaduct scenario and (b)
hilly terrain scenario.

show the satellite top views of the measurement scenarios
where the yellow marker represents the position of the base
station (BS), which was regarded as the reference point of
distances between Tx and Rx (T-R distance), and the red line
represents the measured route. In both scenarios, the train
carrying Rx traveled from west to east, and the Tx antenna
on the BS was directed towards the east. The lengths of the
considered routes were both about 1700 m.

In the viaduct scenario, there were only a few buildings
and trees in the propagation environment. The height of the
Tx antenna was 40 m, and the train was 20 m above the ground
with most of the scatterers under the height of the train. In the
hilly terrain scenario, the Tx antenna was 30 m higher than
the track on the ground. More propagation-wise surroundings
could be observed, consisting of hills, buildings, factories, and
woods. In both scenarios, there were periodic power supply
pillars along the railway. The horizontal distance of the Tx
antenna to the track is 50 m and that is 1.5 m for the periodic
power supply pillars. The power supply pillars are distributed
parallel and equally spaced on both sides of the track with a
50 m spacing, which are symmetrical about the track.

During the measurement campaign, the railway was in a trial
operation stage. As a result, no other trains were travelling
in the same/opposite direction. Moreover, no movement of
scatterers was observed in the surrounding rural or suburban
areas during the measurement. As there were no passengers
in the carriages, the in-cabin propagation environment kept
almost stationary. A global positioning system (GPS) device
connecting with the Rx was used to record the mobile speed
and positions of the train. In both scenarios, the velocity of the
train was 300 km/h and remained constant over the measured
routes.

BS tower

 Tx antenna
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Rx antenna HST

Transmitter
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Fig. 2. An illustration of the measurement configuration.

TABLE I
SYSTEM PARAMETERS

Parameter Value
Central frequency 2.4 GHz

Bandwidth 40 MHz
Tx signal duration 12.8 µs
Snapshot duration 25.6 µs
Transmitted power 20 dBm

Tx antenna configuration Directional antenna with 17 dBi gain
Rx antenna configuration Omni-directional antenna with 7 dBi gain

Train speed 300 km/h

B. Measurement System

The Tsinghua University (THU) channel sounder [48] was
used to collect raw measured data. During the measurements, it
worked at 2.4 GHz central frequency with 40 MHz bandwidth.
A wideband linear frequency modulation signal with 12.8 µs
duration was radiated at Tx, and an empty guard interval
of 12.8 µs was inserted between the signals to resist the
interference of propagation delays. Thus, the duration of each
snapshot is 25.6 µs. The configurations of this measurement
campaign are listed in Table I and the structure of the
measurement system is illustrated in Fig. 2. The Tx included
a signal generator, a rubidium clock reference, and a power
amplifier. The test signal was fed to the Tx antenna with a low
insertion loss cable, and the radiated power was 20 dBm. The
directional Tx antenna with 17 dBi gain was fixed on the BS
tower pointing towards the east. The beamwidth in horizontal
direction of the main lobe of Tx antenna pattern is 65 degrees,
and is placed symmetrically along the track. The antenna gain
remains almost constant within the beamwidth and is sufficient
to illuminate all scatterers present in the environment. At the
Rx side, an omnidirectional antenna with 7 dBi gain was fixed
on the window inside the carriage. The pictures of Tx and Rx
antennas are shown in Fig. 3. The Rx owned a rubidium clock
to eliminate the synchronization offset. Then, the measured
data was stored online, and the data processing and calibration
were carried out offline.

There are generally two wireless coverage schemes for HST
[49], direct coverage (DC) and relay coverage (RC). In the
DC scheme, terminals directly establish a link to the BS
located near the rail track. In the RC scheme, the dedicated
mobile relay stations [50] are deployed on the surface of the
train to extend the coverage of the outdoor BS into train
carriages. During our measurement campaign, the DC scheme
was adopted.

Furthermore, due to safety restrictions, only one antenna is
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(a)

Rx antenna
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Fig. 3. Antenna positions of (a) Tx at BS tower and (b) Rx in the carriage.

allowed to be employed on the BS side and train side, estab-
lishing a single-input single-output (SISO) system. However,
in the following analysis, we will consider CMD as one of the
metrics for measuring the non-stationarity and use the space-
alternating generalized expectation-maximization (SAGE) al-
gorithm to estimate parameters of MPCs, which both require
the knowledge of the spatial structure, i.e., channel responses
from multiple antennas. Thus, the virtual array technique [51]–
[53], which utilizes several moving antennas to achieve a
high spatial resolution, is used to form virtual uniform linear
arrays (ULAs) parallel to the railway. In theory, any type of
array can be deployed, we use ULAs due to the limitations
of measurement system. Several adjacent snapshots in the
moving single-antenna measurement, where the channel is
regarded as constant, are considered as equivalent elements
of the multiple-antenna array. Adopting the virtual array
technique offers an additional advantage, i.e., since there is
no mutual coupling between neighboring elements, the antenna
calibration is not required [53]. The number of equivalent array
elements K, is limited by [52]

K < 1 +
1

2 · v∆t
λ

(1)

where v is the speed of the train, ∆t is the time interval of
adjacent snapshots, and λ is the wavelength. Substituting the
values in Table I to (1), the number of virtual array elements
K < 30.3. Thus, an equivalent ULA with a maximum of 30
elements can be constructed, and the spacing between adjacent
virtual elements is equal to v∆t.

III. CHANNEL QUASI-STATIONARY DISTANCE

Since the Rx on the train travels with a constant speed v on
a given route, we use the quasi-stationary distance dqs(t) or
quasi-stationary interval Tqs(t) to define the size of the quasi-
stationary region in HST scenarios. Their relationship can be
expressed as

dqs(t) = vTqs(t). (2)

Here, both dqs(t) and Tqs(t) are functions of time. It is note-
worthy that the speed is only related with the quasi-stationary
interval but is uncorrelated with the quasi-stationary distance.
By selecting different channel statistics as metrics, we can
obtain different definitions for quasi-stationary distances. In
the following analysis, two kinds of metrics defined by APDP
and CMD are taken into account.

(a)

(b)

Fig. 4. APDPs in (a) viaduct scenario and (b) hilly terrain scenario.

A. APDP Metric

After offline processing of the measured data, we can get
the wideband channel impulse response (CIR) h(i∆t, p∆τ),
where i is the snapshot index in the time domain, p is the delay
bin index, and ∆τ = 10 ns is the delay interval between two
adjacent delay bins.

To remove the impact of the small-scale fading, a sliding
window is adopted for averaging over snapshots and the APDP
can be calculated as

Ph (i∆t, p∆τ) =
1

W

i+W−1∑
k=i

|h(k∆t, p∆τ)|2 (3)

where | · | denotes the absolute value operator and W is the
number of snapshots to be averaged, which is selected as 900
and the reason will be discussed in Section III-C.

The APDPs in viaduct and hilly terrain scenarios are shown
in Fig. 4. The horizontal axis and vertical axis denote the T-
R distance and propagation delay, respectively. It should be
noted that since the Rx antenna is deployed on the north side
of the carriage, the power of scattering clusters from the south
side of the train may suffer a great loss due to the train body,
so the detected scatterers are mainly located in the north side
of the train.

As depicted in Fig. 4, examples of three main kinds of
MPCs, i.e., the LOS path, the PRCs, and the RSCs, are marked
by arrows. Firstly, because there is no obstructor between the
BS and the train in both scenarios, the LOS path always has the
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strongest power and shortest delay which decreases until the
train passes the BS and increases almost linearly afterwards.
Owing to the directional Tx antenna, the received signal is
relatively weak at first while it becomes significantly strong
after the train passes the BS. Then, the LOS signal strength
decreases with the increasing T-R distance. Apart from the
LOS path, the clusters go through a general birth-death process
with the movement of the train. In both scenarios, it can be
observed that some trajectories are approximately periodic and
parallel to each other, which are close to the LOS path. The
intersections between these trajectories and the LOS path have
almost equivalent intervals. We define this kind of clusters
as PRCs, due to the fact that they are from the reflections
of the power supply pillars along the railway with identical
separation between adjacent ones, which are ubiquitous in
outdoor HST communication environments. The other kind
of clusters, namely the RSCs, usually have strong powers
and large delay spreads. They are corresponding to some
large scatterers near the railway, e.g, hills and buildings. More
trajectories of the RSCs can be observed in the hilly terrain
scenario due to its more propagation-wise environment, which
is also proven by the RMS delay spread calculated from the
measured data, i.e., the mean value in the viaduct is 166.6 ns
while that in the hilly terrain is 237.9 ns.

In order to calculate the quasi-stationary distance with
respect to the APDPs, the correlation coefficient between two
APDPs can be calculated as

c (i, j) =

Nτ∑
p=1

Ph (i∆t, p∆τ) · Ph (j∆t, p∆τ)

max

{
Nτ∑
p=1

Ph(i∆t, p∆τ)
2
,
Nτ∑
p=1

Ph(j∆t, p∆τ)
2

}
(4)

where Nτ is the total number of delay bins and max {·, ·} is
the operator that takes the maximum value. Then, the quasi-
stationary interval can be expressed as

Tqs(i) = (imax − imin) ·∆t (5)

where imax and imin denote the time-variant maximum and
minimum bounds of the quasi-stationary intervals at time i∆t,
respectively, and can be expressed as

imin = argmax
1≤j≤i−1

c(i, j) < cth

imax = argmin
i+1≤j≤Nt−W

c(i, j) < cth.
(6)

Here, Nt is the total number of snapshots and cth is a given
threshold of the correlation coefficient between two APDPs.
After choosing the appropriate cth, the quasi-stationary inter-
val Tqs(i) at time i∆t can be determined. Then, the quasi-
stationary distance can be calculated according to (2). The
impact of the cth on the quasi-stationary distance results will
be discussed in Section III-D.

B. CMD Metric

The channel transfer function (CTF) within bandwidth B at
time i∆t can be computed by discrete Fourier transformation

(DFT) of the CIR, which is expressed as

H(i∆t, q∆f) =

Nτ∑
p=1

h (i∆t, p∆τ) e−j2πq∆fp∆τ (7)

where q = 1, ..., Nf is the index of frequency bins and ∆f =
B/Nf is the frequency difference. Nf here is the total number
of frequency bins.

As mentioned previously in Section II, we employ the
virtual array technique to form ULAs at the Rx side. With
the movement of the Rx antenna, continuous samples in the
time domain can be viewed as different virtual antennas. The
CTF for the virtual array with K elements at time i∆t can be
expressed as

H(i∆t, q∆f) = [H(i∆t, q∆f), H((i+ 1)∆t, q∆f),
..., H((i+K − 1)∆t, q∆f)]T

(8)

where [·]T denotes the transpose operation.
Then, the narrowband correlation matrices at the Rx side

can be expressed as

RRx(i∆t) =
1

NfW

i+W−1∑
k=i

Nf∑
q=1

H(k∆t, q∆f)H(k∆t, q∆f)H

(9)
where [·]H denotes the Hermitian transpose operation.

The CMD is usually used as a measure to evaluate whether
the spatial structure of the channel has changed to a significant
extent [20]. It is defined as the inner product between the
correlation matrices for i∆t and j∆t

dcorr(i, j) = 1− tr{RRx(i∆t) ·RRx(j∆t)}
∥RRx(i∆t)∥F · ∥RRx(j∆t)∥F

(10)

where tr {·} is the trace operator and ∥·∥F is the Frobenius
norm. The CMD ranges from zero to one, it becomes zero if
the correlation matrices are equal up to a scaling factor and
one if they differ to a maximum extent.

Based on the CMD metric, we can also define the quasi-
stationary interval T ′

qs(i) at time i∆t as the maximum interval
over which the CMD remains below a certain threshold as

T ′
qs(i) = (i′max − i′min) ·∆t (11)

where the minimum and maximum time-variant bounds of the
quasi-stationary intervals are

i′min = argmax
1≤j≤i−1

dcorr(i, j) ≥ c′th

i′max = argmin
i+1≤j≤Nt−W−L

dcorr(i, j) ≥ c′th.
(12)

Similarly, the quasi-stationary distance defined by CMD can
also be computed according to (11), (12), and (2).

C. Discussion about the Averaging Window

Average operations are carried out in the time domain and
frequency domain to estimate the correlation matrix in (9).
Enough independent samples for averaging must be provided
to these two operations. In the time domain, the number of
independent samples is decided by the window W and the
coherence time Tc, which is the time duration over which two
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Fig. 5. The envelop autocorrelation coefficient in viaduct and hilly terrain
scenarios with the threshold 1/e.

received signals have a strong potential for amplitude corre-
lation. Consequently, Tc quantifies the similarity of channel
responses at different times [54], and can be defined as the
time duration over which the signal autocorrelation coefficient
reduces to a certain value like 1/e [18].

The instantaneous path gain at time i∆t is

PG(i∆t) =

Nτ∑
p=1

|h(i∆t, p∆τ)|2. (13)

After removing the mean value of PG within each window,
we get the normalized path gain NPG as [15]

NPG(i∆t) =

√√√√√ PG(i∆t)

1
W

i+W−1∑
k=i

PG(k∆t)

. (14)

Then, the signal autocorrelation coefficient can be expressed
as [15]

ρT (i∆t,∆i∆t) =
E [NPG(i∆t) ·NPG((i+∆i)∆t)]

σNPG

(15)

where E [·] is the expectation operator and σNPG
is the

standard deviation of normalized path gain.
The estimated autocorrelation coefficient values in both

scenarios are shown in Fig. 5. It is demonstrated that the
samples with one wavelength spacing have weak correlations
when using the threshold 1/e. Similar results are observed in
all the measurements. Thus, with a window W = 900 equaling
to 15.36λ and the coherence time about one wavelength, we
can obtain at least 15 independent samples in the time domain.
It is noted that the length of window W is far smaller than
the size of quasi-stationary distance, and will not impact the
identification of quasi-stationary regions.

Meanwhile, in the frequency domain, the coherent band-
width is a statistical measure of the frequency range over
which the channel can be considered flat, i.e., the approximate
maximum bandwidth over which two frequencies of a signal
are likely to experience comparable or correlated amplitude
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Fig. 6. Mean values of the estimated time-variant quasi-stationary distances
defined by APDP with different threshold values.

fading [54]. The coherent bandwidth can be estimated ac-
cording to the RMS delay spread. For example, if the co-
herent bandwidth is defined as the bandwidth over which the
frequency correlation coefficient is above 0.5, the coherent
bandwidth can be approximately calculated as [54]

Bc ≈
1

5στ
(16)

where στ is the RMS delay spread. As aforementioned, the
average RMS delay spreads in the viaduct and hilly terrain
are 166.6 ns and 237.9 ns, respectively. Therefore, the cor-
responding coherent bandwidth values are 1.2 MHz and 0.84
MHz, respectively. Within the whole bandwidth of 40 MHz,
33 and 47 independent frequency samples can be extracted by
division operations.

As a result, we can get at least 15× 33 = 495 independent
samples in viaduct scenario and 15 × 47 = 705 independent
samples in hilly terrain scenario for the averaging operation,
both of which are large enough for removing the impact of the
small-scale fading and analyzing the quasi-stationary distance
[15].

D. Analysis of Different Thresholds, Scenarios, and Metrics

According to (6) and (12), different thresholds will lead
to different values of quasi-stationary distances. In Fig. 6,
the mean values of the estimated time-variant quasi-stationary
distances defined by APDP in both scenarios with different
thresholds are illustrated. It is shown that with the decrease
of the threshold cth, the mean value of the quasi-stationary
distance increases. Moreover, the relationship between the
threshold and the quasi-stationary distance defined by CMD
in both scenarios is shown in Fig. 7. As calculated in (1), the
virtual array contains 30 virtual antennas with 0.5λ spacing.
With an increasing threshold c′th, the mean value of quasi-
stationary distance increases. The opposite trend of changing
with thresholds is consistent with their definitions in (4) and
(10).

The values of the quasi-stationary distances are listed in
Table II. The threshold is selected as 0.5 for the APDP metric



IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. XX, NO. Y, MONTH 2023 7

0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

Threshold, c'
th

0

50

100

150

200

250
M

e
a

n
 v

a
lu

e
 o

f 
q

u
a

s
i-
s
ta

ti
o

n
a

ry
 d

is
ta

n
c
e

s
 (

m
)

Viaduct

Hilly terrain
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[55] and 0.2 for the CMD metric [15] in both scenarios. From
Table II, it can be observed that the quasi-stationary distances
in the hilly terrain scenario are smaller than those in the
viaduct scenario whether APDP or CMD is selected as the
metric. Considering CMD-related results, the quasi-stationary
distance in the hilly terrain is equal to 18.22 m for 90% while
that in the viaduct scenario is 40.15 m for 90%. The mean
value of the quasi-stationary distances in the hilly terrain is
7.95 m corresponding to about 64 wavelengths and that in
the viaduct scenario is 13.82 m corresponding to about 111
wavelengths.

Generally, the APDP metric can reflect the dissimilarity
of the statistics in the power-delay domain for a wideband
channel, while the CMD metric can be used to describe
whether the spatial structures change significantly. These two
metrics focus on channel statistics in different domains, so
the sizes of the quasi-stationary region defined by APDP and
CMD may be different. Although there is no quantitative
relationship between these two metrics, they show the same
qualitative results, namely, the quasi-stationary distances in
the hilly terrain are smaller whatever metric or threshold is
chosen. It can be explained as the geometrical distribution of
the scatterers in the environment and the relative positions
of Tx and Rx determine the spatial structure as well as the
power-delay property. In the hilly terrain, more scatterers exist
and the propagation environment varies more rapidly with the
movement of the train, leading to a faster birth-death process
of clusters, and consequently resulting in a faster change in
channel statistics.

IV. GEOMETRY-CLUSTER-BASED STOCHASTIC CHANNEL
MODEL

According to the previous analysis, in HST radio channels,
the non-stationarity leads to fast time-variance in both the
power-delay domain and the spatial domain. The reason for
this is the rapid change of scattering environment with dif-
ferent locations of Rx, which maps to time-variant channel
parameters and the birth-death process of clusters in the
measured data. Motivated by this, we propose a channel model

to depict the non-stationarity considering actual propagation
environments. The channel parameters are firstly estimated
by employing the SAGE algorithm. Then, an automatic CTI
algorithm is designed to classify MPCs into three aforemen-
tioned categories: the LOS path, PRCs, and RSCs. Then,
the stochastic channel model is established by integrating
the geometric relationships and statistical properties extracted
from measured data.

A. Channel Parameter Estimation

In order to obtain the angular information, the virtual
array is deployed as described in Section II. The number of
equivalent array elements is chosen as 16 snapshots, which
is far smaller than the quasi-stationary distances so that
the environments can be regarded invariant. As long as the
array number is smaller than the quasi-stationary distance, the
estimation error will not be obvious. The received signal can
be expressed as

h[Φ(t)] =

L∑
l=1

αl(t) exp{j2πνl(t)t}δ(τ − τl(t))c(φl(t))

(17)
where δ(·) is the Dirac function, L denotes the number of
MPCs detected by Rx, c(·) is the steering vector of Rx
antenna, and the parameter set Φ(t) contains the time-variant
delay, the azimuth of arrival (AOA), Doppler frequency, and
complex amplitude at moment t. The radiation pattern of Tx
antenna is not included here because the antenna gain is almost
constant within the beamwidth.

The high-resolution and high-precision SAGE algorithm
[56], [57], which can estimate the parameters in Φ(t) jointly
and iteratively based on maximum likelihood, is implemented
over sliding windows of virtual ULAs. L is selected to be 40,
which is sufficient to separate all MPCs above the noise level
in our measured data. The Doppler frequency ranges from -
666.7 Hz to 666.7 Hz according to the speed of the train.

In addition, only azimuth is considered in (17) because the
elevation information cannot be obtained through the ULA.
(17) is designed to estimate parameters, and is not used to
generate channel responses. It is noted that the proposed
model in Section IV-C takes the elevation into account, but is
validated only on the azimuth direction due to the restriction
of measured data, which does not affect the performance of
the channel model.

B. CTI Algorithm

It can be observed from the measured data that MPCs
generally appear in the form of scattering clusters. Similar
parameters, i.e., delays, AOAs, and amplitudes are shown in-
side the same cluster with dispersions. In addition, continuous
trajectory of the same cluster is observed between adjacent
snapshots, i.e., each cluster evolves slowly and smoothly in
its survival period. The above two crucial properties offer the
theoretical basis for the algorithm design.

The KPowerMeans algorithm [45], which improves the K-
means algorithm by adding MPCs power weighting and using
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TABLE II
VALUES OF THE QUASI-STATIONARY DISTANCES IN METER

APDP CMD
Mean 90% 50% 10% Mean 90% 50% 10%

Viaduct 10.94 16.74 9.82 6.29 13.82 40.15 3.97 1.64
Hilly terrain 10.20 15.36 9.06 6.04 7.95 18.22 2.77 1.26

the multipath component distance (MCD) as the distance met-
ric, has been widely used in clustering MPCs in wireless chan-
nels. However, some defects still exist in the KPowerMeans
algorithm that impact the clustering performance severely.
For instance, results are sensitive to the selection of initial
clustering centers, the number of clusters, and some outliers in
the measured data. Moreover, plenty of unpredictable missing
points exist due to package loss in the measurement, arousing
trouble with regard to tracking over snapshots. In order to
solve these problems, as illustrated in Algorithm 1, a novel
CTI algorithm is designed and divided into the following three
steps.

(1) Clustering: unsupervised clustering is carried out to clas-
sify the MPCs in each snapshot. Taking the kth snapshot as an
example, the noise-free Φk contains the parameters of all the
Lk MPCs and serves as the input of the density-based spatial
clustering of applications with noise (DBSCAN) algorithm
[58]. After pruning some outliers by setting the minimum
number of inclusion points in DBSCAN, the MPCs are clus-
tered into Pk groups, namely, Ψk =

{
Ψ1

k, ...,Ψ
r
k, ...,Ψ

Pk

k

}
and each of its elements Ψr

k =
[
Φr,1

k , ...,Φr,s
k , ...,Φ

r,Lr
k

k

]
contains the parameters of MPCs in the current group. Then,
by finding the MPC with the maximum power in each cluster,
we obtain the appropriate initial clustering centers and number
in CDC

k . The subscript (u, v) means to take the element of
the uth row and vth column of the current matrix. Then, the
KPowerMeans algorithm is further used to obtain clustering
centers CKPM

k for the next step.
(2) Tracking: the cluster sequence is initialized as CL ={
CL1, ...,CLw, ...,CL

Ñc

}
, where Ñc represents the total

number of identified clusters changing with iteration. Each of
its components CLw contains L̃w clustering centers already
found. In order to decide the index to which new clusters
belong, we first choose the criteria for comparison Ccmp

w ,
which is calculated as the median of the last ϖ values for
delay and AOA, so that the influence of abnormal values
is reduced. Then, we calculate the MCD and the snapshot
gap between the clustering centers and the criteria, and select
the indexes that satisfy the condition of the MCD threshold
cMCD and the snapshot threshold ct, chosen as 0.5 and 50
[59], respectively. By deploying this snapshot threshold, the
influence of temporary obstruction in the measured data is
reduced. As long as clusters meet the MCD and snapshot
thresholds, they will be regarded as the same cluster. ID (·) is
the operator that takes the snapshot where the MPC belongs.
If such clustering centers are found, the index is stored with
the minimum MCD, otherwise a new index is established in
the cluster sequence.

(3) Identifying: three components are identified according

Fig. 8. Samples of LOS, PRCs, and RSCs identified by the proposed
algorithm.

to their spatial characteristics. The LOS path always exists,
the PRCs have a large angular spread and a survival time
2dP · cotα which will be introduced in Section IV-C, and the
rests are classified as the RSCs. As depicted in Fig. 8, AOAs
of the LOS component have a jump point at BS and keep
stable afterwards. As for PRCs, AOAs experience a change
from 0 degree to about 180 degree, and delays decrease first
and then increase. The visual results reveal that our proposed
algorithm can identify different components in the propagation
environments. Overall, the numbers of PRCs and RSCs found
in the viaduct scenario are 22 and 6, while those in the hilly
terrain are 51 and 11, respectively. This further confirms that
the hilly terrain scenario is more propagation-wise.

C. Model Implementation

In this section, a general MIMO HST channel model for the
viaduct and hilly terrain scenarios is proposed. The cluster-
related parameter values, which serve as the input of the
channel model, are extracted by the aforementioned algorithm
from measurements. The geometrical relationships of the LOS
path, PRCs, and RSCs are depicted in Fig. 9, and the involved
notations and their definitions are listed in Table III. Moreover,
for conciseness, only the position vectors of one power supply
pillar are shown in Fig. 9. A system with the number of
antenna elements P at Tx and Q at Rx is established, with the
indices p and q. The antenna patterns and responses can be
arbitrary, which are adjusted according to real system settings.
The global coordinate system (GCS) at the Tx array center
and the local coordinate systems (LCSs) at the Tx and Rx
array centers are constructed, aiming at calculating the antenna
patterns. For more detailed information about GCS and LCS,
please refer to [60]. The start time is set to t0, when the x-
coordinates of Tx and Rx are the same.

In our model, clusters are composed of rays and the whole
CIR between the pth Tx and the qth Rx antenna is composed
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Algorithm 1: The CTI algorithm for the measured data in HST channels

1 Step 1. Clustering for each snapshot
2 foreach k ≤ Nt do
3 Φs

k = [τsk , φ
s
k, α

s
k]

T, Φk =
[
Φ1

k, ...,Φ
s
k, ...,Φ

Lk

k

]
,

4 Ψk =
{
Ψ1

k, ...,Ψ
r
k, ...,Ψ

Pk

k

}
= DBSCAN(Φk), where Ψr

k =
[
Φr,1

k , ...,Φr,s
k , ...,Φ

r,Lr
k

k

]
and

Φr,s
k = [τ r,sk , φr,s

k , αr,s
k ]

T.
5 foreach r ≤ Pk do
6 ζ = argmax

ξ
Ψr

k,(3,ξ), C
DC
k,r = Ψr

k,(:,ζ).

7 end
8 CDC

k =
[
CDC

k,1 , ...,C
DC
k,r , ...,C

DC
k,Pk

]
,

9 CKPM
k =

[
CKPM

k,1 , ...,CKPM
k,r , ...,CKPM

k,Pk

]
= KPowerMeans

(
Ψk,C

DC
k , Pk

)
, where CKPM

k,r = [τKPM
k,r , φKPM

k,r ]T.
10 end
11 Step 2. Tracking between snapshots
12 Initialize CL =

{
CL1, ...,CLw, ...,CL

Ñc

}
, where CLw =

[
C1

w, ...,C
r
w, ...,C

L̃w
w

]
.

13 foreach k ≤ Nt do
14 foreach r ≤ Pk do

15 Ccmp
w =

[
ME

(
CL

w,(1,(L̃w−ϖ):)

)
,ME

(
CL

w,(2,(L̃w−ϖ):)

)]T
,

16 {w1} =
{
w|MCD(CKPM

k,r ,Ccmp
w ) ≤ cMCD

}
, {w2} =

{
w|k −ME

(
ID

(
CL

w,(:,(L̃w−ϖ):)

))
≤ ct

}
,

17 {w3} = {w1} ∩ {w2}.
18 if {w3} ≠ ∅ then
19 wk,r = argmin

{w3}
MCD(CKPM

k,r ,Ccmp
{w3}), and store the cluster index of CKPM

k,r in CLwk,r
.

20 else
21 Add a new cluster index in CL.
22 end
23 end
24 end
25 CL = {CL1, ...,CLw, ...,CLNc

}, where CLw =
[
C1

w, ...,C
r
w, ...,C

Lw
w

]
.

26 Step 3. Identifying different components
27 foreach w ≤ Nc do
28 if Lw = Nt then
29 The LOS path.

30 else if
{

CLw,(2,Lw) −CLw,(2,1) ≥ 150◦

Lw= 2dP · cotα then

31 The PRC.
32 else
33 The RSC.
34 end
35 end

of three components, which can be expressed as

hpq(t; τ) = hLOS
pq (t)δ(τ − τLOS

pq (t))

+
Np∑

np=1

Mnp (t)∑
mnp=1

h
mnp
pq (t)δ(τ − τ

np
pq (t)− τ

mnp
pq (t))

+
Nr∑

nr=1

Mnr (t)∑
mnr=1

h
mnr
pq (t)δ(τ − τnr

pq (t)− τ
mnr
pq (t)).

(18)
In the LOS case, the delay between the pth Tx and

the qth Rx antenna τLOS
pq (t) is calculated using τLOS

pq (t) =
∥ΩLOS

pq (t)∥
F

c , in which c is the speed of light. The CIR of the

LOS component hLOS
pq (t) can be further expressed as

hLOS
pq (t) =

[
FT
p,V (ΩLOS

pq (t),ΨT
p (t))

FT
p,H(ΩLOS

pq (t),ΨT
p (t))

]T

·

[
ejΦ

V V
LOS 0

0 ejΦ
HH
LOS

] [
FR
q,V (ΩLOS

pq (t),ΨR
q (t))

FR
q,H(ΩLOS

pq (t),ΨR
q (t))

]
·
√

PLOS(t)e
−j2π

∥ΩLOS
pq (t)∥

F
λ ej2πνLOS

pq (t)t.
(19)

Here, F
T (R)
p(q),V (·) and F

T (R)
p(q),H(·) are field pattern func-

tions of the pth Tx antenna (the qth Rx antenna) for ver-
tical and horizontal polarizations, respectively. When the
antenna is single-polarized like the measurement system
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Fig. 9. Geometrical relationships of the LOS path, PRCs and RSCs.

in Section II-B, the first three terms of (19) become[
FT
p (ΩLOS

pq (t),ΨT
p (t))

]T
ejΦLOS

[
FR
q (ΩLOS

pq (t),ΨR
q (t))

]
. Po-

sition vectors ΩLOS(t) and ΩLOS
pq (t) are calculated as

ΩLOS(t) = x̂ · v(t− t0) + ŷ · dTR − ẑ · LT ,
ΩLOS

pq (t) = −ΨT
p (t) +ΩLOS(t) +ΨR

q (t)
(20)

where (x̂, ŷ, ẑ) is the unit vector of GCS. ΦV V
LOS and ΦHH

LOS

are initial phases in the corresponding direction of polariza-
tion with the uniform distribution on [0, 2π). PLOS(t) is the
received power calculated based on the log-distance model

PLOS(t) = 10
(PTx−PLLOS(dref ))/10−nLOS lg(

∥ΩLOS
pq (t)∥

F
dref

) (21)

where PTx is the transmitted power in dBW, nLOS is the
path loss exponent (PLE) of the LOS path, dref is the ref-
erence distance, and PLLOS(dref) is the path loss at dref .

The term −2π
∥ΩLOS

pq (t)∥
F

λ is the phase deviation caused by
propagation distances. At last, the Doppler frequency is given

by νLOS
pq (t) = 1

λ

⟨ΩLOS
pq (t),v⟩

∥ΩLOS
pq (t)∥

F

where ⟨·, ·⟩ denotes the inner

product and v is the speed vector of the train.
As observed in the results of the CTI algorithm, the survival

time of a PRC is almost symmetric with respect to the
corresponding power supply pillar. Therefore, we assume that
each pillar results in a cylindrical area where Rx is effected
by its reflected power, and we define this area as an effective
scattering area (ESA) which merely lasts for a period of time
and overlaps with adjacent ones. As such, the intersecting
plane between the ESA and the railway is a circle with
radius R, and the intersecting angle between the circle and
the rail is α = arcsin (dP /R). The dominant ray with delay
τ
np
pq (t) = (

∥∥∥Ωnp

pT (t)
∥∥∥
F
+
∥∥∥Ωnp

qR(t)
∥∥∥
F
)
/
c is defined as the ray

following geometrical relationships with the maximum power
within each cluster, and other rays in the same cluster are
generated by the distribution of relative parameter offsets fitted
from measured data. We firstly draw the CDFs of the small-
scale parameters from measured data in Fig. 10. The total
number of rays within one cluster Mnp

(t) is modeled as

TABLE III
DEFINITIONS OF MODEL SYMBOLS

Parameter Definition
ΨT

p (t),ΨR
q (t) Position vectors of the pth Tx and the qth Rx

antenna
LT Height of Tx relative to Rx in z direction
LP Height of pillars relative to Rx in z direction
dTR Distance from Tx to Rx in y direction
dP Distance from pillars to Rx in y direction
∂o Distance from the first pillar to Tx in x

direction
∂P Distance between adjacent pillars in x direc-

tion
Np Total number of PRCs from one side of

pillars
Mnp (t) Total number of rays within the ESA of the

npth PRC
Nr Total number of RSCs

Mnr (t) Total number of rays within the ESA of the
nr th RSC

ΩLOS(t) Position vector of the LOS path between Tx
and Rx array center

ΩLOS
pq (t) Position vector of the LOS path between the

pth Tx and the qth Rx antenna
Ω

np
T (t),Ω

np
R (t) Position vectors between the npth pillar cen-

ter and the Tx (Rx) array center
Ω

np
pT (t),Ω

np
qR(t) Position vectors between the npth pillar cen-

ter and the pth Tx (the qth Rx)

Ω
mnp
T (t),Ω

mnp
R (t) Position vectors between the npth pillar cen-

ter and the Tx (Rx) array center via the
mnp th ray

Ω
mnp
pT (t),Ω

mnp
qR (t) Position vectors between the npth pillar cen-

ter and the pth Tx (the qth Rx) via the
mnp th ray

Ωnr
T (t),Ωnr

R (t) Position vectors between the nr th RSC and
the Tx (Rx) array center

Ωnr
pT (t),Ωnr

qR(t) Position vectors between the nr th RSC and
the pth Tx (the qth Rx)

Ω
mnr
T (t),Ω

mnr
R (t) Position vectors between the nr th RSC and

the Tx (Rx) array center via the mnr th ray
Ω

mnr
pT (t),Ω

mnr
qR (t) Position vectors between the nr th RSC and

the pth Tx (the qth Rx) via the mnr th ray
κ Cross polarization power ratio

Poisson distribution as depicted in Fig. 10(a), with probability
distribution function (PDF)

f(Mnp(t) = k;λM ) =
λk
M

k!
e−λM (22)

where λM is the expectation, and the minimum value of k is 1.
The delay offset τ

mnp
pq (t) compared to the dominant ray within

a cluster is modeled as exponential distribution as depicted in
Fig. 10(b), with PDF

f(τ
mnp
pq (t);µ) =

1

µ
e−

τ
mnp
pq (t)

µ (23)

where µ is the expectation. Parameters in the distribution are
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given in Table IV. The CIR of PRCs is further expressed as

h
mnp
pq (t) =

[
FT
p,V (Ω

mnp

pT (t),ΨT
p (t))

FT
p,H(Ω

mnp

pT (t),ΨT
p (t))

]T

·

[
e
jΦV V

mnp

√
κ−1e

jΦV H
mnp

√
κ−1e

jΦHV
mnp e

jΦHH
mnp

]

·

[
FR
q,V (Ω

mnp

qR (t),ΨR
q (t))

FR
q,H(Ω

mnp

qR (t),ΨR
q (t))

]√
Pmnp

(t)

· e
j

Φmnp
−2π

∥∥∥∥Ωmnp
pq (t)

∥∥∥∥
F

λ


ej2πν

mnp
pq (t)t.

(24)

Here, position vectors of dominant rays within a cluster are
given by

Ω
np

T (t) = x̂ · (∂o + ∂P ([(np > Np)
· REM(np, Np) + (np ≤ Np) · np]− 1))
+ ŷ · (dTR ± dP )− ẑ · (LT − LP /2)

=
∥∥Ωnp

T (t)
∥∥
F

 cos θ
np

T (t) cosφ
np

T (t)
cos θ

np

T (t) sinφ
np

T (t)
sin θ

np

T (t)

T

,

Ω
np

R (t) = ΩLOS(t)−Ω
np

T (t)

=
∥∥Ωnp

R (t)
∥∥
F

 cos θ
np

R (t) cosφ
np

R (t)
cos θ

np

R (t) sinφ
np

R (t)
sin θ

np

R (t)

T

(25)

where REM(·, ·) is the remainder operation and θ
np

T (t),
φ
np

T (t), θnp

R (t), and φ
np

R (t) denote the time-variant elevation
of departure (EOD), the azimuth of departure (AOD), the
elevation of arrival (EOA), and AOA of the dominant ray in
the npth PRC, respectively. Angular information of dominant
rays can be obtained from (25). For instance, according to our
measurement configurations, AOAs are calculated as φnp

R (t) =

arccos

[
η2−Rη cosα

η
√

R2+η2−2Rη cosα

]
where η = v (t− t0) − ∂o −

∂P (nP − 1) + R cosα. Within a cluster, the AOAs of other
rays are calculated based on φ

mnp

R (t) = φ
np

R (t)−∆φ
mnp

R (t),
and the AOA offset ∆φ

mnp

R (t) is modeled as zero-mean
Laplace distribution as depicted in Fig. 10(c), with PDF

f(∆φ
mnp

R (t); b) =
1

2b
e−

|∆φ
mnp
R

(t)|
b (26)

where
√
2b is the standard deviation. Then, the position vectors

of rays are given by

Ω
mnp

T (t) =
∥∥Ωnp

T (t)
∥∥
F

 cos θ
mnp

T (t) cosφ
mnp

T (t)

cos θ
mnp

T (t) sinφ
mnp

T (t)

sin θ
mnp

T (t)

T

,

Ω
mnp

R (t) =
∥∥Ωnp

R (t)
∥∥
F

 cos θ
mnp

R (t) cosφ
mnp

R (t)

cos θ
mnp

R (t) sinφ
mnp

R (t)

sin θ
mnp

R (t)

T

,

Ω
mnp

pT (t) = −ΨT
p (t) +Ω

mnp

T (t),

Ω
mnp

qR (t) = ΨR
q (t) +Ω

mnp

R (t)
(27)

where θ
mnp

T (t), φ
mnp

T (t), θ
mnp

R (t), and φ
mnp

R (t) denote the
time-variant EOD, AOD, EOA, and AOA of the mnp th ray in
the npth PRC, respectively.

Moreover, the terms ΦV V
mnp

, ΦV H
mnp

, ΦHV
mnp

, and ΦHH
mnp

in (24) denote initial phases in four polarizations.

Φmnp
− 2π

∥∥∥Ωmnp
pq (t)

∥∥∥
F

λ is the phase deviation caused by
propagation distances. The Doppler frequency can be

calculated by ν
mnp
pq (t) = 1

λ

〈
Ω

mnp
qR (t),v

〉
∥∥∥Ωmnp

qR (t)
∥∥∥
F

. The power is given

by

Pmnp
(t) = ρ · 10

(PTx−PLPRC(dref )−XPRC)/10

−nPRC lg(
∥Ω

np
T

(t)∥
F
+∥Ω

np
R

(t)∥
F

dref
) (28)

where nPRC is the PLE of PRCs, XPRC ∼ N(0, σ2
PRC)

is a zero-mean Gaussian random variable representing the
shadowing effect, and ρ is the power proportional factor
defined as the ratio of each ray power to the total power within
a cluster. It is modeled using Weibull distribution as depicted
in Fig. 10(d), with PDF

f(ρ;A,B) =
B

A

( ρ

A

)B−1

e−(
ρ
A )

B

(29)

where A is the scale factor and B is the shape factor. To
sum up, we characterize the inter-cluster parameters, i.e.,
delays and angles of dominant rays, based on the geometric
relationships, and the intra-cluster parameters, i.e. number of
rays, delay offsets, angular offsets, and power of rays, based
on different empirical distributions. As shown in Fig. 10, good
agreements can be observed between fitting distributions and
the measured data.

Furthermore, as for the RSCs, single-bounce scattering is
assumed in the viaduct and hilly terrain scenarios, and the
scatterer center corresponding to the nrth RSC locates at
(xnr

, ynr
, znr

) in the GCS, following the uniform distribution

xnr ∼ U
(
0, xbon

max

]
,

ynr ∼ U
[
ybonmin, dTR − dP

)
,

znr ∼ U
(
−LT , z

bon
max

] (30)

where xbon
max, ybonmin, and zbonmax represent the maximum bound-

ary of xnr
, the minimum boundary of ynr

, and the max-
imum boundary of znr

, respectively. It is noted that due
to the blockage of carriage, only one side of the sig-
nal can be received in the measurement. More generally,
ynr

∼ U
[
ybonmin, dTR − dP

)
∪
(
dTR + dP , y

bon
max

]
, where ybonmax

is the maximum boundary of ynr
. The delay of the dominant

ray in the nr RSC is τnr
pq (t) =

∥Ωnr
pT (t)∥

F
+∥Ωnr

qR(t)∥
F

c . The CIR
of RSCs is further expressed as

h
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Fig. 10. CDFs of intra-cluster parameters from measured data and fitting distributions for PRCs in two scenarios. (a) Number of rays with Poisson distribution;
(b) delay offset with exponential distribution; (c) AOA offset with zero-mean Laplace distribution; and (d) power proportional factor with Weibull distribution.

TABLE IV
VALUES OF INTRA-CLUSTER PARAMETERS

λM µ b A B
Viaduct 6.25 3.27 1.16 0.16 1.07
Hilly terrain 7.41 3.99 4.35 0.12 0.86

where the meanings of notations are the same with those in
(24), except that the subscript nr denotes the nrth ray within
a RSC. The position vectors of dominant rays are given by

Ωnr

T (t) = x̂ · xnr + ŷ · ynr + ẑ · znr

= ∥Ωnr

T (t)∥F

 cos θnr

T (t) cosφnr

T (t)
cos θnr

T (t) sinφnr

T (t)
sin θnr

T (t)

T

,

Ωnr

R (t) = ΩLOS(t)−Ωnr

T (t)

= ∥Ωnr

R (t)∥F

 cos θnr

R (t) cosφnr

R (t)
cos θnr

R (t) sinφnr

R (t)
sin θnr

R (t)

T

.

(32)

Then, position vectors of rays can be calculated by (27).
Also, the intra-cluster small-scale channel parameters, i.e., the
number of rays within a cluster, the delay offset, the angular
offset, and the power proportional factor, can be generated by
(22), (23), (26), and (29), respectively.

V. MODEL VALIDATION

In this section, the proposed model is verified with channel
statistics which characterize the non-stationarity of HST radio
channels. Based on the channel modeling method aforemen-
tioned, simulations are conducted with the system configura-
tion same as the measurement campaign described in Section
II., and relevant parameters are set as follows if not specified
otherwise. LT is 20 m in viaduct and 30 m in hilly terrain.
Values of LP , dP , dTR, and ∂P in both scenarios are 15 m,
1.5 m, 50 m, and 50 m, respectively. The radius of the ESA
is calculated as 68 m by averaging all the detected PRCs in
both scenarios. The value of ∂o is 57.44 m in viaduct and
161.88 m in hilly terrain based on the identified results. The
CIRs are calculated from (18) and discretized to the form of
h(i∆t, p∆τ). Then, the APDP and the CTF are calculated
using (3) and (7), respectively.

A. Statistical Properties

We validate the accuracy of the proposed model by the
Rician K factor and the RMS delay spread. The Rician K
factor is defined as the power ratio of the LOS path to non-
line-of-sight (NLOS) paths containing the PRCs and RSCs

KF(t) = 10 lg
(

PLOS(t)
PNLOS(t)

)
= 10 lg

 PLOS(t)
Mnp (t)∑
mnp=1

Pmnp
(t)+

Mnr (t)∑
mnr=1

Pmnr
(t)

 (33)

where the power are calculated from (21) and (28). We rewrite
their delays and powers as

{
τMPC
1 , τMPC

2 , ..., τMPC
L(t)

}
and{

PMPC
1 , PMPC

2 , ..., PMPC
L(t)

}
, and the RMS delay spread is

defined as

στ (t) =

√√√√√√√√
L(t)∑
l=1

PMPC
l · (τMPC

l − τ̄MPC(t))
2

L(t)∑
l=1

PMPC
l

(34)

where τ̄MPC(t)=
L(t)∑
l=1

PMPC
l · τMPC

l

/
L(t)∑
l=1

PMPC
l represents

the average delay.
Moreover, in order to illustrate the non-stationarity of the

model, the correlation property is characterized by the space-
time correlation function (STCF)

STCF(i∆t, j∆t, (p′ − p)∆dp, (q
′ − q)∆dq)

= E [h(i∆t, p∆dp, q∆dq) · h∗((i+ j)∆t, p′∆dp, q
′∆dq)]

(35)
where ∆dp and ∆dq are the spacing between adjacent anten-
nas at Tx and Rx. h(i∆t, p∆dp, q∆dq) is the CIR between the
pth Tx antenna and the qth Rx antenna at moment i∆t, and
h((i + j)∆t, p′∆dp, q

′∆dq) is the CIR between the p′th Tx
antenna and the q′th Rx antenna at moment (i+ j)∆t. (·)∗ is
the complex conjugate operator. By setting p = p′ and q = q′,
the local temporal ACF, which describes the non-stationarity
in the time domain, is derived as

ACF(i∆t, j∆t) = E [h(i∆t) · h∗((i+ j)∆t)] . (36)
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Fig. 11. Comparison of (a) Rician K factor and (b) RMS delay spread between
the measured data and the proposed model.

By setting the time difference j∆t as zero, the spatial CCF,
which describes the non-stationarity in the spatial array do-
main, is written as

CCF(i∆t, (p′ − p)∆dp, (q
′ − q)∆dq)

= E [h(i∆t, p∆dp, q∆dq) · h∗(i∆t, p′∆dp, q
′∆dq)]

. (37)

B. Results and Analyses

First, we compare the proposed model and the measured
data in terms of the Rician K factor and the RMS delay spread.
The comparison of Rician K factor and RMS delay spread are
shown in Fig. 11, and values are given in Table V. The mean
values and the empirical CDFs from the proposed model are
fairly close to those from measurements, which verifies the
correctness of the model.

Second, the temporal ACF and the spatial CCF are simu-
lated. Fig. 12(a) shows the absolute values of temporal ACFs
at moments 0 s, 1 s, and 2 s, and Fig. 12(b) shows the absolute
values of spatial CCFs at moments 0 s, 1 s, and 2 s. The array
form is ULAs with antenna spacing of half wavelength. It is
demonstrated that the proposed model is non-stationary in the
time domain as well as in the spatial domain, for the ACF
curves and CCF curves change with time.

TABLE V
COMPARISON OF RICIAN K FACTOR AND RMS DELAY SPREAD OF
MEASUREMENT AND THE PROPOSED MODEL IN BOTH SCENARIOS

Viaduct (Hilly terrain) Mean 50%
K factor, measurement (dB) 1.62 (1.51) 2.07 (1.78)

K factor, proposed model (dB) 1.63 (1.49) 2.56 (1.69)
Delay spread, measurement (ns) 166.6 (237.9) 117.1 (197.5)

Delay spread, proposed model (ns) 162.6(230.6) 108.1 (149.2)

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

Time difference, j  t (s)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

A
b
s
o
lu

te
 v

a
lu

e
 o

f 
th

e
 l
o
c
a
l 
te

m
p
o
ra

l 
A

C
F i  t=0s

i  t=1s

i  t=2s

(a)

0 0.5 1 1.5 2 2.5 3

Normalized antenna spacing

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

A
b
s
o
lu

te
 v

a
lu

e
 o

f 
th

e
 s

p
a
ti
a
l 
C

C
F

i  t=0s

i  t=1s

i  t=2s

(b)

Fig. 12. Simulated (a) temporal ACFs and (b) spatial CCFs at different
moments.

Third, the quasi-stationary distances of the model are simu-
lated and analyzed. Based on the APDP metric, Fig. 13 com-
pares the CDFs of quasi-stationary distances of the measured
data, the proposed model, the standardized IMT-A channel
model [61], and the non-stationary IMT-A channel model in
[62] for high-mobility scenarios. It should be noted that the
standardized IMT-A channel model also introduces the concept
of time-evolution to explicitly simulate the non-stationarity
of the fading channels [61]. In the non-stationary IMT-A
model, all the channel parameters including the delays, pow-
ers, AOAs, AODs, and number of clusters change with time.
The propagation-related parameters are updated according to
geometric relationships. The birth-death process described by
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Fig. 13. Quasi-stationary distances that result from the measured data,
proposed model, non-stationary IMT-A channel model, and standard IMT-A
channel model based on the APDP metric.

the Markov process is taken into account to model the change
of the number of clusters. To generate channel responses
based on the non-stationary IMT-A model, simulations are
implemented according to the same parameters as in Section
II, and the rural macro-cell (RMa) scenario is selected.

Here, we briefly compare the modeling mechanism of the
proposed model and the non-stationary IMT-A channel model.
Due to the fact that the non-stationary IMT-A model is based
on the standardized IMT-A model, their generation methods of
channel parameters are similar. In comparison, the proposed
model is based on the assumption that the dominant ray
follows the geometric relationship, which coincides with the
propagation regularity summarized from the measured results.
Inside a cluster, the rays are resolvable with respect to the
delay, angle, and power. We deploy the distributions most
consistent with the measured results. All the large-scale and
small-scale channel parameters are time-variant in the pro-
posed model. Moreover, in the non-stationary IMT-A model,
clusters are assumed to be modeled in the same manner, and it
is not designed specifically for high-mobility communication
conditions. By contrast, inspired by the regularity of the mea-
sured data in HST channels, we separate MPCs into the LOS
path, the PRCs, and the RSCs, and model them respectively
with parameters directly obtained from measurements.

As for the proposed model, the mean value of the quasi-
stationary distance is 10.56 m in viaduct and 10.01 m in
the hilly terrain scenario, respectively, similar to those of the
measurements, i.e. 10.94 m and 10.20 m, and it is 10.06 m
for the non-stationary IMT-A model. When it comes to the
standardized IMT-A channel model, the corresponding result
is 15.74 m, which is apparently larger than the measured data.
Moreover, as shown in Fig. 13, the proposed model is much
closer to the measured data than the non-stationary IMT-A
model. The root mean square error (RMSE) of the CDF curves
between the proposed model and the measured data is 0.0595
for viaduct and 0.0568 for hilly terrain. In comparison, the
RMSE values are 0.1156 and 0.1207 for the non-stationary
IMT-A model in the two scenarios. Therefore, the proposed
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Fig. 14. Quasi-stationary distances that result from the measured data and
the proposed model based on the CMD metric.

model performs better than the non-stationary IMT-A model in
characterizing the non-stationarity in the power-delay domain
in HST channels.

Additionally, the comparison between the proposed model
and the measured data on quasi-stationary distances using the
CMD metric is depicted in Fig. 14. The mean value of the
quasi-stationary distance of the proposed model is 14.39 m in
viaduct and 8.39 m in hilly terrain scenario, similar to those
of the measurements, i.e. 13.82 m and 7.95 m, respectively.
The RMSE of the CDF curves is 0.0642 in viaduct and 0.0616
in hilly terrain scenario, respectively. Therefore, the proposed
model can characterize the non-stationarity in both the power-
delay domain and the spatial domain.

At last, the simulation time is taken as metric to measure the
complexity. The simulation time of generating CIRs for 5000
snapshots is recorded. We test on a computer with Core i7
CPU, 8GB RAM, and 512 GB hard disk drive. The operation
system is Windows 10. As a result, the simulation time is
0.369 s for the standardized IMT-A model, 5.383 s for the
non-stationary IMT-A model, and 8.727 s for the proposed
model. It is demonstrated that the accuracy is improved and
the complexity is maintained on the same order of magnitude
compared with the non-stationary IMT-A model.

VI. CONCLUSIONS

Measurement campaigns of HST radio channels were
conducted in viaduct and hilly terrain scenarios along the
Guangzhou-Shenzhen Express Rail Link. The non-stationarity
in HST radio channels was characterized and modeled based
on the measured data. Two kinds of metrics including the
APDP and CMD were considered to quantify the size of the
quasi-stationary region. It was shown that the mean value of
quasi-stationary distances in the propagation-wise hilly terrain
was smaller than that in the viaduct scenario, whether APDP
or CMD was selected as the metric. Parameters of MPCs
were estimated using the SAGE algorithm and an automatic
CTI algorithm was designed to classify MPCs into the LOS
path, PRCs, and RSCs. Based on the statistical properties
of clusters extracted from measurements and the geometrical
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relationships, a non-stationary model for HST radio channels
was proposed and implemented. The model was validated by
comparing channel statistics with the measured results, and
good agreements were observed. The temporal ACFs and the
spatial CCFs of different times were presented. Compared
with the quasi-stationary distances of the standardized IMT-A
channel model and the non-stationary IMT-A channel model,
the proposed model showed a better agreement with the
measured data and had a good ability to characterize the
non-stationary features of propagation environments in HST
scenarios. For future research directions, multi-scenario, multi-
band, and multi-link would be considered. In addition, big
data-enabled non-stationarity characterization and modeling is
also an important trend.
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