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Abstract—Physical layer key generation (PLKG) is a promis-
ing technique to establish symmetric keys between resource-
constrained legitimate users. However, PLKG suffers from a low
key rate in harsh environments where channel randomness is lim-
ited. To address the problem, reconfigurable intelligent surfaces
(RISs) are introduced to reshape the channels by controlling
massive reflecting elements, which can provide more channel
diversity. In this paper, we design a channel probing protocol
to fully extract the randomness from the cascaded channel, i.e.,
the channels through reflecting elements. We derive the analytical
expressions of the key rate and design a water-filling algorithm
based on the Karush-Kuhn-Tucker (KKT) conditions to find the
upper bound. To find the optimal precoding and phase shift
matrices, we propose an algorithm based on the Grassmann
manifold optimization methods. The system is evaluated in terms
of the key rate, bit disagreement rate (BDR) and randomness.
Simulation results show that our protocols significantly improve
the key rate as compared to existing protocols. Compared to
multiple-antennas systems without a RIS, our proposed method
achieves an average 9.51 dB performance gain when the side
length of an element is 1/4 wavelength and the Rician factor is
0 dB.

Index Terms—Physical layer security, physical layer key gen-
eration, reconfigurable intelligent surface, key rate.

I. INTRODUCTION

THE advent of the Internet of Things (IoT) and the
development of 5G raise concerns for security in com-

munication networks [1]. The number of IoT devices will
approach 75 billion by 2025 [2]. The information security
of current communication and computer systems is protected
by symmetric encryption and public key cryptography (PKC).
Symmetric encryption, e.g., advanced encryption standard
(AES), requires the same key at legitimate users. Key manage-
ment and sharing are usually handled by PKC for computer
networks. PKC relies on complicated mathematical algorithms
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such as discrete logarithms, which, however, cannot be scaled
and will be threatened by quantum computers [3]. While the
complexity of PKC is affordable by computer networks, it may
not be applicable to many resource-constrained IoT devices
with limited storage and computational power [4]. While
many IoT protocols, including WiFi, ZigBee, LoRaWAN,
specify AES for data encryption, they do not define key
distribution approaches. In practice, the pre-shared keys are
often manually configured to IoT devices and are never or
very rarely refreshed, which becomes the vulnerabilities of
IoT networks, as exemplified in [5].

In contrast, physical layer key generation (PLKG) from
wireless channels is a promising candidate for establishing
symmetric keys between two IoT devices, namely Alice and
Bob [2]. PLKG does not involve computationally-expensive
operations and is suitable for low-cost IoT devices. Bene-
fiting from the temporal variation, channel reciprocity and
spatial diversity properties of wireless media, PLKG achieves
information-theoretical security.

• Temporal variation: When wireless channels change dy-
namically, there is sufficient randomness to be extracted.

• Channel reciprocity: The reciprocity between uplink and
downlink channels enables Alice and Bob to share a
common secret key.

• Spatial diversity: An eavesdropper, Eve, who is half
wavelength away from Alice and Bob, cannot derive any
information about the secret key.

Exploiting these features, key generation techniques can
achieve information-theoretic security.

There are research explorations both from theoretical and
experimental aspects, which demonstrate the potential of key
generation [6]–[12]. In the seminal papers of Maurer [6] and
Ahlswede and Csiszar [7] dated back to 1993, the authors
laid an information-theoretic foundation for key generation
and proved that Alice and Bob can use correlated random-
ness source to extract secret keys. Later, Maurer and Wolf
investigated the secret key generation over unauthenticated
public channels [8]. There have also been many works on
realizing practical key generation systems, with experimental
exploration using WiFi [9], ZigBee [10], LoRa [11] and
Bluetooth [12].

As key generation relies on channel randomness and cor-
related channel measurements, it is challenging to operate
well in harsh environments. Firstly, the channel variation
is limited in static/quasi-static environments, which cannot
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provide sufficient randomness [2]. Secondly, when received
signals experience a low signal-to-noise ratio (SNR), the key
rate will be reduced too [13]. Therefore, it is necessary to
develop new techniques to improve the key rate in harsh
environments.

Recently, reconfigurable intelligent surfaces (RISs) have
been introduced to address the poor channel conditions in key
generation. A RIS is regarded as an emerging transmission
technology to realize the concept of smart radio environ-
ments [14]. The deployment of RISs in wireless communica-
tion is attractive due to their cost-efficiency and energy-saving
benefits, despite the incremental load it imposes on the system.
A RIS is a passive technology comprised of reflecting elements
arranged on a planar surface, which results in lower hardware
and power consumption costs compared to traditional active
transmitters [15]. The massive reflecting elements in RISs
reflect incoming signals without complex signal processing,
reducing the need for RF transceiver hardware [16]. A cost-
effective RIS prototype system was achieved by using a low-
cost printed circuit board with 64 PIN diodes, where each
element consumed 1.5 mW of power when activated [17].
Moreover, the RISs can be installed on various surfaces, such
as building facades, indoor walls, and ceilings, for provid-
ing connectivity to users [14]. Compared to traditional full-
duplex relays, RISs are passive and capable of receiving and
transmitting data simultaneously without sophisticated self-
interference cancellation [18].

Therefore, RISs is a cost-effective and energy-efficient
technology that has been adopted to solve the problem of
low entropy for key generation techniques in static environ-
ments [19]–[21], where the channel remains near-constant in a
long coherence time. Ji et al. proposed a one-time pad (OTP)
encryption scheme based on the artificial randomness from
the random configuration of the phase shift vector [19]. Hu
et al. derive the theoretical upper bound of the key rate for
the scheme of RIS-induced artificial randomness, where the
channels of Eve are uncorrelated with the legitimate channels
[20]. Lu et al. derive the upper bound and lower bound
of the key rate affected by eavesdropping attacks in static
environments [21]. When the direct channel is inadequate to
generate secret keys, the implementation of RISs has been
proposed as a means to establish a reflected channel, thereby
enhancing the SNR and ultimately improving the key rate
[22]–[25]. Ji et al. designed the passive beamforming of the
phase shift vector at the RIS to improve the SNR at the receiver
and suppress the SNR at the eavesdroppers so that the key rate
can be improved [22]. Lu et al. found the optimal location
of the active elements under the constraint that the number
of reflecting elements operating simultaneously is limited so
as to improve the SNR [23]. Li et al. extended the scheme
in [23] to multiple-user systems [24]. Liu et al. investigated the
optimization of the phase shift matrix in the multiple-input and
multiple-output (MIMO) system, while they did not optimize
the precoding matrix at the BS [25].

Key generation from fine-grained channel features can sig-
nificantly improve the key rate [26]–[29]. Received signal
strength indicator (RSSI) is a popular channel parameter for
key generation [30]–[32], but its coarse-grained nature limits

the key generation. Compared to RSSI, channel state infor-
mation (CSI) is a fine-grained channel feature that provides
more channel information. Liu et al. [27] analyzed the key
rate extracted from the channel coefficients of all subcarriers in
orthogonal frequency-division multiplexing (OFDM) systems.
Later, Zhang et al. [26] achieved a practical key generation
protocol based on IEEE 802.11 OFDM systems. In addition,
randomness in the spatial domain can also be employed.
Wallace et al. in [28] proposed to exploit the randomness from
multiple antennas. In the RIS-based key generation, there are
multiple channels.

• Direct channel is between Alice and Bob consisting of
line-of-sight (LoS) (when there is) and non-LoS (NLoS)
components not involving RIS.

• RIS-reflected subchannels: each subchannel refers to a
channel from Alice to a RIS element and then to Bob.

Existing RIS-empowered key generation works to extract keys
from the equivalent channel, which is combined by the direct
channel and RIS-reflected subchannels. Li et al. [24] designed
the phase shift matrix and modified the reflected channel so
that Alice and Bob can extract more key bits from the equiv-
alent channels. However, the equivalent channel is coarse-
grained in nature, which limits the key rate since the dimension
of reflecting elements is far larger than that of the antennas.
Inspired by the multiple antenna-based and OFDM-based key
generation, it is reasonable to envisage generating keys from
each RIS-reflected subchannel, which is fine-grained and can
provide more diversity. Surprisingly, such research effort is
missing.

The joint design of beamforming and RIS will provide
more channel diversity for key generation. Classical key
generation systems used multiple-input and multiple-output
(MIMO) techniques to improve the key rate [33], which is
achieved by beamforming techniques that combine received
signals from multiple antennas to improve the SNR. Similar to
beamforming techniques in MIMO systems, a RIS can achieve
passive beamforming to enhance the SNR at the receiver,
where a RIS combines the signals from reflecting elements
and automatically modifies the reflection coefficients. Previous
works involved the design of the passive beamforming of
RIS in systems with a single-antenna BS [22]–[24] or a
multiple-antenna BS [25], but they did not consider the joint
design of the transmit beamforming of the BS and the passive
beamforming of the RIS. What is more, these works have
overlooked the crucial aspect of spatial correlation between
the channels from the elements of RIS and the antennas of
BS, which greatly influences the key rate.

In this paper, we jointly optimize the precoding matrix at the
multiple-antenna base station (BS) and the phase-shift matrix
at the RIS and use the fine-grained channel feature for key
generation. Our main technical contributions are as follows:

• We design a channel probing protocol for RIS-assisted
key generation systems to fully extract randomness from
the direct and cascaded channels. Since the RIS is not
capable of estimating channels, our protocol decomposes
the channel into the cascaded channel which can be
measured by transceivers.
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• We derive the analytical expression of the key rate in
a RIS-assisted multi-antenna system. We optimize the
precoding and phase shift matrices to improve the key
rate. In order to tackle the coupling problem of two matrix
variables, we optimize an equivalent matrix variable that
is a combination of the precoding and phase-shift matri-
ces. Furthermore, we introduce a water-filling algorithm
based on Karush-Kuhn-Tucker (KKT) conditions to find
the optimal equivalent matrix variable.

• We propose a practical algorithm to decouple the optimal
equivalent matrix variable into precoding and phase shift
matrices. We first obtain the optimal phase shift matrix
and then resort to the Grassmann manifold optimization
method to find the optimal precoding matrix.

• We validate the analytical expressions of the key rate by
Monte Carlo simulations. Taking into account the spatial
correlation coefficients, the transmit power, the number
of elements and the Rician factor, we demonstrate that
our algorithm achieves a higher key rate than the existing
algorithms.

The remaining part of this paper is organized as follows.
In Section II, we present the system model of RIS-assisted
key generations. In Section III, we propose a RIS-assisted
channel probing algorithm. Section IV studies the design of
the precoding and phase shift matrices to maximize the key
rate. In Section V, a key generation protocol is designed. In
Section VI, numerical results are presented. Section VII offers
a discussion on eavesdropping attacks and different channel
conditions. In Section VIII, conclusions are drawn.

Notations: Litalic letters (A,B, a, b, . . . ), boldface lower-
case letters (a,b, . . . ) and boldface upper-case letters
(A,B, . . . ) denote scalars, vectors and matrices, respectively.
Calligraphic letters (A,B, . . . ) denote sets. ∂f

∂x denotes the
partial derivative of f with respect to x. mod (·) is the
modulus operator and ⌊·⌋ is the floor function. | · | and ℜ{·}
denote the magnitude and real part of a complex number,
respectively. diag(·) forms a diagonal matrix out of its vector
argument. vec(·) is the vectorization of a matrix argument.
(·)T , (·)H , (·)−1 and (·)∗ denote the transpose, conjugate
transpose, inverse and conjugate, respectively. Cm×n is the
complex space of a m× n matrix. Tr(·) is the trace operator.
IN denotes the N × N identity matrix. 0N and 1N are
the zero and one matrices of N × 1 dimension, respectively.
Ai,j = A((i−1)m+1 : im, (j−1)n+1 : jn) is the submatrix
of A, with row indices spanning from (i−1)m+1 to im and
column indices spanning from (j − 1)n + 1 to jn. [A]m,n
denotes the (m,n)-th element of matrix A. || · ||2 and || · ||F
denote the Euclidean norm and Frobenius norm, respectively.
CN (µ, σ2) denotes the circularly symmetric complex Gaus-
sian distribution with mean µ and variance σ2. E{·} denotes
the statistical expectation, and ⊗ is the Kronecker product. H
denotes the differential entropy.

II. SYSTEM MODEL

A. Overview

This paper considers a RIS-assisted key generation system
which consists of a BS (Alice), a user equipment (UE) (Bob),
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Fig. 1. System model.

and a RIS, as shown in Fig. 1. The BS is equipped with
multiple antennas, while the UE is equipped with a single
antenna. We consider the BS that is linked to a RIS. The BS
designs an algorithm for controlling the phase shift matrix of
the RIS and its precoding matrix to assist the key generation
process, which will be elaborated in Section IV-B. Key gener-
ation protocol comprises five stages, namely channel probing,
preprocessing, quantization, information reconciliation and
privacy amplification. During channel probing, the UE and BS
operate in the time division duplex (TDD) mode; they transmit
pilots to each other in turn and measure the channels between
them. These transmissions will be reflected by the RIS, which
can bring more randomness. This paper focuses on the design
of channel probing, which will be explained in Section III.

Since the spatial correlation will cause self-correlation be-
tween measurements, preprocessing methods are introduced to
eliminate the self-correlation between raw channel measure-
ments. Furthermore, they convert the channel measurements
into binary sequences by quantization algorithms. Due to
noise, hardware mismatch, etc., there exist disagreements
between quantized sequences, which can be corrected during
information reconciliation. Finally, the privacy amplification
algorithms are used to wipe off possible information leakage
in the previous stages. The BS and UE agree on a unique secret
key, K. These four steps will be introduced in Section V.

B. Channel Model

1) Device Configuration: We consider a three-dimensional
Cartesian coordinate system, where the RIS is deployed par-
allel to y − z plane, as shown in Fig. 2. The RIS is modelled
as a uniform planar array that has M = My ×Mz reflecting
elements with My elements per row and Mz elements per
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column. The area of the RIS is MA, where dr is the side
length of an element and A = dr × dr is the area of
an element. The location of the first reflecting element is
u1 and the location of the other elements are denoted as
um = u1 + dr[0, ym, zm]T , m = 2, . . . ,M , where ym =

mod (m − 1,My) and zm =
⌊
m−1
My

⌋
are the horizontal and

vertical indices, respectively.
When a wave impinges on the RIS from the azimuth angle,

θ, and the elevation angle, φ, the array response vector of the
RIS is given by

a(θ, φ) = az(φ)⊗ ay(θ, φ), (1)

where ay(θ, φ) = [1, . . . , ej2π(Mz−1)dr cosφ sin θ/λ]T , az(φ) =
[1, . . . , ej2π(My−1)dr sinφ/λ]T and λ is the wavelength.

Each element of the RIS can control the wave impinging
on it. We denote the reflection coefficients of the elements as

v = [ϕ1, . . . , ϕM ]T , (2)

where ϕm is the reflection coefficient of the m-th element.
Notably, ϕm = ejωm , where ωm is its phase shift which
is generated from uniform quantization of [0, 2π). The set
representing all possible configurations of phase shifts is K =
{0, 2π

Kq
, . . . ,

2π(Kq−1)
Kq

}, where Kq = 2Nq is the quantization
level and Nq is the number of controlling bits.

The BS is equipped with a uniform linear array (ULA)
consisting of N antennas and located on the x-axis with da
antenna spacing. When a wave impinges on the ULA from an
azimuth angle, ψ, the array response vector is given by

b(ψ) = [1, . . . , ej2π(N−1)da sinψ/λ]T . (3)

The BS applies a precoding matrix, PT ∈ CNs×N , for
transmission or reception, where Ns is the length of the packet.

2) Individual Channel: There are three individual channels,
including BS-RIS, UE-RIS, and UE-BS channels. The small-
scale fading for all channels is assumed to be Rician fading,
which is described as follows.

According to [34], the BS-RIS channel can be modelled as

G =

√
Karβar
1 +Kar

GLoS +

√
βar

1 +Kar
GNLoS , (4)

where GLoS = a(θar, φar)b
H(ψar) is the LoS component,

GNLoS =
∑Lar

l
clar√
Lar

a(θlar, φ
l
ar)b

H(ψlar) is the NLoS com-
ponent, Kar is the Rician factor and βar is the distance-
dependent path-loss effect.

• For the LoS component from the BS to the RIS, ψar ∈
[0, 2π) denotes the angle of departure (AoD). θar ∈
[0, 2π) and φar ∈ [−π/2, π/2) denote the azimuth and
elevation angles of arrival (AoA), respectively.

• For the NLoS component from the BS to the RIS, Lar is
the number of paths and clar denotes the corresponding
complex gain associated with the l-th path. ψlar denotes
the AoD of the l-th path. θlar and φlar denote the azimuth
and elevation AoA of the l-th path, respectively. The com-
plex gain clar is identically and independently distributed
(i.i.d.) with zero mean and variance Aµ1, where µ1 is the
average intensity attenuation.

The UE-RIS channel is modelled as

f=

√
Kbrβbr
1+Kbr

ar(θbr, φbr)︸ ︷︷ ︸
LoS

+

√
βbr

1+Kbr

Lbr∑
l=1

clbr√
Lbr

abr(θ
l
br, φ

l
br)︸ ︷︷ ︸

NLoS

,

(5)

where Kbr is the Rician factor and βbr is the path-loss effect.
• For the LoS component from the UE to the RIS, θbr and
φbr denote the azimuth and elevation AoA, respectively.

• For the NLoS component, θlbr and φlbr denote the azimuth
and elevation AoA of the l-th path, respectively. Lbr is
the number of paths and clbr denotes the complex gain
associated with the l-th path.

Similarly, we model the UE-BS channel, also termed direct
channel in this paper, as

h =

√
Kbaβba
1 +Kba

b(ψba)︸ ︷︷ ︸
LoS

+

√
βba

1 +Kba

Lba∑
l=1

clba√
Lba

b(ψlba)︸ ︷︷ ︸
NLoS

, (6)

where Kba is the Rician factor and βba is the path-loss effect.
• For the LoS component from the UE to the BS, ψba

denotes the azimuth AoA.
• For the NLoS component, φlba denotes the azimuth AoA

of the l-th path. Lba is the number of paths and clba
denotes the complex gain associated with the l-th path.

3) Cascaded Channel: When the RIS configures the phase
shift vector, v, the BS and UE can observe the combined
version of individual channels, namely h, f and G. Given v,
we define the equivalent channel, he(v) ∈ CN×1, as

he(v) = h+GT diag(v)f , (7)

where h ∈ CN×1, GT = [g1, . . . ,gM ] ∈ CN×M , and f =
[f1, . . . , fM ]T ∈ CM×1. Here, gm ∈ CN×1, m = 1, . . . ,M ,
is the channel from the m-th element to the BS. The equivalent
channel is composed of h and GT diag(v)f , where h is the
UE-BS channel that does not involve the RIS and GT diag(v)f
is the channel that can be adjusted by the RIS. The BS and
UE can directly estimate the equivalent channel and convert
the measurements to secret keys, which is commonly adopted
by previous works [22]–[24]. However, the equivalent channel
is coarse-grained and the dimension of channel features is
restricted by the number of antennas, which fundamentally
limits the key rate. The equivalent channel can be decomposed
to the cascaded channel composed of subchannels associated
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with reflecting elements. The fine-grained subchannels greatly
extend the dimension of channel features and improve the key
rate.

The equivalent channel can be decomposed into the UE-BS
channel, h, and a set of channels associated with each element,
hm. The equivalent channel in (7) can be rewritten as

he(v) = h+GT diag(f)v. (8)

GT diag(f) = [h1 . . . ,hM ] is the channel associated with
elements, where hm = gmfm is the channel from the UE
to the m-th element of the RIS and then to the BS. Therefore,
we propose to exploit the randomness from the UE-BS channel
and the channels associated with each element, which is finer-
grained and can improve the key rate.

Although h and hm provide more channel coefficients for
extracting secret keys, there is a spatial correlation between
hm and hn, m ̸= n or between h and hm. Since the
spatial correlation influences the actual secret keys, we can-
not simply estimate these channels, individually quantize the
measurements from each channel and then convert them to
the secret keys. To analyze the secret keys influenced by the
spatial correlation, we stack h and hm, m = 1, . . . ,M , into
hr = [hT ,hT1 . . . ,h

T
M ]T . We define hr ∈ CD×1 as the BS-

RIS-UE cascaded channel, which is given by

hr = [hT ,hT1 . . . ,h
T
M ]T = vec([h GT diag(f)]), (9)

where D = N(M+1) is the dimension of the cascaded chan-
nel. We define the m-th entry of hr as the m-th subchannel.
hr is composed of D subchannels.

Since the RIS is passive, we cannot directly estimate G and
f at the RIS and construct the cascaded channel. In order to
measure the cascaded channel, we decompose the equivalent
channel as

he(v)
(a)
=
[
h GT diag(f)

] [1
v

]
(b)
= (v̄T ⊗ IN )hr, (10)

where (a) holds due to diag(a)b = diag(b)a, (b) holds due
to vec(ABC) = (CT ⊗ A)vec(B) [35] and v̄ = [1,vT ]T

is the augmented phase shift vector. In Section III, we will
propose a channel probing protocol in which the UE and BS
design v̄ in (10) to measure the cascaded channel and extract
the randomness from it.

C. Correlation Modeling

The side length of an element and the antenna spacing
affects the spatial correlation between subchannels of the
cascaded channel. In order to model the spatial correlation
between subchannels, we analyze the correlation matrices
between transmit antennas and elements.

The NLoS channel observed from RIS is spatially corre-
lated. According to [36] and [34], the correlation matrix of the
elements, Rr, in isotropic scattering environments is modelled
as

[Rr]n,m = γ
sin( 2πλ ||un − um||2)

2π
λ ||un − um||2

n,m = 1, . . . ,M, (11)

where [Rr]n,m is the entry in the n-th row and the m-th
column of Rr and γ = Aµ1 is a normalizing factor.

There is a correlation between transmit antennas. According
to [37], the correlation coefficient between the i-th and the j-
th transmit antennas is given by [Ra]i,j = r|i−j|, where r is
the correlation coefficient and Ra is the covariance matrix.
Therefore, h ∼ CN (0, γhR

1/2
a ), f ∼ CN (0, γfR

1/2
r ) and

G = γGR
1/2
r HR

1/2
a , where H ∈ CM×N is the random

muti-path CSI matrix with identically independent distributed
(i.i.d.) entries, γh = βba/(Kba + 1), γf = βbr/(Kbr + 1) and
γG = βar/(Kar + 1). The LoS component that affects the
mean value can be eliminated by preprocessing [28], which
will be discussed in Section V-A. The assumption of the
Gaussian channel model is widely used to model the full-
scattering propagation environments, e.g., in [36] and [34],
where the paths are scattered from all possible directions to
the receiver. However, the Gaussian assumption may not be
valid in sparse environments where the number of paths is not
very large, which should be explored in future.

Based on [38], the theoretical channel covariance matrix of
the subchannels is given by

Rh =

[
γhRa 0T

0 γGγfRr ⊙Rr ⊗Ra

]
. (12)

We assume the BS has knowledge of the channel covari-
ance matrix. Let Rh = UhΛhU

H
h , Rh ∈ CD×D, denote

the eigenvalue decomposition of Rh. Especially, Λh is the
diagonal matrix whose diagonal entries are the eigenvalues of
D subchannels and Uh is a unitary matrix whose columns
are eigenvectors corresponding to eigenvalues. We define
Λh = diag(ph) with ph = [ph,1, ph,2, . . . , ph,D], where the
elements in ph are sorted in the descending order.

III. RIS ASSISTED CHANNEL PROBING

In this section, a channel probing protocol is designed to
measure the cascaded channel of (9) from which the secret
keys are extracted. The main difficulty is that a RIS can
neither send nor receive pilots since it does not have any
radio resources. Also, the dimension of the cascaded channel
is D, so the BS and UE cannot measure it by only conducting
one round of channel probing. However, the UE and BS can
obtain partial information on the cascaded channel from (10)
when they estimate the equivalent channel, so they can collect
multiple measurements of the equivalent channel to recover the
cascaded channel. The phase shift vector and precoding matrix
are appropriately configured in each round. Furthermore, we
derive the key rate of the measurements of the cascaded
channel.

A. Channel Probing

As shown in Fig. 3, the channel probing consists of the
uplink and downlink phases. In the uplink (downlink) phase,
the UE (BS) transmits V packets to BS (UE) in fading block
i. In order to recover the cascaded channel, the BS configures
a combination of V phase shift vectors for V packets in
the uplink or downlink phases, where the combination in the
uplink phase is the same as the combination in the downlink
phase.



JOURNAL OF LATEX CLASS FILES, VOL. X, NO. X, X X 6

1

1 2 3 V

2 3 V

 Block i 

...

...

Uplink Downlink

Fig. 3. Channel probing in a fading block.

In the uplink phase, each packet is s ∈ CQ×1 of length
Q. After receiving the uplink packet, the BS measures the
channel from N antennas and applies a Ns × N precoding
matrix, PT , to the measurements. In the downlink phase,
each downlink packet, PSHd , is derived from multiplying the
downlink pilot matrix, Sd ∈ CNs×Ns , by the P. Since the BS
is equipped with N antennas, we set Q = 1 to let the BS
observe N channel coefficients from an uplink packet. Since
the UE has a single antenna, the length of a downlink packet
should be larger than the number of antennas to recover the
measurements. In order to let the UE observe the N channel
coefficients, we set Ns as N .

1) Uplink Channel Probing: In the t-th uplink packet,
the UE transmits an uplink packet to the BS when the RIS
configures the phase shift vector v(t) to reflect it. The received
signal at the BS (Alice) is given by

ya(t) = he(v(t))s
H + na(t), (13)

where ya(t) ∈ CN×1 and na(t) ∈ CN×1 is the complex
Gaussian noise.

The BS then applies PT to transform ya(t) as

ỹa(t) = PTya(t) = PThe(v(t))s
H +PTna(t), (14)

where ỹa(t) ∈ CN×1.
By the least square (LS) channel estimation, the BS mea-

sures the equivalent channel as

ẑa(t) = ỹa(t)s(s
Hs)−1, (15)

where ẑa(t) ∈ CN×1. According to (10), the measurement
obtained from the t-th packet can be expanded as

ẑa(t) = PThe(v(t))s
Hs(sHs)−1 +PTna(t)s(s

Hs)−1

= PT (v̄T (t)⊗ IN )hr +
1

Pb
PTna(t)s

= (v̄T (t)⊗PT )hr +
1√
Pb

n̂a(t), (16)

where n̂a(t) = PTna(t)s̃ and Pb is UE’s transmit power.
s̃ = 1√

Pb
s is the normalized uplink packet which has unit

transmit power, i.e., E{s̃s̃H} = I. Since the P is unitary,
n̂a(t) has covariance matrix, σ2

aIN .
We define Φ̄ = [v̄(1), . . . , v̄(V )] ∈ C(M+1)×V as the phase

shift matrix to model the configuration of the phase shift
vector over V packets. After collecting the V measurements

in (16) and stacking them into a vector, the BS obtains the
measurement of the cascaded channel, which is given by

za =
[
ẑTa (1), . . . , ẑ

T
a (V )

]T
= (Φ̄T ⊗PT )hr +

1√
Pb

ηa, (17)

where za ∈ CV N×1, and ηa = [n̂Ta (1), . . . , n̂
T
a (V )]T with

covariance matrix, σ2
aIV N . The cascaded channel consists of

D subchannels. Therefore, NV ≥ D should be satisfied to
meet the requirement of the channel dimension. With D =
N(M + 1), we have V ≥ (M + 1).

2) Downlink Channel Probing: In the t-th downlink packet,
the BS applies P to send a downlink packet, PSHd , to the
UE. With the assumption of equal power allocation, we have
SHd Sd = NPaIN , where Pa is BS’s transmit power. The RIS
configures v(t) to reflect the downlink packet and then the
UE (Bob) gets the received signal as

yb(t) = hTe (v(t))PSHd + nb(t), (18)

where yb(t) ∈ C1×N and nb(t) ∈ C1×N is the noise vector.
By the LS estimation, the UE measures the equivalent

channel as

ẑb(t) = yb(t)Sd(S
H
d Sd)

−1, (19)

where ẑb(t) ∈ C1×N .
Based on (10), the measurement can be expanded as

ẑb(t) = hTe (v(t))P+ nb(t)Sd(S
H
d Sd)

−1

= hTr (v̄(t)⊗ IN )P+ nb(t)Sd(S
H
d Sd)

−1

= hTr (v̄(t)⊗P) +
1√
NPa

n̂b(t), (20)

where n̂b(t) ∈ C1×N , n̂b(t) = nb(t)S̃d and S̃d is the
normalization of Sd with S̃d =

1√
NPa

Sd.
The UE computes the transpose of the above equation and

replaces ẑb(t) with ẑTb (t), which is given by

z̄b(t) = ẑTb (t) = (v̄T (t)⊗PT )hr + n̂Tb (t). (21)

After collecting V measurements in (21) and stacking them
into a vector, the UE obtains

zb =
[
z̄b(1)

T , . . . , z̄Tb (V )
]T

= (Φ̄T ⊗PT )hr +
1√
NPa

ηb, (22)

where zb ∈ CV N×1 and ηb = [nTb (1), . . . ,n
T
b (V )]T with

E{ηbηHb } = σ2
b IV N .

B. Key Rate

After channel probing, the BS and UE distil secret keys
from their measurements, za, and zb, respectively. We assume
eavesdroppers are more than half-wavelength away from the
legitimate terminals, which means Eve’s measurements are
independent of BS’s or UE’s measurements. Therefore, the
key rate is I(za; zb), i.e., the mutual information of the
measurements.

In order to calculate the I(za; zb), we construct the co-
variance matrix of the measurements, za and zb. Let Rza

=
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E{zazHa } and Rzb
= E{zbzHb } denote the covariance matrices

of BS’s and UE’s measurements, respectively. Let Rzazb
=

E{zazHb } denote the cross-covariance matrix of za and zb.
According to (17) and (22), Rza

, Rzb
and Rzazb

can be
expressed as

Rza = (Φ̄⊗P)TRh(Φ̄⊗P)∗ +
σ2
a

Pb
ID, (23)

Rzb
= (Φ̄⊗P)TRh(Φ̄⊗P)∗ +

σ2
b

NPa
ID, (24)

Rzazb
= Rzbza

= (Φ̄⊗P)TRh(Φ̄⊗P)∗. (25)

The full covariance matrix of both measurements is

Kzazb
= E

{[
ẑa
ẑb

]
[ẑHa , ẑ

H
b ]

}
=

[
Rza Rzazb

Rzbza Rzb

]
. (26)

The key rate is given by

I(za; zb) = H(za) +H(zb)−H(za, zb)

= log2

(
|Rza ||Rzb

|
|Kzazb

|

)
(a)
= log2

( |Rzb
|

|Rzb
−RzbzaR

−1
za Rzazb

|

)
, (27)

where (a) holds due to the determinant of the block matrix.
Substituting (23)-(26) into the above equation, we have

I(za; zb) = log2

(
|RW + Γb|

|RW + Γb −RW (RW + Γa)−1RW |

)
= − log2

(
|I−RW (RW + Γa)

−1RW (RW + Γb)
−1|
)
,
(28)

where RW = (Φ̄⊗P)TRh(Φ̄⊗P)∗ is the channel covariance
matrix and Γa =

σ2
a

Pb
and Γb =

σ2
b

NPa
are the noise covariance

matrix of the BS and the UE, respectively.

IV. KEY RATE OPTIMIZATION

The objective is to jointly design the phase shift matrix, Φ̄,
and the precoding matrix, P, to maximize the key rate when
the BS has the information of the channel spatial covariance
matrix. We formulate the following optimization problem:

(P1) max
Φ̄,P

I(za; zb)

s.t. |ϕm,t| = 1, (29)
ϕ̄m,t ∈ K, 2 ≤ m ≤M + 1, 1 ≤ t ≤ V, (30)
ϕ̄1,t = 1, 1 ≤ t ≤ V, (31)
rank(Φ̄) =M + 1, (32)

PHP = IN . (33)

The phase shift and precoding matrices, Φ̄ and P, should
meet the following five constraints.

• The RIS is passive and each reflection coefficient cannot
modify the amplitude but the phase shift. The RIS should
meet the unit-module constraint of |ϕm,t| = 1.

• The m-th row and the t-th column entry of the Φ̄ should
meet ϕ̄m,t ∈ K, 2 ≤ m ≤ (M + 1), 1 ≤ t ≤ V , which
means that the RIS can select the reflection coefficient of
the m-th element from K in the t-th packet.

• The first row of the phase shift matrix, Φ̄, represents the
phase shift that the RIS configured for the direct channel.
However, the direct channel which does not pass through
the RIS is uncontrollable, so the first row of Φ̄ should
meet ϕ̄1,t = 1, 1 ≤ t ≤ V .

• The equation rank(Φ̄) =M + 1 should satisfy to ensure
the BS and UE can measure the cascaded channel.

• With the assumption of equal power allocation, the pre-
coding matrix should meet the constraint of PHP = IN .

Note that (P1) is difficult to solve because the constraints
of (29) and (32) are non-convex and the Kronecker product
structure in the objective function. Therefore, we transform the
Φ̄ ⊗ P into an equivalent matrix variable, W ∈ CD×(NsV ),
and relax some constraints to formulate an approximate opti-
mization problem. We design an algorithm to find the optimal
solution, W†, of the approximate optimization problem, as
presented in Section IV-A. W† reaches the upper bound of
(P1) but it cannot be applied in practice. Therefore, we will
design an algorithm to divide W† into Φ̄ and P, which is
done in Section IV-B.

A. Upper Bound of Key Rate
The rank constraint of the phase shift matrix and the unit-

modulus constraint of the reflection coefficient are non-convex.
Therefore, we relax the constraints and transform (P1) into
(P2) to find the upper bound of the problem (P1). The (P1)
can be reformulated as

(P2) max
W

I(za; zb)

s.t. ∥W∥2F = (M + 1)2N.
(34)

Next, we will discuss how to find the optimal W. Firstly,
to simplify the objection function of (P2), we transform the
matrix variable, W, into a set of scalar variables, pi, i =
1, . . . , D. Secondly, we analyze the concavity of the objective
function in terms of pi. Finally, we derive the KKT condition
of the optimization problem based on the concavity and design
an algorithm to find the optimal pi, which allows us to find
the optimal W.

1) Converting W to Scalar Variables pi: Define RW =
WTRhW

∗. We do the Cholesky factorization of the spa-
tial correlation matrix, Rh, as Rh = R

1/2
h (R

1/2
h )H , where

R
1/2
h = UhΛ

1/2
h , (R

1/2
h )H = Λ

1/2
h UH

h and RW =

WTR
1/2
h (R

1/2
h )HW∗ = ((R

1/2
h )HW∗)H((R

1/2
h )HW∗). To

simplify the objective function of (P2), we resort to the
following singular value decomposition (SVD).

(R
1/2
h )HW∗ = UΛVH , (35)

W = (R
−H/2
h UΛVH)∗ = (UhΛ

−1/2
h UΛVH)∗, (36)

RW = VΛHΛVH , (37)

where U ∈ CD×D, Λ ∈ CD×NsV and V ∈ CNsV×NsV

are the new matrices to be optimized. Specially, Λ =
[diag{√p1,

√
p2, . . . ,

√
pNsV };0(D−NsV )×NsV ], where the

non-zero values are in descending order. According to (35)-
(37), the objective function of (P2) can be simplified as

I(za; zb) = − log2
(
|I−VΛ2VH(VΛ2VH + Γa)

−1

VΛ2VH(VΛ2VH + Γb)
−1|
)
, (38)
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where Λ2 = ΛΛT .
Applying the Woodbury matrix inversion lemma, we further

simplify (38) as a function of Λ which is present at the top of
the next page. (a) holds due to P(I+P)−1 = I− (I+P)−1.
(b) holds because the determinant of a unitary matrix equals
1, i.e. |V| = 1.

Since I and Λ2 are diagonal matrices, the component I +
σ̂−2
a Λ2 in (39) equals a new diagonal matrix that the (n, n)-th

diagonal entry is 1+ σ̂−2
a pn. The determinant of the diagonal

matrix I + σ̂−2
a Λ2 is the product of the diagonal entry, i.e.,

|I + σ̂−2
a Λ2| = (1 + σ̂−2

a p1) . . . (1 + σ̂−2
a pD). Similarly, we

can calculate |I + σ̂−2
b Λ2| as (1 + σ̂−2

b p1) . . . (1 + σ̂−2
b pD).

Also, we can calculate |I+ σ̂−2
a Λ2+ σ̂−2

b Λ2)| as (1+(σ̂−2
a +

σ̂−2
b )p1) . . . (1+ (σ̂−2

a + σ̂−2
b )pD). Therefore, Eq. (39) can be

simplified as

I(za; zb) =

D∑
i=1

log2

(
(1 + σ̂−2

a pi)(1 + σ̂−2
b pi)

(σ̂−2
a + σ̂−2

b )pi + 1

)

=

D∑
i=1

log2

(
1 +

σ̂−2
a σ̂−2

b p2i
(σ̂−2
a + σ̂−2

b )pi + 1

)
, (40)

where σ̂2
a =

σ2
a

Pb
, σ̂2

b =
σ2
b

NPa
.

We substitute the (36) into the constraint of (P2) and get

∥W∥2F = Tr(WWH)

= Tr
(
(UhΛ

−H/2
h UΛVH)∗(UhΛ

−H/2
h UΛVH)T

)
= Tr(Λ−1

h U∗ΛΛTUT )
(a)
= Tr(Λ−1

h Λ2)

= (M + 1)2N, (41)

where Λ−1
h = Λ

−T/2
h Λ

−1/2
h and (a) holds when U = ID.

Therefore, the constraint of (P2) is simplified as

D∑
i=1

pi
ph,i

= (M + 1)2N. (42)

2) Design pi: After transforming W into pi, the problem
(P2) can be converted into (P3), which is given by

(P3) max
pi

D∑
i=1

log2

(
1 +

σ̂−2
a σ̂−2

b p2i
(σ̂−2
a + σ̂−2

b )pi + 1

)

s.t.

D∑
i=1

pi
ph,i

= (M + 1)2N.

(43)

We resort to finding the optimal value of the key rate by
the Lagrangian multiplier solution. According to [39], the
solution to a concave function over a convex solution set can
be guaranteed to be a global maximum. Therefore, we first
discuss the concavity of the objective function of (P3). We
derive the first-order and second-order partial derivative of
I(za; zb), which is shown at the top of the next page.

The first-order partial derivative of I(za; zb) is greater
than zero, which means the decomposed D functions is
monotonically increasing. If the objective function is concave,
the Hessian matrix should be semi-negative definite. Because
∂2I(za;zb)
∂pi∂pj

= 0, the objective is concave if ∂2I(za;zb)
∂p2i

≤ 0. The
second-order partial derivative function is greater than zero

at the interval of [0, pco] and less than zero at the interval of
[pco,+∞], where pco is the solution of ∂

2I(za;zb)
∂p2i

= 0. That is,
each decomposed function is convex at the interval of [0, pco]
and concave at the interval of [pco,+∞]. Therefore, we will
find the global maximum if we constrain the power in the
concave interval. From the above analysis, we find there are
two challenges in solving the problem (P3). The first is to find
the active set with non-zero power. The second is to consider
the convex interval of each decomposed function. In order to
simplify (P3), we will derive the Karush-Kuhn-Tucker (KKT)
conditions of the (P3). According to the KKT conditions, we
further propose a water-filling algorithm to find the optimal
pi, i = 1, . . . , D.

3) Water Filling Algorithm: We first derive the KKT con-
dition of the problem, and then we find the threshold of
each decomposed function. If the power allocated to the i-
th subchannel is greater than the threshold γi = ph,ipco,
i = 1, . . . , D, the subchannel is activated with non-zero power.
Finally, we propose a water-filling algorithm to solve the
problem with lower-bound constraints.

The Lagrangian function with respect to pi is given by

f = I(za; zb)− µ

(
D∑
i=1

pi
ph,i

− (M + 1)2N

)
, (46)

where µ ≥ 0 is the water-filling level. The corresponding KKT
conditions are

yi(pi) = ph,i
∂f

∂pi
= ph,i

∂I(za; zb)

∂pi
= µ,

µ

(∑
i

pi
ph,i

− (M + 1)2N

)
= 0,∑

i

pi
ph,i

≤ (M + 1)2N,

(47)

where yi(pi) is the increasing rate of the power allocated to
the i-th subchannel.

Next, we transform the KKT condition into the water-filling
algorithm and find the solution. According to [40], we define
Minactive = {i|pi ≤ γi, i = 1, . . . , D} as the set of inactive
cascaded channels, i.e. the allocated power is lower than the
threshold. Also, define Ii as the indicator function. If pi ∈
Minactive, Ii = 0, otherwise Ii = 1. Define gi(µ) as the
inverse function of yi(pi). Therefore, the KKT condition (47)
can be transformed into the following conditions.

pi = gi(µ)Ii + γi(1− Ii),
D∑
i=1

gi(µ)Ii + γi(1− Ii) = P,
(48)

where P = (M + 1)2N .
We use the water-filling algorithm to solve the problem (48),

which is shown in Algorithm 1. In line 1, we initialize Ii = 1
for i = 1, . . . , D, which means all subchannels are active in
the initial phase. Specially, the m-th subchannel is the m-th
element of hr. In line 2, according to the KKT conditions
in (48), we calculate the initial pi and the water level, µ. In
line 4, we find the set of Minactive. In line 5, we set Ii = 0
for i ∈ Minactive, which is the process to find the inactive
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I(za; zb) = − log2
(
|I− σ̂−2

a VΛ2VH(σ̂−2
a VΛ2VH + I)−1 × σ̂−2

b VΛ2VH(σ̂−2
b VΛ2VH + I)−1|

)
(a)
= − log2

(
|I− (I− (I+ σ̂−2

a VΛ2VH)−1)× (I− (I+ σ̂−2
b VΛ2VH)−1)|

)
= − log2(|(I+ σ̂−2

a VΛ2VH)−1 + (I+ σ̂−2
b VΛ2VH)−1 − (I+ σ̂−2

a VΛ2VH)−1(I+ σ̂−2
b VΛ2VH)−1|)

= − log2(|(I+ σ̂−2
a VΛ2VH)−1(I+ σ̂−2

b VΛ2VH))−1 × (I+ σ̂−2
a VΛ2VH + σ̂−2

b VΛ2VH)|)
(b)
= log2

(
|I+ σ̂−2

a Λ2|
)
+ log2

(
|I+ σ̂−2

b Λ2|
)
− log2(

∣∣I+ σ̂−2
a Λ2 + σ̂−2

b Λ2)|
)
. (39)

∂I(za; zb)

∂pi
=

σ̂−2
a σ̂−2

b (σ̂−2
a +σ̂−2

b )p2i + 2σ̂−2
a σ̂−2

b pi

ln 2
(
σ̂−2
a σ̂−2

b p2i+(σ̂−2
a +σ̂−2

b )pi + 1
) (

(σ̂−2
a +σ̂−2

b )pi+1
) , (44)

∂2I(za; zb)

∂p2i
=

2σ̂−2
a σ̂−2

b

ln 2
(
σ̂−2
a σ̂−2

b p2i + (σ̂−2
a + σ̂−2

b )pi + 1
) − 2(σ̂−2

a + σ̂−2
b )×

(
σ̂−2
a σ̂−2

b (σ̂−2
a +σ̂−2

b )p2i + 2σ̂−2
a σ̂−2

b pi
)

ln 2
(
σ̂−2
a σ̂−2

b p2i+(σ̂−2
a + σ̂−2

b )pi+1
) (

(σ̂−2
a +σ̂−2

b )pi+1
)2

−
(σ̂−2
a σ̂−2

b (σ̂−2
a + σ̂−2

b )p2i + 2σ̂−2
a σ̂−2

b pi)
2

ln 2(σ̂−2
a σ̂−2

b p2i+(σ̂−2
a +σ̂−2

b )pi+1)2((σ̂−2
a +σ̂−2

b )pi+1)2
. (45)

Algorithm 1 Water-Filling Algorithm

Input: {ph,i}, P , µmax, µmin, σ̂a, σ̂b, ϵ1, ϵ2, γi;
Output: {pi}, {Ii}.

1: Initialize Ii = 1 for i = 1, . . . , D;
2: Calculate {pi} and µ through Algorithm 2;
3: repeat
4: Set Minactive = {i|pi ≤ γi, i = 1, . . . , D};
5: Substitute Ii = 0 for i ∈ Minactive;
6: Calculate {pi} and µ through Algorithm 2;
7: until length(find (pi < γi) = 0).

subchannels and allocate power γi to them. In line 6, according
to Ii, we calculate the pi and µ. We repeat the steps from
lines 4 to 6 until all pi ≥ γi. When the algorithm ends, the
channels belonging to the active subchannel set are allocated
with the optimal power, while those belonging to the inactive
subchannel set are allocated with power γi.

In Algorithm 1, we should calculate pi and µ in each loop.
The pi is derived from (48), where gi(µ) is the core parameter.
However, it is hard to find the closed-form expression of gi(µ).
Therefore, we introduce a two-dimensional bisection search to
calculate pi and gi(µ), as shown in Algorithm 2. In line 1, we
set the initial µ as µ = (µmin + µmax)/2. From lines 2 to 8,
for all subchannels, if Ii = 1, we apply the bisection search to
find the initial pi to meet the requirement of |yi − µ| ≤ ϵ1; If
Ii = 0, we set pi = γi. From line 10 to 22, we search the pi
and µ, and repeat it until |

∑ pi
ph,i

−P | ≤ ϵ2. When Algorithm
2 ends, we get the final pi and µ, which will be returned to
Algorithm 1.

According to Algorithms 1 and 2, we obtain the optimal pi,
i = 1, . . . , D. Substituting pi into (36), we find the optimal
solution, W†, of the problem (P1). In the next section, based
on W†, we will design an algorithm to find the optimal
precoding and phase shift matrices.

Algorithm 2 Two-dimensional Bisection Algorithm

Input: {ph,i}, P , µmax, µmin, σ̂a, σ̂b, ϵ1, ϵ2;
Output: {pi}, µ.

1: Set µ = (µmin + µmax)/2;
2: for i = 1, . . . , D do
3: if Ii = 1 then
4: Do bisection search of pi to satisfy |yi − µ| ≤ ϵ1;
5: else
6: pi = γi;
7: end if
8: end for
9: repeat

10: for i = 1, . . . , D do
11: if

∑ pi
ph,i

< P then
12: µmax = (µmin + µmax)/2;
13: else
14: µmin = (µmin + µmax)/2;
15: end if
16: Set µ = (µmin + µmax)/2;
17: if Ii = 1 then
18: Do bisection search of pi to satisfy |yi − µ| ≤ ϵ1;
19: else
20: pi = γi;
21: end if
22: end for
23: until |

∑ pi
ph,i

− P | ≤ ϵ2.

B. Precoding and Phase Shift Matrices Design

In order to obtain the phase shift matrix, Φ̄i, and the
precoding matrix, P, we try to decompose the W† to Φ̄⊗P.
However, in most cases, the upper bound is not approachable
because W† cannot be decomposed into a Kronecker product
of a matrix with unit-magnitude entries and an F-norm-
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constrained complex matrix. Therefore, we obtain Φ̄ and P
by solving the following optimization problem.

(P4) min
Φ̄,P

∥Φ̄⊗P−W†∥2F

s.t. (29) − (33).
(49)

Next, we propose an algorithm to design the precoding and
phase shift matrices. The special structure of the constraints
inspires us to find a fast way to design the phase-shift matrix.
According to [34], [41], the Hadamard reflection pattern for
the RIS systems satisfies the requirements of the full rank and
unit norm. The Hadamard matrix is full rank so that the phase
shift matrix Φ̄ is reversible to recover the subchannels associ-
ated with elements. What’s more, the entries of the Hardmard
matrix are −1 and 1, where the −1 and 1 denote phase shift
is configured as 180◦ and 0◦, respectively. The entries of the
first row of the Hadamard matrix are 1 which means the phase
shift vector can not configure for the direct channel. In channel
probing, the BS configures the v̄(t) for the t-th uplink and t-th
downlink packets according to the corresponding column of
the phase shift matrix, i.e., v̄(t) = Φ̄(:, t).

Given Φ̄, we design the precoding matrix

(P5) P† = argmin
P

∥Φ̄⊗P−W†∥2F
s.t. PHP = IN .

(50)

Given the phase shift matrix, we propose an algorithm
to design the precoding matrix. To address the Kronecker
product, the objective function of (P5) can be transformed as∑M+1
m=1

∑V
t=1 ∥Wm,t − ϕm,tP∥2F , where Wm,t ∈ CN×Ns is

an element of

W =

 W1,1 W1,2 . . . W1,V

...
...

. . .
...

WM+1,1 WM+1,2 . . . WM+1,V

 . (51)

The objective function of (P5) can be further expanded,
which is shown at the top of the next page. Given Φ̄, we design
the precoding matrix by solving the following optimization
problem.

(P6) min
P

∥P−
M+1∑
m=1

V∑
t=1

ϕ∗m,tWm,t

(M + 1)V
∥2F

s.t. PHP = IN .

(53)

Since the orthogonal constraint is non-convex, we resort to the
Grassmann manifold toolbox to solve the above problem [42].

C. Update of the Channel Covariance Matrix

The proposed key rate optimization is updated according
to the channel covariance matrix. We consider the wide-
sense stationary (WSS) fading channel model. With WSS
channel coefficients, the spatial information, e.g. the AoAs
and AoDs, is unchanged over several coherence blocks and
the channel gain varies from block to block [43] and [44]. The
channel covariance matrix is calculated by Rh = E{hrhHr }.
The estimation method for the channel covariance matrix in
practice can be found in [39] and [28]. Quist et al. design
the optimal beamforming in traditional MIMO systems, where

the channel covariance matrix is stationary [39]. Wallace
et al. [28] maintained the second-order statistics in each
segment stationary and obtain the channel measurements from
each segment to calculate the channel covariance matrix for
calculating the key rate in key generation. However, when the
displacement of the transceiver to a location is distant from
its original position to a certain extent in practice, the channel
covariance matrix should be updated according to the spatial
information, which can be found in [45].

V. KEY GENERATION PROTOCOL

A. Preprocessing

After the channel probing process in Section III, BS and
UE acquire a series of measurements, i.e., za(t) and zb(t),
t = 1, . . . , Td, where Td is the number of measurements. The
LoS component of the Rician fading is not suitable for a key
generation system because the LoS component is determined
by the distance between BS and UE [2]. To address the issue,
we need to wipe off the LoS component in the measurements
and extract the NLoS components. We subtract the mean of
the measurements and get zu(t) = zu(t) − 1

Td

∑Td

t=1 zu(t),
u ∈ {a, b}. Furthermore, the difference between the path-
loss effect of measurements from zu(t) should be mitigated
[28], [46]. Since there is a big difference between the channel
variances of direct and RIS-reflected channels, each subchan-
nel of the cascaded channel should be normalized separately.
We normalize the measurements of the m-th subchannel as
ẑu,m(t) = zu,m(t)( 1

Td

∑Td

t=1 ∥zu(t)∥2F )
1
2 . After normaliza-

tion, the measurements of BS and UE has zero mean and
unit variance.

B. Quantization

After preprocessing the measurements, BS and UE convert
the analog channel measurements, ẑu(t), to binary sequences.
According to Algorithm 1 in [9], we apply a three-bit cu-
mulative distribution function (CDF)-based quantization, Q(·).
Each user will carry out quantization independently, given by

Ku = Q(ẑu). (54)

The quantization boundary of CDF quantization with quan-
tization bits q = 3 is given by

ηi =


−∞, i = 0,

F−1
x (

i

23
), i = 1, . . . , 23 − 1,

+∞, i = 23,

(55)

where Fx(x) is the CDF function of the measurements. Since
the noise causes disagreements between the bit sequences
of BS and UE, we use the bit disagreement rate (BDR) to
quantify the difference between the bit sequences of BS and
UE after quantization [26]. We define the BDR as

BDR =

∑lk
i=1 |Ka(i)−Kb(i)|

lk
, (56)

where Ka(i) and Kb(i) are the bits generated from quantiza-
tion and lk is the key length. Key generation rate (KGR) is a
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∥Φ̄⊗P−W†∥2F =

M+1∑
m=1

V∑
t=1

∥Wm,t − ϕm,tP∥2F

= (M + 1)V ∥P−
M+1∑
m=1

V∑
t=1

ϕ∗m,tWm,t

(M + 1)V
∥2F +

M+1∑
m=1

V∑
t=1

∥Wm,t∥2F − 1

(M + 1)V
∥
M+1∑
m=1

V∑
t=1

ϕ∗m,tWm,t∥2F

≥ (M + 1)V ∥P−
M+1∑
m=1

V∑
t=1

ϕ∗m,tWm,t

(M + 1)V
∥2F . (52)

metric to quantize the number of key bits after quantization.
In this paper, the 3-th bit CDF-quantization method achieves 3
bit/measurement KGR. However, the increase in quantization
bits leads to an increase in the BDR. Therefore, there is a trade-
off between KGR and BDR. In order to reduce the BDR, the
quantization bits should be chosen according to the SNR of the
measurements of different subchannels [29], or the guardband-
based quantization method can be applied [28]. The BS and
UE can achieve a KGR that is close to the key rate through
the implementation of an effectively designed protocol [2]. The
comparison of different kinds of quantization methods can be
found in [47].

C. Information reconciliation and privacy amplification

Due to noise, BS and UE should further remove the
disagreements between their bit sequences by information
reconciliation methods. Information reconciliation methods are
divided into two categories, namely error detection protocol-
based approaches (EDPA), e.g. Cascade, and error correc-
tion code-based approaches (ECCA), e.g., Low-Density Parity
Check (LDPC)–based reconciliation [2]. A summary of differ-
ent kinds of information reconciliation methods can be found
in [48].

In the previous information reconciliation process, BS and
UE should exchange partial information over a public channel
so an eavesdropper can guess the secret keys from this
information. For instance, if the LDPC-based reconciliation
method is applied, a 3-bit syndrome is exchanged over the
public channel and leaked to the eavesdropper so that the
search space of secret keys is shrunk by divided by eight.
Consequently, the eavesdropper can find the secret keys more
quickly. BS and UE apply the privacy amplification methods to
map these bit sequences to shorter and more secure secret keys.
The common methods used in privacy amplification contain
the leftover hash lemma, the cryptographic hash functions, and
the Merkle-Damgard hash function [2].

VI. NUMERICAL RESULTS

In this section, numerical results are given to elaborate on
the performance of our proposed RIS-assisted key generation
scheme.

A. Setup

1) Device Configuration: The BS is located on the x-
axis, (39.4, 4.6, 5.2), with antenna spacing da = λ/4 and

λ = 0.1 m. The RIS is parallel to the y − z plane, where
the first reflecting element is located at (38.4, 4.8, 4.8). The
side length of an element is normalized by the wavelength,
i.e., dr = dr/λ. The UE is located at (0, 0, 0). The transmit
powers of the BS and UE are set identically as Pt = Pa = Pb
dBm. All noise powers are set as σ2 = σ2

a = σ2
b = −96 dBm.

2) Channel Configuration: The Rician factor is set as
K = Kar = Kbr dB and Kba = −102 dB. If K → +∞,
the channel is equivalent to LoS fading, while if K → −∞,
the channel is equivalent to Rayleigh fading. According to
[49] and [50], the path-loss effect is modelled according
to whether there is a LoS fading or not. The path-loss is
βuv = β0(

duv

d0
)−ϵuv , u, v ∈ {a, b, r}, where ϵuv is the path-

loss exponent, β0 dB denotes the path-loss effect at d0 = 1 m
and duv is the link distance. The path-loss exponents of the
BS-RIS, UE-RIS and UE-BS links are set as ϵar = 2.2,
ϵbr = 2.2 and ϵba = 3.67, respectively. Also, β0 = −37.5 dB
and β0 = −35.1 dB are set for a channel with and without an
LoS component, respectively.

3) Considered Algorithms: The proposed and existing al-
gorithms are defined as follows:

1) Multiple antennas (MA) w/o RIS (non-optimized):
There are a BS with multiple antennas (without pre-
coding) and a UE. The BS and UE measure the direct
channel, h, and extract the randomness from it.

2) MA w/ RIS (non-optimized): There are a BS with
multiple antennas (without precoding), a UE and a RIS
(phase shift vector not optimized). We configure the
phase shift vector and precoding matrix as v = 1M
and P = IN , respectively. The BS and UE extract the
randomness from the LS estimation of the equivalent
channel, he(v).

3) Single antenna (SA) w/ RIS (random): This case is
to randomly configure the reflection coefficients in the
phase shift vector in a single-antenna system, which is
applied in [19]–[21].

4) SA w/ RIS (optimized): This case is to design the
phase shift vector, v, in a single-antenna system, which
is applied in [22], [24]. Given the optimal v, the BS and
UE extract the randomness from he(v). The optimal v
is derived in Appendix A.

5) MA w/ RIS (optimized): This case is to measure the
cascaded channel and distil secret keys from it in a
multiple-antenna system with a RIS. According to Algo-
rithms 1 and 2, we configure the W. This case illustrates
the upper bound of the RIS-assisted key generation. We
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Fig. 4. (a) The eigenvalues of subchannels. (b) The power allocation for one
channel realization. Pt = 20 dBm, N = 2, M = 16, K = 0 dB, dr = 1/4.

calculate the key rate extracted from the measurements
of the cascaded channel, WThr.

6) The proposed algorithm: We configure the precoding
matrix, P, and phase-shift matrix, Φ̄, based on the
proposed algorithm, where P and Φ̄ are decomposed
from W that is obtained in MA w/ RIS (optimized).
The BS and UE extract the randomness from the LS
estimation of the cascaded channel, (Φ̄T ⊗PT )hr.

B. Results

In all the figures, solid lines and markers denote numerical
results and simulation results, respectively. In the proposed
algorithm case, the numerical results of key rate are calculated
from (28), where Φ̄ and P are solved from the problem (P4).
In the MA w/ RIS (optimized) case, the numerical results of
key rate are calculated from (28), where Φ̄⊗P is replaced by
W. In the MA w/o RIS (non-optimized) case, the numerical
results of key rate are calculated according to [28], where
the channel coefficients of the multiple-antenna system are
set as h in this paper. In the MA w/ RIS (non-optimized)
case, the numerical results of key rate are extracted from the
channel coefficients in (14), where v = 1M and P = IN .
In the SA w/ RIS (random) case, the numerical results of the
key rate are calculated according to [22], [24]. In the SA w/
RIS (optimized) case, the numerical results of the key rate
are calculated based on (61) in Appendix A. To verify the
numerical results, we carry out Monte Carlo simulations using
Matlab and employ ITE toolbox [51] to calculate the mutual
information of the measurements of BS and UE.

1) Evaluation of key rate: We evaluated the key rate against
transmit power, the number of reflecting elements, the side
length of an element and the Rician factor.

Fig. 4 exhibits the eigenvalues of subchannels and power
allocation results of Algorithm 1. The number of transmit
antennas and reflecting elements is set as N = 2 and
M = 16, respectively, so that D = 34. Fig. 4 (a) shows
the eigenvalues of 34 subchannels, which are in descending
order. It is apparent that channel variance concentrates on two
subchannels whose eigenvalues are bigger than the others. Fig.
4 (b) shows the power allocation results of Algorithm 1. It
can be seen that the power is mainly allocated to the first two
subchannels since the channel variance of the direct channel
is larger than that of the RIS-reflected subchannels.
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Fig. 5. Key rate versus transmit power. N = 2, M = 16, K = 0 dB, and
dr = 1/4.

Fig. 5 shows the key rate that BS and UE can achieve
with each channel probing versus transmit power. The average
gap between the key rate of MA w/ RIS (optimized) and
MA w/o RIS (non-optimized) is about 9.51 dB, which is a
quite significant improvement. Compared to the SA w/ RIS
(optimized) and SA w/ RIS (random) cases, the proposed
algorithm also has a great advantage, since the key rate of
the cascaded channel is greater than that of the equivalent
channel. Moreover, we compare the key rate of the proposed
algorithm and MA w/ RIS (optimized) cases. The MA w/
RIS (optimized) scheme applies the equivalent matrix variable,
W, to extract the secret keys from subchannels, hr, which
can not be directly implemented in practice. The equivalent
matrix variable exhibits the upper bound of the key rate of
the RIS-assisted key generation. For practical implementation,
the proposed scheme decomposes W to the precoding matrix
at the BS, P, and phase-shift matrix at the RIS, Φ̄. The
average gap is about −0.2 dB, which means the key rate of the
proposed algorithm case approximately approaches the upper
bound. It is obvious that the key rate of SA w/ RIS (random)
case is smaller than the key rate of SA w/ RIS (optimized).
It is noted that the LoS component will be perturbed by the
artificial randomness induced by the random phase reflection
coefficients. However, this part of key bits is not secure, since
the LoS component can be expected by calculation from the
location of the transceivers in a three-dimensional Cartesian
coordinate [52]. Therefore, we calculate the key rate attached
to the NLoS fading.

Fig. 6 illustrates the key rate per channel realization for
a different number of reflecting elements. It is observed that
the key rate increases with the number of reflecting elements.
Compared to the SA w/ RIS (optimized) and the SA w/ RIS
(random) cases, the proposed algorithm exhibits considerable
benefit, which means the increase of elements has a greater
influence on the key rate of the cascaded channel compared
to the key rate of the equivalent channel. What’s more, the
key rate of the MA w/o RIS (non-optimized) and MA w/ RIS
(non-optimized) cases keep almost constant with the increase
of the element numbers, which means element numbers cannot
improve the SNR of these two cases greatly.

Fig. 7 investigates the impact of the side length of a reflect-
ing element. The first observation is that the key rate increases
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with the side length of a reflecting element. As the side length
gets larger from 0.1 to 0.5, the spatial correlation between
subchannels gradually becomes lower and the subchannels
eventually become uncorrelated. Therefore, the MA w/ RIS
(optimized) and the proposed algorithm cases converge to a
maximum value. What’s more, there is a large performance
gain in the proposed algorithm case compared with the SA
w/ RIS (optimized) case. In the MA w/o RIS case, the key
rate keeps constant because the key rate is determined by the
direct channel. In the MA w/ RIS (non-optimized), SA w/ RIS
(optimized) cases and SA w/ RIS (random), the key rate drops
a little. We find that the quality of the equivalent channel gets
worse with the increase in the side length.

Fig. 8 shows the key rate versus the Rician factor K. As K
approaches infinity, the LoS component dominates. In contrast,
the NLoS components dominate and the channel follows the
Rayleigh distribution when K approaches zero. It is apparent
that the key rate decreases with the Rician factor. When the
Rician factor gets larger, the channel variance of the LoS
fading becomes larger, which is not suitable for key generation.
Compared to the MA w/ RIS (non-optimized) and SA w/
RIS (optimized) cases, our algorithm exhibits considerable
improvement.

2) Evaluation of BDR and Randomness: We also evaluated
BDR and randomness after the channel measurements are
converted to key bits. The parameters of the system are set
as N = 2, M = 15, dr = 1/4, K = 0 dB. Here, we apply
a three-bit CDF quantization to convert the measurements to
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bits.
As shown in Fig. 9, we show the BDR versus transmit

power. The BDR of all schemes decreases with the transmit
power since the high SNR reduces the disagreements between
Alice and Bob. Since the equivalent channel is the combination
of the direct and RIS-reflected channels, the channel variance
of the equivalent channel is bigger than that of the subchannels
of the cascaded channel. Therefore, the BDR of the proposed
algorithm is higher than the SA w/ RIS (optimized) case. Since
the quantization bits are set as the same for all subchannels,
the BDR of the key bits quantized from the RIS-reflected
subchannels decreases the average BDR. Although the BDR of
the proposed scheme is poorer than the works on the equivalent
channel, the key rate is better in comparison. The quantization
bit can be set according to the SNR of each subchannel to let
the key generation system approach the theoretical key rate
[29]. Compared to the MA w/o RIS (non-optimized) case, the
BDR of the proposed algorithm is similar to the BDR of the
proposed scheme.

The generated key should be truly random to protect secret
keys from brute-force attacks for the requirement of crypto-
graphic applications [2]. In each fading block, the subchannels
are the random source for key generation, where there is a
spatial correlation between subchannels. Multiple rounds of
channel probing are conducted to measure the subchannels. We
generate the measurements from 5000 fading blocks, where
2 × (15 + 1) = 32 measurements are obtained in a block
when N = 2, M = 15, Pt = 20 dBm, K = 0 dB, and
dr = 1/4. To verify whether the spatial correlation affects
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TABLE I
RANDOMNESS TEST RESULTS

MA w/ RIS (optimized) The proposed algorithm
Frequency 0.27 0.79
Block frequency 0.79 0.69
Runs 0.59 0.96
Longest run of 1s 0.96 0.64
DFT 0.85 0.81

Serial 0.39 0.55
0.74 0.67

Appro. entropy 0.47 0.97
Cum. sums. (fwd) 0.22 0.32
Cum. sums. (rev) 0.35 0.5

the randomness, we use the National Institute of Standards
and Technology (NIST) test suite, which is widely in the
key generation area [53], [54]. Each test returns a p value.
When the p value is greater than 0.01, the sequence passes
the particular randomness test. We use the toolbox [55] to
perform 9 NIST statistical tests and the results are given in
Table I. All the results are greater than 0.01, which means our
algorithm is suitable for practical use

VII. DISCUSSION

A. Eavesdropping Attack

In our study, we consider the scenario of a full-scattering
propagation environment, where an eavesdropper is positioned
half-wavelength away from the legitimate users, Alice and
Bob. With the half-wavelength condition, the eavesdropper’s
channels are uncorrelated with legitimate users’ channels,
which is consistent with communication theory. Therefore, the
upper and lower bounds of the secret key rate degenerate to
the mutual information between the measurements of Alice
and Bob, i.e. I(zb; za), which means the information leaked
to the eavesdropper is nearly zero.

However, eavesdroppers will threaten the key generation
systems in other harsh conditions. The eavesdropping effect
has been studied both from simulations and experiments.
From the theoretical aspects, He et al. studied different types
of channel correlation models. They conduct simulations to
verify that the half-wavelength assumption is only valid in rich
scattering environments [56]. From the experimental aspects,
eavesdropping attacks are investigated by testbeds utilizing dif-
ferent protocols, including ZigBee, Wi-Fi and LoRa. Zenger et
al. [57] used the RSS parameters and carried out experiments
by the IEEE 802.15.4 at 2.4 GHz. They found that the channels
of Eve are correlated with that of legitimate users within three
wavelengths. Zhang et al. [9] used both CSI and RSS param-
eters by IEEE 802.11 OFDM testbeds to verify the security of
key generation with different channel conditions, including an
indoor office (typical multipath) a reverberation chamber (very
strong multipath) and an anechoic chamber (no multipath). It
is found that the eavesdropper’s channels a few centimetres
away are uncorrelated with legitimate users’ channels in a
strong multipath environment. When there is a strong LoS,
key generation is significantly insecure. Furthermore. Yang
et al. [58] carried out LoRa-based experiments to verify the
eavesdropping attacks on large-scale fading.

B. Static Environments

When the direct channel is static, the proposed scheme can
separate the UE-BS channel from the cascaded channel so
that the static UE-BS channel will not cause a correlation
between the measurements. In the proposed channel probing
protocol, the BS collects V measurements and stacks them
into a longer vector as za =

[
ẑTa (1), . . . , ẑ

T
a (V )

]T
= (Φ̄T ⊗

PT )hr+
1√
Pb
ηa. Since Φ̄ and P are reversible, (Φ̄T ⊗PT )−1

is reversible with (Φ̄T ⊗ PT )−1 = (Φ̄T )−1 ⊗ (PT )−1 =
(Φ̄−1)T⊗(P−1)T . Therefore, the BS can recover the cascaded
channel as hr + (Φ̄T ⊗PT )−1 1√

Pb
ηa. Similarly, the UE can

recover the cascaded channel. Therefore, the static UE-BS can
be wiped out and the other subchannels can be exploited for
key generation.

C. Dynamic Environments

Our paper considers the block-fading channel models in
dynamic environments, where the wireless channels vary
from block to block. Our proposed method fully exploits
the randomness from the subchannels associated with ele-
ments and the direct channel in the spatial domain. However,
when channel fading varies rapidly, there will be a temporal
correlation between the uplink and downlink channels [59].
The temporal correlation factor determines the nonreciprocal
components between uplink and downlink channels. That is
to say, the key rate of our proposed scheme provides a
theoretical upper bound for those schemes considering the
temporal correlation between uplink and downlink channels in
dynamic environments. Sun et al. [60] modelled the spatial-
temporal correlation of wireless channels in RIS systems. To
extend our works to the rapid-varying block fading model,
a channel probing protocol should be proposed to exploit
the randomness in the time and spatial domains where the
temporal correlation between uplink and downlink channels
and the spatial correlation between subchannels associated
with elements are jointly considered. Our future work will
focus on the adaptive design of the precoding and phase
shift matrices to exploit randomness in the time and spatial
domains.

VIII. CONCLUSION

This paper investigated a RIS-assisted key generation sys-
tem, which jointly considered the design of the precoding
and phase shift matrices to fully exploit the randomness
from the cascaded channel. We first designed a water-filling
algorithm to find the upper bound on the key rate of the
system. Furthermore, we proposed an algorithm to obtain the
phase shift and precoding matrices, which ensures the key
rate approaches the upper bound. We found that the key rate
is determined by the transmit power, the number of reflecting
elements, the side length of an element and the Rician factor.
Simulations validated that our protocol obtained a higher key
rate than the existing algorithms.
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APPENDIX A
DESIGN OF PHASE SHIFT VECTOR FOR THE EFFECTIVE

CHANNEL

According to (10), the equivalent channel is

he(v) =
[
h GT diag(f)

]
v̄. (57)

If the BS is equipped with a single antenna, the equivalent
channel is simplified as

he(v) =
[
h gT diag(f)

]
v̄, (58)

where h, g ∈ CM×1 and f ∈ CM×1 are the UE-BS,
BS-RIS and UE-RIS channels, respectively. Assume BS has
the estimation noise na, na ∼ CN (0, σ2

a), and UE has the
estimation noise nb, nb ∼ CN (0, σ2

b ). Define ĥe,a(v) and
ĥe,b(v) as the measurements of BS and UE, respectively. The
covariance of the variable [ĥe,a(v), ĥe,b(v)] is given by

Σ =

[
pe + σ2

a pe
pe pe + σ2

b

]
, (59)

where pe = E{he(v)he(v)∗} is the channel variance. If the
direct and cascaded channels are uncorrelated, pe is given by

pe = v̄TRev̄
∗ = v̄T

[
σ2
h 0TM

0M Rarb

]
v̄∗, (60)

where Re is the channel covariance of the equivalent channel
and Rarb = E{diag(f∗)g∗gT diag(f)}.

According to the differential entropy of a circularly sym-
metric Gaussian variable, the upper bound on the key rate is

I(ĥe,a(v); ĥe,b(v)) = log2

(
(pe + σ2

a)(pe + σ2
b )

Σ

)

= log2

1 +
pe

σ2
a + σ2

b +
σ2
aσ

2
b

pe

 . (61)

The key rate increases with pe. To find the optimal key rate,
we should solve the problem of maxv̄ v̄TRev̄, where the
objective function is a quadratic form. If there is a norm
constraint, the optimal value is the biggest eigenvalue of Re

and the v̄ is the corresponding eigenvector. However, the
reflection coefficient has the constraint of |ϕ̄m| = 1. Note that
v̄TRev̄

∗ = Tr(Rev̄
∗v̄T ). Define Θ = v̄∗v̄T and reformulate

the problem as a semidefinite programming (SDP) problem.
We should meet the constraints of Θ ⪰ 0 and rank(Θ) = 1.
Therefore, we have the following problem.

max
Θ

Tr [ReΘ]

s.t. Θi,i = 1, i = 1, . . . ,M + 1,

rank(Θ) = 1.

(62)

Since the rank-one constraint is non-convex, we relax it and
solve the above problem by the CVX [61]. However, it may not
generate a rank-one solution, i.e., rank(Θ) ̸= 1. Furthermore,
we apply the Gaussian randomization to obtain a feasible
solution [62].
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