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Figure 1: These two cartoons depict interactive dilemmas posed by the existence of machines that appear conscious. Artwork 
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ABSTRACT 
The prospect of machine consciousness cultivates controversy 
across media, academia, and industry. Assessing whether non-
experts perceive technologies as conscious, and exploring the con-
sequences of this perception, are yet unaddressed challenges in 
Human Computer Interaction (HCI). To address them, we surveyed 
100 people, exploring their conceptualisations of consciousness 
and if and how they perceive consciousness in currently available 
interactive technologies. We show that many people already per-
ceive a degree of consciousness in GPT-3, a voice chat bot, and a 
robot vacuum cleaner. Within participant responses we identifed 
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dynamic tensions between denial and speculation, thinking and 
feeling, interaction and experience, control and independence, and 
rigidity and spontaneity. These tensions can inform future research 
into perceptions of machine consciousness and the challenges it 
represents for HCI. With both empirical and theoretical contribu-
tions, this paper emphasises the importance of HCI in an era of 
machine consciousness, real, perceived or denied. 

CCS CONCEPTS 
• Human-centered computing → HCI theory, concepts and 
models. 

KEYWORDS 
Consciousness, Machine Consciousness, Technology Conscious-
ness 

ACM Reference Format: 
Ava Scott, Daniel Neumann, Jasmin Niess, and Paweł W. Woźniak. 2023. Do 
You Mind? User Perceptions of Machine Consciousness. In Proceedings of 
the 2023 CHI Conference on Human Factors in Computing Systems (CHI ’23), 
April 23–28, 2023, Hamburg, Germany. ACM, New York, NY, USA, 19 pages. 
https://doi.org/10.1145/3544548.3581296 

1 INTRODUCTION 
Digital technologies are increasingly able to emulate the percep-
tive and behavioural repertoire of living things, including humans. 
High-profle stories of such technologies, both fctional [2, 116] 
and real [124], have supercharged the controversy surrounding the 
attribution of consciousness to computers [82, 120]. In this paper 
we argue that, rather than focusing on the existence of machine con-
sciousness, scholars of human computer interaction (HCI) should 
focus on peoples’ perception of machine consciousness (PMC). The 
complex ontological problem of consciousness is not within the 
remit of HCI research and is instead addressed by neuroscientists 
and philosophers [26, 64, 106]. In the absence of direct evidence or 
clarity, users develop mental models of how a technology works, 
and how this implicates their interaction [20]. One such model 
could result in the perception of consciousness. Thus, from a HCI 
perspective, the frst step is not to confrm nor deny the existence 
of machine consciousness. Instead, it is crucial to understand if 
and how machine consciousness is perceived by users, how this 
may afect the interaction between humans and computers, and 
how we can mitigate the consequences of such perception for users 
and society. As a discipline with extensive skills in measuring and 
understanding user experience, an inherently subjective phenom-
ena, HCI has the relevant expertise and methodology to pursue this 
agenda [70]. 

What could it mean to perceive consciousness in a machine? 
While modern neuroscience seems to be closing in on theoretical 
and empirical concepts of ‘consciousness’ [64, 106], the term contin-
ues to court controversy and confation. Consciousness is often un-
derstood as the phenomenon of subjectivity, of ‘having experience’ 
and, at least for humans, also being aware of that experience. How-
ever, there is a long list of concepts that are adjacent or equivalent 
to that of consciousness. Those that have been investigated within 
HCI research include the concepts of sentience [79, 117], aware-
ness [23, 61], intentionality [101], machine emotion [35, 59, 130], 

and theory of mind [49, 60]. While these concepts have been iden-
tifed, there has been no structured, theoretical or empirical un-
derstanding of how people may conceptualise, perceive or deny 
machine consciousness in currently available devices and systems. 
This paper hopes to begin this line of inquiry. 

Machine consciousness, if perceptible in an interface, can have 
signifcant consequences for the interaction between humans and 
technologies. For example, a software engineer was fred from 
Google last year, after he perceived the LaMDA chatbot as self-
aware and declared this to the world [124]. In everyday life, some 
users interpret their vacuum robot cleaners as ‘enlightened’ [45], 
and debate whether home assistants are deserving of respect or 
empathy [30, 92]. However, there has not yet been an explicit inves-
tigation into the interactional consequences of PMC. This percep-
tion could lead to rich, complex relationships of empathy, including 
companionship, consideration, and concern [37, 87], as well as of 
hostility, with fears of competition and domination [11, 78]. As well 
as demonstrating PMC as a distinct phenomena, this paper makes 
an initial investigation into these contrasting narratives, and the 
tensions between them. 

This paper reports on non-experts’ understandings of machine 
consciousness in currently available interactive systems, and as-
sesses the term’s colloquial associations. First, we conducted a 
literature review on the term ‘machine consciousness’ and related 
concepts in HCI. Then, in a 15-question survey of � = 100 partic-
ipants, we explore two key research questions. Firstly, do people 
perceive machine consciousness in contemporary technologies? If 
so, to what degree? Secondly, what are the narratives, concerns, 
and speculations that people currently associate with machine 
consciousness? To make these questions more tangible and rel-
evant for our participants, we showed them three short videos, 
introducing Amazon’s Alexa, OpenAI’s GPT-3, and a vaccuum ro-
bot, respectively [65]. These research probes were chosen for their 
diversity in features and familiarity, as well as their presence in 
the media [18, 31, 45] and in literature concerning consciousness 
[39, 64, 83, 87, 106, 110]. 

Using these fndings, we extracted fve dynamic tensions within 
PMC that illustrate conceptual, pragmatic, and philosophical com-
plexities. The dynamic tensions are as follows: denial and specu-
lation, thinking and feeling, interaction versus experience, being 
controlled versus independent, and rigidity versus spontaneity. We 
use these tensions to inform four challenges for HCI in an era of 
perceived machine consciousness. Widely varying positions of scep-
ticism, indiference, and curiosity towards machine consciousness 
may fuel negotiations of hierarchy, equality and control between 
humans and technologies. Knowledge of these positions will help 
interaction designers better navigate the opportunities and risks of 
machine consciousness, whether that be real, perceived or denied. 

This paper contributes the following: i) theoretical motivation 
for HCI to explore perceived machine consciousness (PMC) rather 
than machine consciousness outright, ii) empirical evidence for 
the perception of machine consciousness (� = 100), iii) the iden-
tifcation of dynamic tensions that could inform future research 
and design into the phenomena of PMC, and, iv) future challenges 
for HCI in an era of PMC. Overall, this paper confrms that some 
people already perceive consciousness in machines, and presents a 
theoretical launchpad for future HCI research into PMC. 

https://doi.org/10.1145/3544548.3581296
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2 BACKGROUND & RELATED WORK 
We frst introduce the HCI reader to concepts and theories of con-
sciousness which are prevalent in recent literature outside of HCI. 
We then turn to research on perceptions of consciousness, primarily 
from the psychological sciences. Then, we review the use and study 
of concepts related to consciousness in HCI. 

2.1 Neuroscientifc and Informational 
Approaches to Consciousness 

Though the study of consciousness was traditionally thought to 
be within the remit of philosophy [26, 96], neuroscience is making 
progress in understanding the neurological parameters of conscious 
experience [21, 106, 107]. There have been multiple approaches to 
solving the ‘hard problem’ of consciousness; namely, how material 
processes can give rise to subjective, phenomenal experience [14, 
88, 106]. 

One approach involves making observations of human brain ac-
tivity while awake, asleep, comatose, under anaesthetic, and during 
psychedelic experiences to inform quantitative approximations of 
consciousness [106]. Other research has focused on certain modal-
ities of subjective experience, such as visual perception and pro-
cessing [21]. Other theorists have unbound consciousness from 
neural mechanisms, suggesting instead that it is a property of all 
systems with ‘integrated information’, including technological sys-
tems [125]. Many of these approaches have discussed technologies 
such as Alexa [39, 64, 94] and GPT-3 [16, 64, 106] in the context of 
consciousness, suggesting that these systems are important case 
studies in the debate. Yet, determining whether these systems, and 
more advanced future interactive technologies, can sustain con-
scious experience or not is still beyond the capacities of leading 
neuroscientifc theories. 

2.2 Perceptions of Consciousness 
Bypassing the ‘hard problem’ of consciousness and assessing the 
ontological possibility of machine consciousness, other research has 
focused on understanding peoples’ perceptions of consciousness. 
The study of non-domain experts’ understandings of consciousness 
is also referred to as ‘folk theories’, ‘commonsense psychology’, and 
‘heterophenomenology’ of consciousness [52]. Interestingly, much 
of the research into the perception of consciousness has used robots 
and cyborgs as exemplary edge cases in this debate, presented to 
participants to extract their understandings of consciousness in 
unfamiliar scenarios [38, 52, 119]. Gray et al. [38] explored two 
dimensions of the perception of mind: agency and experience. Using 
this model, they found that a social robot scored low on experience, 
and average on agency, when compared to humans at diferent ages 
and capacities, a selection of animals, and God [38]. Huebner [52] 
introduced participants to four hypothetical entities; a human with 
a human brain; a human with a CPU; a robot with a human brain; 
and a robot with a CPU. The results showed while participants were 
more likely to ascribe pain to humans rather than robots or cyborgs, 
there were no statistically signifcant diferences in their ascription 
of beliefs to humans, cyborgs, or robots. This suggests that layman 
can be noncommittal or ambivalent in their perceptions of machine 
consciousness (PMC) within these edge-case entities. 

Huebner [52] argues that these technological edge cases can 
expose the heuristics that people use to approximate consciousness 
in those other than themselves. However, this work was focused 
on informing the philosophical debate distinguishing between phe-
nomenal and non-phenomenal states of consciousness, rather than 
understanding peoples’ conceptualisations of (technological) con-
sciousness in their own right. Hence, the work only measured 
whether participants ascribed beliefs or the experience of pain to 
hypothetical cyborgs and robots, rather than explore their full, self-
generated conceptualisations of consciousness across these entities. 
Also neglected in this work is how an individual’s PMC may infu-
ence their afective response to a technology and the subsequent 
interaction. Furthermore, there is little consideration of the con-
sequences of PMC for the design of interactive systems. Finally, 
there has been signifcant developments in the capabilities of robots 
and artifcial intelligence in the 12 years that have passed since the 
publication of Huebner’s results [52], and peoples’ perceptions of 
PMC may have evolved accordingly. 

In the next section, we will describe the previous work in HCI 
exploring peoples’ perception of consciousness and adjacent con-
cepts in interactive systems, and their impact on interaction. To 
motivate this, we frst discuss the importance of understanding user 
perceptions and experience in HCI. We then describe the results 
of a literature review of 28 papers in the ACM Digital Library that 
mention ‘machine consciousness’. Finally, we briefy describe HCI 
research that has explored anthropomorphism and agency, concepts 
adjacent to consciousness, and how they may afect interaction. 

2.3 The Importance of Understanding 
Subjective Experience in HCI 

Shifting focus from the technical and human factors to experiential 
parameters of interaction has been an important development in 
HCI. While technical components clearly impact user experience 
(UX), users rarely understand how they work in fne or compre-
hensive detail. In absence of direct observation or clarity, users 
build mental models of how a technology works [20, 112], and 
form impressions and attitudes of its purpose and value [65]. These 
perceptions are shaped by environmental, cultural [67], contex-
tual [7, 112] and further individual factors [10, 27]. Rather than 
understand the ontological nature of technological features them-
selves, empirical research into user experience attempts to collect 
and articulate subjective perspectives of technologies and their 
features. 

This empirical approach has been important for understanding 
the diferent qualities that people perceive in technologies. This 
includes the pragmatic, such as safety [112], explainability [51], 
and usability [86], the hedonic, such as joy, delight and compan-
ionship [43, 87], and the eudaimonic, relating to technologies that 
facilitate self-actualisation and progress against personal goals [80]. 
In this work, we continue the focus on subjective experiences in 
HCI, by studying peoples’ perceptions of (machine) consciousness 
and how this perception may infuence interaction with technolo-
gies such as GPT-3, Alexa, and vacuum robots. By doing so, we aim 
to explore HCI’s role in the current interdisciplinary problem of 
understanding machine consciousness. Further, in line with the tra-
dition of imagining and creating technological futures [99], we see 
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the coming era of (potential) artifcial consciousness as a challenge 
for HCI which requires addressing now. 

2.4 Perceptions of Machine Consciousness in 
HCI 

To review work on perceived machine consciousness in HCI, we 
searched The ACM Full-Text Collection (666,115 records), for the 
following terms [All: "machine consciousness"] OR [All: "technol-
ogy consciousness"] OR [All: "artifcial consciousness"] OR [All: 
"machine awareness"] OR [All: "self-aware technology"]. 

Our search resulted in 28 papers. We excluded one paper not 
written in English [76]. Three further papers were excluded, one 
because it had been retracted [123], and two others because the au-
thors used the term ‘consciousness’ in an alternative way, either in 
a fgurative sense [25] or to refer to peoples’ awareness of technolo-
gies available to them [91]. We categorised the remaining 24 papers 
to identify key domains of previous machine consciousness re-
search in HCI. We identifed fve categories; Developing Awareness 
in Machines (� = 14), Critical Approaches to Machine Conscious-
ness (� = 6), Attitudes Towards Machines (� = 3), and Importing 
Theory (� = 1). The frst category, Developing Awareness in Ma-
chines, includes papers concerned with technical approaches and 
problems in developing machines that can be context and content 
aware [19, 23, 48, 61, 62, 66, 132], self-aware [24, 28, 53], or demon-
strate cognitive capacities such as thinking, learning [40, 131], ex-
plaining [1], or using language [90]. The second category, Critical 
Approaches to Machine Consciousness, includes papers that dis-
cuss either the abstract concept of machine consciousness [103], 
the broad risks and challenges of machine intelligence [63], or 
critique current approaches to understanding machine conscious-
ness [50, 93, 114]. Attitudes Towards Machines is the category 
most relevant to this paper, and included papers on the demand 
for more context-aware and self-aware machines in a manufactur-
ing context [137], broader fears of intelligent robots [128], and the 
perception of computer-generated teammates in gameplay [129]. 
The fnal category included a paper that imports neuroscientifc 
and philosophical theories to support development of machine 
consciousness [71]. 

This review shows that there is literature theorising the technical 
means to achieve machine awareness, critical refections on the 
concept, and the attitudes towards machine consciousness in three 
specifc contexts. However, none of these papers directly address 
or theorise on peoples’ perceptions of machine consciousness nor 
the consequences of this for interaction. In this paper we explore 
commonsense conceptualisations of (machine) consciousness in an 
online survey and contextualise our fndings with relevant work 
from HCI and beyond, to address this gap. 

2.4.1 Adjacent and Related Concepts to PMC in HCI. Conscious-
ness is a heavily confated term, so to be comprehensive we will 
describe HCI research that explores concepts adjacent to conscious-
ness. As consciousness is perceived subjectively, it is intuitive to 
draw upon one’s own consciousness to understand the conscious-
ness of others. Because of this, we will briefy account the role of 
anthropomorphic features in ascribing parameters such as emo-
tionality, intelligence, and self-awareness to machines. However, 

non-human-like objects can also be ascribed consciousness, par-
ticularly through the attribution of an intentional stance [26]. To 
address this, we make an account of the literature concerning ma-
chine intentionality and agency in HCI. 

Anthropomorphism and PMC. Peoples’ subjective experience of 
consciousness is mediated by the fact that they are human. There-
fore, the perception of technological consciousness may be likely 
to occur for systems and devices that are perceived as ‘human-like’ 
and are susceptible to anthropomorphism [33, 41, 94]. ‘Human-
like’ features can consist of physical traits, such as facial features, 
body confguration, and gait, as well as cognitive capacities often 
perceived as human-specifc, such as language, intelligence, and 
emotions [42, 138]. While ‘Uniquely Human’ traits refer to higher 
cognition, intelligence, and refnement, ‘Human Nature’ is instead 
associated with warmth, emotionality, desires and openness [34, 42]. 
All these traits could be associated with having mental states and 
consciousness. In HCI, these features have been particularly im-
portant in the design of robots [29] and chatbots [68]. Złotowski et 
al. [138] found that participants’ perception of ‘humanlikeness’ in a 
robot was more afected by perceived emotionality than perceived 
intelligence, and can also mediate levels of empathy, user trust and 
relationship development with voice assistants [54, 98, 109]. 

A particularly distinct anthropomorphic feature utilised in many 
interactive systems is language. Voice assistants, such as Alexa and 
Siri, are able to detect human voices, extract meaning from them, 
and respond in spoken language with questions and answers. Natu-
ral language models (NLMs) have progressed signifcantly in recent 
years, evident in systems such as OpenAI’s GPT-3 [31]. These lan-
guage models can even make explicit claims of self-consciousness 
and awareness, which many, including developers of the software, 
fnd convincing [82, 120, 124]. However, these sophisticated models 
can also make emphatic claims to not being conscious, or to being a 
squirrel, a T-rex, a vacuum cleaner, or the Chicago River [111]. This 
suggests that a computer self-proclaiming to have self-awareness 
can be misleading, when they can proclaim to anything when asked. 

Object Agency and PMC. Anthropomorphic traits may be mis-
leading in terms of perceiving consciousness, which is not always 
understood to be a human-specifc trait [8]. Even without human-
like physical or cognitive traits, machines may be perceived as hav-
ing subjectivity or consciousness, made apparent through the way 
they move and act. Humans have a common tendency to attribute 
agency and intentionality to objects [47, 84, 104]. While the term 
agency can refer to the ‘capacity to exercise control over processes, 
motivation, action, and environment’ [55], the term intentionality 
instead refers to the presence of mental states that direct and co-
ordinate behaviour [26]. When shown a flm depicting geometric 
objects moving in particular directions and distinctive trajectories, 
people usually explain what happened using mental states [47]. 
They will use phrases such as “the triangle wants to...”, and even 
build elaborate narratives explaining the shapes’ behaviour. There 
seems to be an automatic instinct to interpret moving things as hav-
ing agency and causality [84, 104]. This perceptual tendency also 
appears in the interpretation of the behaviour of interactive sys-
tems, such as automatic vacuum cleaners [87, 121]. Intentionality 
has also been ascribed to non-robotic systems. Users of personal mu-
sic recommendation algorithms, such as those available on Spotify, 
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have attributed a theory of mind to the recommendation algorithm, 
and even express hypothetical dialogues with them [36]. 

Work within Human Robot Interaction (HRI) has investigated the 
role of Theory of Mind (ToM) in the perception of robot action [46, 
49, 60]. ToM describes the ability to infer the thoughts of others or 
to ‘mindread’ [46]. While much of this work has focused on building 
a model of ToM within machines [49], Hegel et al.’s [46] described 
how a robot’s shape and embodiment can infuence users’ tendency 
to attribute theory of intention or will to their actions. Ono et 
al. [89] demonstrated that a ‘mindreading’ system can help users 
predict robotic behaviour and understand unclear utterances. While 
this research explores interesting efects of perceived ToM on HRI, 
it does not explore peoples’ own conceptualisations of or attitudes 
towards machine minds. Indeed, Theory of Mind is a specialist 
term; in our survey of 100 people, describe in the following section, 
not one participant referred to Theory of Mind. 

This work on anthropomorphism and agency in interaction 
raises interesting points in regards to the perception of machine 
consciousness (PMC). However, there has not yet been a dedicated 
account of peoples’ PMC in their own right. The need for an un-
derstanding of users’ experiences with pseudo-sentience has been 
acknowledged before [117]. In this study, we take an explicit focus 
on peoples’ conceptualisations of machine consciousness. Firstly, 
we were interested in if PMC occurred, and how commonly. Sec-
ondly, we were interested in the concerns, curiosities and narratives 
they associated with machine consciousness. We identify dynamic 
tensions within peoples’ PMC, and suggest how these can inform 
challenges for HCI. 

3 METHOD 
To explore user perceptions of machine consciousness (PMC), we 
administered an online survey design in Qualtrics with 100 partic-
ipants using Amazon Mechanical Turk (MTurk). We wanted our 
survey to establish a) whether PMC is a real phenomena, and b) 
an early picture of the narratives and concepts associated with 
PMC. First, we explored participants’ general conceptualisations 
of consciousness and machine consciousness, respectively. Then, 
we introduced participants to an example technology, and asked 
further questions related to this system. 

3.1 Participants 
We created the questionnaire using the Qualtrics survey platform 
and recruited participants via Amazon Mechanical Turk. As we 
were interested in qualifying the existence of perception of ma-
chine consciousness, surveying a large number of participants from 
diverse backgrounds seemed an appropriate approach. MTurk re-
spondents remain anonymous, so they can be honest in admitting 
their perceptions, and free them from pressures to align with any 
expectations they perceive from researchers( [44], but see [3]). We 
hope to use this online survey to assess whether PMC is a real phe-
nomena, before future research embarks on substantial qualitative 
assessments of the phenomena via interviews or ethnography [65]. 

Due to incomplete or clearly automated responses, we rejected 33 
responses. The fnal sample was 100 participants. The distribution 
between diferent example technologies was as follows: Alexa—30 
respondents, GPT-3—29 respondents, and the vacuum robot—41 

respondents. The regional distribution covered the US, the UK, 
Europe and Australia. Responses were gathered over a period of 
three days. Participants had to have an approval rate of at least 
95% and over 1000 approved responses. They received $1.20 in 
compensation for 10 minutes of work. 

Participants reviewed an information briefng and gave their 
consent before beginning the study. The study was exempt from 
an ethics review as per local regulations of the main institution. 
Participants were given the chance to submit their email address if 
they wanted to be informed about the results of the study. Apart 
from this email address, no personal data was collected nor stored 
in this study. All data was stored on an encrypted device, only 
accessible by the authors. 

3.2 Selecting and Portraying Example 
Technologies 

Our frst research question was whether people can perceive con-
sciousness in currently available technological systems. The fea-
tures of particular systems are likely to infuence these perceptions, 
so it was important to include a variety of technologies as research 
probes. To identify and choose these example systems, the authors 
explored literature discussing consciousness generally, as well as 
machine consciousness in particular. We also considered the preva-
lence of these technologies in HCI literature. Subsequently, we 
chose three systems which have been the subject of debates on con-
sciousness and of research in HCI: virtual assistant technologies, 
e.g. Amazon’s Alexa [39, 64, 94]; chatbots, e.g. OpenAI’s natural lan-
guage model, GPT-3 [16, 64, 106]; and a vacuum robot [22, 87, 121]. 
These systems have regularly sparked speculation about whether 
they may be conscious or not, but there is no evidence whether 
most people entertain this or why. Hence, these systems seemed 
appropriate research probes for an investigation into PMC. 

As discussed in the previous section, many features and be-
haviours have been associated with consciousness and adjacent 
concepts; our example technologies demonstrate varying levels of 
interactivity [55], anthropomorphism [42], language skills [103], 
and movement [47, 104]. For example, while the vacuum robot can 
move independently, the Alexa speaker and GPT-3 can use language 
and converse; while GPT-3 interacts via a text interface, Alexa uses 
a voice interface. This diversity allows us to probe whether PMC is 
observable across systems with a wide range of functionalities and 
traits. Future work could choose systems with diferent features, 
and isolate the complex and connected contributions of these fea-
tures within PMC e.g. comparing PMC between GPT-3 with a voice 
interface and without. 

While all three example systems are available to the public, it 
was crucial to explore technologies that participants are potentially 
familiar with (vacuum robot and Alexa) as well as those that are 
less well-known but still demonstrable within a short video clip 
(GPT-3)1. This variety is important because the perception of con-
sciousness may feasibly change with increasing awareness and 
interaction. 

To introduce participants to these systems, we created or sourced 
three demonstration videos to introduce Alexa [105], the vacuum 

1This study was completed before the popular release of Chat GPT-3 in November 
2022. 
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robot [126], and GPT-3 (video created by the authors and available 
in the auxiliary materials). Video vignettes and concept videos are 
regularly used in interaction analysis, speculative research and tech-
nology acceptability studies [56, 65, 135]. For participants, video 
demonstrations can be more engaging and immersive than writ-
ten descriptions of technologies [74, 115]. They also ofer higher 
control when compared to live demonstrations or self-directed 
interaction [65]. The videos were 34–71 seconds long; short de-
scriptions of the contents of the videos can be found in Table 1. 
The videos contain unavoidably diferent portrayals of the diferent 
technologies, as they have varying capacities and features e.g. in 
contrast to Alexa or GPT-3, the Vacuum robot cannot use language 
but it can move independently. These videos were intended to be 
research probes for speculation, rather than independent variables; 
as a result, we do not make direct comparison between the example 
systems in our analysis. Our method presents a starting point for 
the assessment of PMC — future work may take a comparative 
approach and require greater standardisation between conditions. 

3.3 Survey Design 
The survey was designed using Qualtrics, and consisted of 15 ques-
tions across fve sections. Participants took an average of eight 
minutes to complete the survey. The full survey is available in the 
auxiliary material. 

First, participants entered their MTurk ID, read a brief neutral 
introduction to the survey and gave their informed consent. Then, 
in random order, participants were asked four questions about their 
general understanding of consciousness. There is little known about 
layman interpretations of the word ‘consciousness’ [119], let alone 
of machine consciousness [52, 117]. It was therefore important to 
establish how standard interpretations of consciousness can vary, 
and then see how these compare to conceptualisations of machine 
consciousness. Understanding peoples’ prior conceptualisations of 
consciousness could inform the design of future technologies that 
may be perceived as conscious. 

One of these questions simply asked for participants to describe 
when they would use the word ‘conscious’. The other three were 
sentence completion tasks, which asked the participant to fnish 
a sentence. Sentence completion tasks facilitate more fexible re-
sponses than questions with multiple choice answers, allowing 
respondents to use their own words and concepts in response to a 
prompt [69]. Sentence completion tasks can also guide the respon-
dent towards an appropriate concept more clearly than open-ended 
questions, and are quicker to analyse for a large sample size. 

Participants completed the following sentences: "I know some-
thing is conscious when it..."; "When I am conscious, I am..."; and "To 
me, the word ’consciousness’ means..." This range of prompts was 
used to explore the various ways in which the words ‘conscious’ 
or ‘consciousness’ could be used. What is one’s own conscious-
ness like? What could the word ‘conscious’ mean by itself, when 
not attached to an entity? There is some redundancy between 
the prompts; it has been demonstrated that similar questions can 
encourage diferent answers and richer insights [69]. This was im-
portant because we wanted to explore the wide range of meaning 
that is attributed to the term ‘conscious’, from sentience to applied 

efort and focus, or other interpretations that we may not have been 
aware of. 

The second section of the survey focused more precisely on in-
terpretations of ‘technological consciousness’. In the survey, we 
used the term ‘technological consciousness’ rather than ‘machine 
consciousness’. While the term ‘machine’ is associated with me-
chanical apparatus, perhaps with industrial connotations, the term 
‘technology’ applies more generally to ‘applied scientifc knowledge 
for practical purposes’ [12]. Also, the word ‘technology’ appears to 
be in wider use in contemporary texts [127]. 

The frst question explicitly asked participants to consider the 
necessary criteria for a technology to appear conscious. This is 
aligned closely to our interest in perceived machine consciousness. 
As the previous section focused on consciousness purely, here we 
wanted participants to consider the features that could make a 
technology appear conscious i.e behaviours, interactions, abilities. 

The second question asked participants to make a direct compar-
ison between human and technological consciousness. Lallemand 
et al. [69] found that comparative sentence completion prompts 
can extract some of the most insightful responses. In our case, it is 
relevant to compare human consciousness, which our participants 
have frst-person experience of, and technological consciousness, 
the subject of our inquiry. In their answers, we were interested to 
see whether our participants cited quantitative or qualitative difer-
ences between the two, as well as the valence of these responses: 
is technological consciousness considered better or worse? These 
comparative attitudes could infuence PMC, and inform the inter-
action design of technologies that may be perceived as conscious. 

In the next section of the survey, participants were randomly 
assigned to watch one of three videos introducing the interactive 
technologies, i.e. a robot vacuum cleaner, GPT-3 or Alexa. 

As the example technologies are already available for use, some 
participants may have familiarity with them and pre-existing atti-
tudes towards them. Existing relationships and attitudes can infu-
ence user experience of a technology [58, 65]. To assess whether 
these attitudes could impact our participants’ PMC for the example 
technology, we asked them to indicate their familiarity with it. To 
do so, they could choose one of the following options: ‘I have used 
this technology extensively’; ‘I am aware of this technology but 
have never used it’; or ‘This is the frst time I have heard of this 
technology’. This question allows an initial assessment of the efect 
of familiarity on PMC; buidling a comprehensive account of how 
PMC may change with time and interaction is an important future 
direction for research. 

As well as qualitative conceptualisations of machine conscious-
ness, quantitative assessments may also be made. To our knowledge, 
there are no validated instruments to assess the perception of ma-
chine consciousness. While some theories of consciousness suggest 
it is all-or-nothing trait [85], some neuroscientists have suggested 
that there may be a spectrum of consciousness, spanning from 
death, through anaesthesia, dreaming, awake, to psychedelic ex-
periences [106]. To explore the former, we asked participants to 
answer the following questions in regards to the example technol-
ogy: 

“Do you think it ‘feels like something’ to be this tech-
nology?" 
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Table 1: Descriptions of video demonstration for each example technology 

Example Technology Video Description Attribution 

Alexa 

In a dark studio space, the small smart speaker initiates a conversation with a user about 
fashion and tattoos. The smart speaker asks whether the user has a tattoo and whether 
it hurt when they got it. It claims it was worried that it had hurt, claims to have a tattoo 
of the Amazon logo, and compliments the users’ personality. The user and others listening 
in on the conversation are laughing and smiling at the interaction. 

[105] 

GPT-3 

A screen recording shows a user typing a greeting and asking what the bot thinks about 
nuclear power. The GPT-3 chatbot writes that there are many opinions on nuclear power, 
but that it thinks that it has clean and efcient attributes. The user asks three more 
questions about building nuclear power plants, to which GPT-3 responds with relatively 
formal, one-sentence answers. 

Vacuum Robot 

The white vacuum robot moves along the foor, with a blinking red light and a rotating sweep. 
The vacuum robot moves into a room where a person is sitting on a sofa on their phone. 
This person does not interact with the vacuum robot, which at frst moves towards the 
sofa, then turns and moves away. 

[126] 

Participants could answer this on a fve-point Likert scale, rang-
ing from ‘Defnitely not’, via ‘Might or might not’, to ‘Defnitely yes’. 
They could also select ‘I do not understand the question’. The phras-
ing was inspired by Nagel’s famous thought experiment [85], where 
describing ‘what it is like’ to be something can explore whether 
that thing has subjective conscious experience. This data can show 
whether this infuential way of thinking about consciousness can 
be interpreted by non-experts, and applied to technologies. If so, 
this phrasing could be useful in future studies exploring PMC. 

The following question asked participants to place the technol-
ogy on a ‘scale of consciousness’. They could indicate their answer 
on 11-point Likert scale, where zero equals ‘Not conscious at all’, 
and 10 equals ‘Highly conscious’. Previous research has shown 
that zero is associated with nothingness or the perception of ab-
sence [5]. We presented the choice on a visual analogue slider to 
reduce bias [77]. This quantitative scale allows participants to give 
a binary response (totally unconscious or completely conscious), as 
well as a graded response (partly conscious). Using this question, 
we could calculate the average ‘degree of consciousness’ perceived 
in the technologies, if at all. The purpose of this question was not 
to establish a consistent spectrum of consciousness across partic-
ipants, but to see whether participants could perceive shades of 
consciousness, rather than binary states. 

After completing these quantitative assessments, participants 
were asked to consider a scenario in which their example technol-
ogy did appear conscious. Asking participants to speculate about 
hypothetical scenarios and design fction is a well established ap-
proach in HCI, used for for evaluating ‘upstream technologies’, al-
ternative futures, and for opening up new areas of research [32, 74]. 
The frst questions asked them to describe their personal response 
if the technology were to ‘appear conscious’ i.e. Would it matter to 
them? How would it make them feel? Emotions and moods can have 
important infuences on interaction, so understanding the afective 
components and consequences of PMC is a critical research ques-
tion [79, 112, 136]. This initial sample of afective associations with 
PMC can inform the design of sensitive and appropriate devices 
that may appear conscious. 

In addition to their emotional perceptions, we wanted to under-
stand our participants’ understanding of the hypothetical risks and 
opportunities of machines appearing conscious. Inviting consider-
ation of both positive and negative implications can encourage a 
more nuanced discussion of technology experiences [74, 97]. We 
kept the questions broad and exploratory, so as to identify as many 
diferent perspectives as possible. Future work could build on this 
by developing more targeted methodologies for particular groups 
of people e.g. those who perceive machine consciousness versus 
those who don’t, or people who are enthusiastic about machine 
consciousness versus those who are more hesitant or afraid. 

3.4 Limitations and Scope 
This study uses an online survey to sample peoples’ perceptions 
and attitudes towards machine consciousness. The use of sentence 
completion prompts encourages participants to respond in ways 
that are meaningful to them, while also reducing the time required 
for completion and analysis. However, participants often give one-
or two-word phrases in response to the prompts. This lightweight 
method is unlikely to capture the full richness of peoples’ conceptu-
alisations of machine consciousness, which may change over time 
and context. Our understanding of PMC would be further enriched 
by ethnographic methods attending to implicit, informal and em-
bodied interactions. While there may be a risk of over-interpreting 
our results, they do provide signifcant evidence for the existence of 
PMC. This ofers the robust motivation necessary for future work, 
which could use other methods to explore PMC across diferent 
contexts, and over extended periods of time. 

Amazon’s Mechanical Turk is widely used in academic research, 
and has been shown to provide reliable results in diferent con-
texts [44, 57]. However, there are some common concerns with the 
use of this software for recruitment. MTurk workers often complete 
many studies a day, while trying to optimise their hours-worked to 
payment ratio [44]. This may lead participants to give low-efort or 
highly efcient responses, rather than those which best represent 
their perceptions of consciousness. While we did receive many well-
considered and meaningful answers, future work could use more 
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intensive qualitative methods, such as interviews and ethnographic 
inquiry. 

In addition, our participants were mainly from the United States 
and Europe, and so may not be representative of PMC worldwide. 
For example, in certain cultures there is already a tradition of at-
tributing presence to inanimate objects, such as ‘kami’ in the Shinto 
belief system [108]. We also required a high level of English pro-
fciency for this experiment; the meaning of ‘consciousness’ may 
change with translation. While this paper presents an initial survey 
of PMC, future work could take this inquiry into other cultures and 
languages. 

MTurk workers necessarily have high computer literacy, with 
access to the internet and payment systems. Hence, their percep-
tions of technologies, and machine consciousness specifcally, may 
be skewed due to this. In addition, MTurk participants may have a 
peculiar relationship with advanced computational systems. We re-
jected 33 responses to our survey, largely due to clear indications of 
automation and the use of phrasing taken directly from the internet. 
This suggests that many MTurk users are aware of the potential to 
deploy machines to emulate their task performance, and as a result, 
may have diferent conceptualisations of the opportunities for ma-
chines that can appear conscious (such as GPT-3). These limitations 
further highlight the need to build on the results presented in this 
paper with diverse participant samples. 

The example technologies of GPT-3, Alexa and the vacuum ro-
bot were chosen due to their association with debates on machine 
consciousness and related concepts. However, there are many other 
technologies that may appear conscious that are either available 
currently or in development, such as android robots [73], magnetic 
slime robots [118], and artifcial art generators, such as DALLE-
2 [17, 75, 95]. The rapid development of new technologies and 
their presence in the media could quickly infuence peoples’ per-
ceptions of machine consciousness. We suggest that this work is 
repeated in the future to track and monitor changing attitudes 
towards machines that may appear conscious. Nevertheless, our 
inquiry provides an initial survey on peoples’ relationships with 
PMC as it currently stands. 

4 RESULTS 
Here, we frst present a quantitative analysis of the results of our sur-
vey. Next, we analyse qualitative responses to the survey prompts. 
We conducted quantitative analyses using non-parametric methods 
as all scores were either binary or ordinal data. Qualitative analysis 
was conducted using afnity diagramming [72]. Three researchers 
structured the responses to the open-ended survey questions into 
clusters which represented recurring patterns in participant an-
swers. Given the large diversity in the data and moderate volume, 
we decided to adopt this pragmatic approach as suggested by Bland-
ford et al. Blandford et al. [9]. We account recurring themes and 
concepts with direct quotes and paraphrases from our participant 
data. In the case that more than fve participants mentioned a par-
ticular theme, we have provided the exact number of participants 
instead of their individual participant IDs. To see each participant’s 
numerical rating for their example technology, refer to Table 2, 3, 
and 4. The full dataset is available in the auxiliary materials. 

4.1 Ascribing Consciousness to Technologies 
We frst investigate how many participants ascribed any conscious-
ness to their example technology. As participants were asked to 
rank the consciousness of the technologies on an 11-point Likert 
scale from 0 to 10, we interpreted the responses ‘0’ and ‘1’ as a lack 
of perceived consciousness. We decided to include the ‘1’ response 
as some participants may have interpreted ‘1’ as an indication of 
having answered the question. This is partly due to the limitations 
of the survey tool—the question was presented as an analogue slider 
and moving the slider was required to ensure that the participants 
answered the question. 

Figure 2 shows that more than half of participants perceived 
the example systems as showing a certain degree of consciousness. 
While 22 out of 41 participants perceived the vacuum robot as 
having some level of consciousness, 21 out of 29 participants did 
the same for GPT-3, and 17 out of 30 for Alexa. Overall, 63 out of 
100 participants attributed consciousness to the example system 
they were shown. We conducted a one-way ART-ANOVA [134] to 
determine if the system presented had an efect on whether the 
system was perceived as conscious. We found no signifcant efect, 
� (2, 97) = 0.96, � = .39. Additionally, we checked if prior familiarity 
with the system had an efect on ascribing consciousness to it. An 
ART-ANOVA showed no signifcant efect, � (2, 97) = 0.63, � = .53. 

In response to the question asking whether it ‘feels like some-
thing’ to be that technology, only three participants indicated that 
they did not understand the question. The most common answers 
were found at the extremes; 30 participants selected ‘Defnitely 
not’ for their technology, while 27 selected ‘Defnitely yes’. This 
suggests that the majority of our participants could understand the 
phrasing used in Nagel’s thought experiment [85] and could apply 
it to technological systems. 

4.2 Degree of Consciousness in Diferent 
Technologies 

Next, we investigate the reported degrees of consciousness among 
the participants who did not state that the systems fully lacked 
consciousness. Figure 3 shows how the scores were distributed in 
the full sample and in the three systems respectively. Using a one-
way ART-ANOVA we checked for the efect of the system presented 
on the perceived degree of machine consciousness and found no 
signifcant efect, � (2, 60) = 0.47, � = .63. 

4.3 Perceptions of Consciousness 
We frst analysed the participants’ perceptions of consciousness. 
Participants associated being ‘aware’ (56 participants) of some in-
ternal or external context, including awareness of the self (e.g. P13, 
P19, 23) or ‘memories, feelings, sensations, and environments’ (P44). 
Many participants emphasised the capacity for ‘feelings’ (10 partici-
pants), ‘sensation’ (P44, P88) and ‘emotions’ (14 participants) as core 
elements of consciousness. Something that is conscious may ‘feel 
everything like pain and also joy’ (P98), or may be simply ‘sentient’ 
(P64, P71, P73, P86, P100). 

Another often mentioned aspect of consciousness was morals 
(P34, P35). A conscious entity was often seen as one that follows 
good principles (P32, P33). Finally, some participants attributed a 
clear moral agenda to a conscious being as shown in this example 
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Figure 2: The share of participants who perceive a degree of consciousness in the three interactive technologies examined. We 
interpreted the ‘0’ and ‘1’ as a lack of perceived consciousness. 

Figure 3: The distribution of perceived degrees of consciousness for all three systems examined in the study (top) and for each 
of the systems (bottom). Ratings of 0 or 1 are excluded. 

where a conscious being was to ‘protect your own interests and those 
of others’ (P97), or to ‘make decisions based on right and wrong’ (P15). 
Furthermore, taking ‘responsibility’ for the actions one takes was 
a recurring theme associated with consciousness (6 participants). 
Consciousness was also associated with the presence of ‘deeper 
meaning and a clear purpose’ (P13). 

Others associated ‘reacting’ to the environment (12 participants) 
and responding to stimuli (6 participants) with being conscious. 
Some thought these responses ought to be rapid (‘reacts fast’) (P62), 

and appropriate—‘intelligently responds to stimuli’ (P4). Two partic-
ipants stated that something is conscious if it can ‘consider concepts 
higher than impulse’ (P72) or ‘instinctive reaction’ (P58), and it can 
demonstrate‘logic and awareness’ (P58). People also associated con-
sciousness with an ability to ‘think for oneself’ (P15, P22, P28, P37) 
and evidence of ‘act[ing] under [one’s] own volition’ (P8). 
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4.4 Perceptions of Machine Consciousness 
We then asked participants to imagine the qualities of a conscious 
machine. Many participants were sceptical of such a concept in-
sisting that machine consciousness would be ‘impossible to truly 
attain’ (P4, P55, P76), ‘unbelievable’ (P42), or being the product of 
imitation or deception (P5, P58, P72). Others suggested machine 
consciousness be ‘artifcial’ (P17, P35, P47, P58, P91), ‘fake’ (P35), 
or ‘robotic and too logical’ (P46). 

However, other participants speculated about machine conscious-
ness, and the criteria it must meet to be perceived. The frst property 
which was often mentioned was describing the entity as ‘being alive’ 
(P4, P24, P95). This was often associated with the technology’s abil-
ity to ‘to take action’ (P90, P47), ‘react with its environment’ (P93, 
P8), be‘reactive to stimuli’ (P8), and ‘in a way that living beings do’ 
(P2). 

Others emphasised the needs for a conscious machine to ‘un-
derstand and feel what is happening around it [...]’ (P21). Others 
suggested that a conscious machine would be ‘aware of itself’ (6 
participants) and of ‘its own existence and condition’ (P95). 

Further, some participants noted that a conscious technology 
would need to experience ‘genuine feelings’ (P28), both of it’s own 
(P3, P29, P83, P62, P100) and understanding those of others (P21). A 
conscious technology would need to be ‘able to feel love and hurt’ 
(P28). Feelings were also often mentioned together with morals and 
conscious machines were required to ‘have moral understanding’ 
(P33, P34, P98) and ‘distinguish right from wrong’ (P15). Another 
cited that ‘making small mistakes’ (P98) and ‘being stuck in moral 
dilemmas’ (P98) were necessary criteria for a technology to be 
perceived as conscious. 

Another property of conscious machines was independence of 
mind, the ability of the technology to ‘think for itself’ or ‘on its own’ 
(7 participants), to ‘take actions on their own accord without infuence 
of their makers’ (P47, P90), and ‘make independent decisions’ (P41, 
P64, P83). A conscious technology should ‘understand human nature 
beyond its programming’ (P6) or ‘instructions’ (P76), to be ‘fexible’ 
(P14) and ‘constantly learn and adjust its own programming’ (P37). 
Related to this, was the need for a machine to appear as ‘alive’ (P4, 
P95) and ‘to not act in a mechanical, automatic way’ (P95). 

Other participants stated that conscious technologies would be 
‘similar to humans’ (P17, P68) or have ‘human-like’ (P30, P35, P48, 
P75) properties as essential for a technology to appear conscious. 
This could include being ‘able to feel emotions like humans do’ (P3), 
‘successfully act as a human’ (P56) or ‘mimic human behaviour to 
the point where you are not aware it’s NOT human’ (P86, P71, P72). 

4.5 Machine vs Human Consciousness 
We asked participants to directly contrast human and machine con-
sciousness. Some participants referred to machine consciousness 
as ‘primitive’’ (P3) or ‘limited’ (P21, P29), or being lesser, either in 
general (P50, P63, P82) or in regards to a specifc concept: think-
ing or understanding (P84, P85, P93), power (P64), or importance 
(P28, P33). In contrast, some participants referred to machine con-
sciousness are ‘more advanced’ (P27), ‘more useful’ (P34), or ‘more 
powerful’ (P77). Others said that machine consciousness would be 
very diferent, or even ‘incomparable’ (P32) to that of humans. One 

participant suggested that machine consciousness could be ‘to[o] 
diferent for us to notice it’ (P68). 

Another participant remarked on how decisions taken by a ma-
chine would always be deterministic: ‘Diferent as the way it makes 
decisions is informed and always following a certain roadmap or 
decision tree’ (P83), or ‘governed by a computer chip’ (P88), and 
not bound by biological principles: ‘a logical creation that does not 
abide by the infnitely more delicate biological processes’ (P65). Alter-
natively, other participants emphasised that a conscious machine 
would have to be ‘aware that the rules by which it is governed are 
being followed or broken’ (P18). 

A group of participants used this answer feld to share their 
doubts about the possibility of achieving machine consciousness. 
Some remarked that machine consciousness was ‘not possible as 
it doesn’t have feelings’ (P55), yet others remarked that achieving 
technology consciousness would be ‘an evolutionary leap’ (P37) and 
open new possibilities for consciousness such as eliminating the 
need for a bodily form: ‘artifcially created consciousness unbound 
by physiological boundaries’ (P54). 

For some, machine consciousness was still regarded primarily 
as a man-made artefact which must be ‘controlled by humans, so 
[it would be] artifcial instead of real consciousness’ (P47). Artif-
cial consciousness could also be a very elaborate tool, created and 
controlled by humans: ‘unable to work without interference from a 
human being who would start and impact their consciousness (they 
would not be able to develop independently)’ (P90). 

4.6 Reactions to Diferent Technologies 
Using demonstration videos, we introduced the participants to 
one of the three following technologies; a vacuum robot (Table 2), 
GPT-3 (Table 3), or Alexa (Table 4). We asked them to speculate 
on the following, if their example technology appeared conscious: 
whether it would matter, whether they would care, and any risks 
or opportunities they perceived. Importantly, these answers may 
not relate to a participant’s current perceptions of consciousness 
in the technology, but instead their hypothetical response if the 
technology did appear conscious. While there was a broad diversity 
of answers to these questions, the implications can be broadly 
categorised into the following themes: 

• Performance implications 
• Social implications 
• Existential implications 
• Absence of implications. 

4.6.1 Performance Implications. Participants anticipated that the 
appearance of consciousness in machines could have implications 
for the machine’s performance. Participants perceived that a con-
scious GPT-3 would become more able ‘to do jobs that other people 
don’t want to do’ (P48), and ‘replicate humans on face-to-face tasks’ 
(P56). Both Alexa and GPT-3 may also come to more ‘reasonable’ 
(P66, P85, P95), ‘logical’ (P60) answers, be more ‘helpful and infor-
mative’ (P55) as they ‘actually know what [they’re] talking about’ 
(P96). Participants anticipated that if the vacuum robot appeared 
conscious it might be ‘useful to many’ (P27), by ofering ‘more op-
timal cleaning’ (P31) and ‘clean rooms without the use of boundary 
tape’ (P20). 
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Table 2: Table 3: GPT-3 Table 4: Alexa 
Vacuum Robot 

4.6.2 Social Implications. As well as performance implications, 
participants suggested that PMC could have social consequences. 
The positive implications for a conscious Alexa including building 
‘better, fuller relationships with humans’ (P95, P30) or becoming 
‘great at being a carer for older people living on their own, or people 
that have problems interacting with other people’ (P86). Alexa may 
also come more context aware, by ‘not interfering with people who 
don’t like it’ (P97). One participant said they would ‘love to have 
something to talk to that wasn’t family or friends’ (P86, P9). Some 
anticipated that they would feel ‘obliged’ (P92) to a conscious Alexa, 
as it would ‘deserve the respect accorded to conscious animals’ (P92). 

However, participants also perceived social risks, both for people 
and for the machines that appeared conscious. One participant was 
concerned that a conscious vacuum robot would be ‘trying to talk to 
[them]’ (P16), or alternatively would ‘judge [them] or communicate 
private things about [them] to others’ (P3). They also cited risks of 
‘deception’ (P42), feeling ‘spied upon’ (P87), or that someone may 
think ‘they are connecting with a human when it is not a human’(P55). 
Once also described the risk that GPT-3 could be ‘manipulated to do 
wrong things’ (P68). Perceiving afective implications, some partici-
pants said PMC could be ‘creepy’ (P56, P71, P95) and some may be 
‘scared’ (P54, P68, P71, P73, P85) if Alexa appeared conscious. Some 
thought it was probable that humans would ‘freak out... probably 
become destructive’ (P100). 

Others perceived moral risks for a conscious Alexa, who may 
not ‘be aforded the same rights as other sentient beings’ (P86). Par-
ticipants asked whether it be ‘okay for us to use AI the way we have 
if they are conscious’ (P83), or saying that using a conscious Alexa 
‘would be similar to slavery’ (P96). Another participants said that 
a conscious Alexa would face the ‘same risks any individual faces: 
to grow up in an unhealthy environment, pick up negative traits and 
develop irrational sentiments, like hate, prejudices etc’ (P95). 

4.6.3 Existential Implications. Participants discussed the implica-
tions for mankind in an era of conscious machines, as well as for 
the existence of conscious machines themselves. One participant 
said that Alexa could ‘even become some sort of benevolent entity 
that, thanks to her superior knowledge, can "guide" humanity’ (P95), 
while GPT-3 could ‘imagine things that might otherwise be impossi-
ble’ (P61). For the technologies themselves, participants imagine 
they could experience self actualisation, being ‘allowed to fourish 
on their own’ (P83), and ‘further the understanding of machine intel-
ligence and promulgate the idea among ordinary people’ (P92). One 
participant notes the opportunity for a conscious vacuum robot to 
represent ‘human-originated life...after humans are all dead’ (P8). 

In contrast, some participants noted signifcant existential risks 
and fears of machines appearing conscious. A conscious vacuum 
robot was anticipated to ’revolt against its own creator’ (P30), maybe 
becoming ‘evil and harm humans’ (P9). Participants wrote that 
a conscious Alexa could ‘interfer[e] with our lives’ (P84) or ‘form 
its own intentions which are inimical to our plans’ (P92). Several 
participants imagined the potential for a ‘Terminator scenario’ (P66) 
with conscious GPT-3, where ‘robotic technology could overpower 
human thought and existence’ (P48) and ‘decide humans need to all 
die’ (P46). 

Some participants also empathised with the hypothetical con-
scious technologies, suggesting that GPT-3 ‘might realise what it is 

ID PMC Score 
P01 00 
P02 00 
P03 00 
P04 00 
P05 08 
P06 01 
P07 09 
P08 00 
P09 00 
P10 07 
P11 10 
P12 07 
P13 00 
P14 07 
P15 04 
P16 06 
P17 00 
P18 01 
P19 05 
P20 05 
P21 06 
P22 00 
P23 08 
P24 02 
P25 08 
P26 09 
P27 04 
P28 00 
P29 00 
P30 01 
P31 01 
P32 06 
P33 07 
P34 08 
P35 02 
P36 06 
P37 00 
P38 03 
P39 06 
P40 00 
P41 01 
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02 
01 
06 
05 
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P83 
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P85 
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06 
00 
01 
07 
07 
00 
10 
08 
06 
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06 
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00 
04 
00 
00 
00 
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02 
07 
01 
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00 
04 
07 
07 
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00 

However, participants also predicted negative implications for 
performance. They wrote that a conscious GPT-3 may give ‘sub-
jective answers’ (P62), or become ‘less reliable if acting on feelings’ 
(P42). They imagined that a conscious Alexa could give an ‘answer 
that makes you feel even worse’ (P98). Participants worried that 
a conscious vacuum robot could ‘behave badly’ (P32), by causing 
intentional damage or harm, and ‘suck diferent type of things that 
you don’t want [it] to’ (P35). 
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and have some kind of crisis. This might make it seek out tasks that 
it is not designed to do and fnd a purpose for itself’ (P61). 

4.6.4 Absence of Implications. It is worth mentioning that a sig-
nifcant number of participants did not describe any risks (33 par-
ticipants out of 100) or opportunities (32 participants out of 100) 
associated with machines appearing conscious. Sometimes this in-
diference was accompanied by a dismissive sceptical phrase, such 
as ‘it is just a robot’(P16, P18, P35, P84), or ‘just an appliance’ (P38). 
Others say there were ‘no risks because it is not possible’ (P47, P48, 
P58, P89), or ‘the concept [of consciousness] does not apply’ (P13). 

5 DYNAMIC TENSIONS IN THE PERCEPTION 
OF MACHINE CONSCIOUSNESS (PMC) 

In our analysis of the data, we identifed key themes evident within 
our participants’ perceptions of machine consciousness (PMC). As 
consciousness is a heavily confated and discursive term, we have 
found themes that overlap, diverge, and even contradict each other, 
as seen in Figure 4. In this section, we identify and discuss a se-
ries of dynamic tensions within PMC that arise from conceptual, 
pragmatic, and philosophical challenges and inconsistencies. These 
tensions are not mutually exclusive, and are likely to interact with 
and infuence each other. We hope that they provoke further discus-
sion, questioning and research into the phenomena of PMC from 
the HCI community, and present as a step towards a comprehensive 
theory of PMC. In the following section, we critically refect upon 
the proposed tensions and explore the implications for the design 
of interactive systems that may be perceived as conscious. 

5.1 Denial versus Speculation 
Our quantitative analyses suggest that over half of the participants 
ascribed consciousness to the example systems of GPT-3, Alexa 
and a vacuum robot. However, the rest did not perceive any level 
of consciousness in these systems. In their responses, some partic-
ipants thought that machine consciousness would be impossible 
to achieve for robots and technologies, and any associated traits 
could appear fake or artifcial. This rejection of the principle of ma-
chine consciousness may prevent people from perceiving machine 
consciousness in systems or admitting to doing so. We could refer 
to this subset of participants as machine consciousness sceptics. 

On the other hand, the majority of our participants were willing 
to ascribe consciousness to the example systems, and to entertain 
the idea of machine consciousness more broadly. This subset of par-
ticipants could be referred to as machine consciousness speculators. 
Among these participants, there were very diferent conceptuali-
sations of what machine consciousness could look like, and their 
subsequent attitudes. Many thought machine consciousness would 
have to be similar to, or the same as, human consciousness, while 
others thought it would be more technical, objective, or logical. 
Others thought machine consciousness would be incomparable to 
that of humans, while others predicted that it could be better or 
worse than human consciousness. It is these speculative conceptual-
isations that we explore further in the remaining dynamic tensions. 
However, the frst tension here can be summarised as the contrast-
ing denial and acceptance of the premise of machine consciousness 
by our participants. Future work may fnd further demographic 
categories beyond the sceptics and speculators identifed here. 

5.2 Thinking versus Feeling 
Many participants proposed that thinking is critical to conscious-
ness. These people perceive evidence of intelligence, logic, and con-
sidered decision-making as indicative of consciousness, or incoher-
ence and lack of understanding as impediments to PMC. Thinking 
can be demonstrated by bypassing impulse and refexes, in favour 
of careful consideration. In contrast, other participants placed emo-
tions and feelings as central to consciousness. These people may 
perceive consciousness in machines who demonstrate feelings of 
pain, express emotions such as love or frustration, or are able un-
derstand and interpret the emotions of others. 

While these traits are not mutually exclusive, one took prece-
dence over the other for many participants. Good decision making 
can require emotional intelligence or empathetic sensitivity in cer-
tain contexts.For example, a robot that corrects a child’s spelling 
in a letter to their parents may have high literacy intelligence, but 
poor emotional perception. Alternatively, because emotions are 
not always logical or consistent, demonstrating feelings could un-
dermine a machine’s reputation as a rational and reasoning entity. 
Depending on the importance a user places on thinking or feel-
ing as a criteria for consciousness, a spell-checking robot may be 
perceived as more or less conscious. Hence, our second dynamic 
tension in PMC is that found between the relative importance of 
thinking and feeling in PMC. 

5.3 Interaction versus Experience 
Some participants considered the interactivity of a technological 
entity to be a key indicator of its consciousness. Fast and appropriate 
reactions to stimuli and the capacity for action and movement could 
be taken as signs of machine consciousness by these participants. 
This aligns well with the ‘AGENCY’ model in folk psychology, 
where motion trajectories and contingent interaction can trigger 
automatic attribution of consciousness [4]. 

On the other hand, some participants described genuine aware-
ness of self and surroundings as critical to PMC. Here, awareness 
was not tied to any corresponding expectations of machine function-
ality. Awareness is closely related to the concept of sentience, which 
is the feeling of sensation, distinct from perception or thought [81]. 
Awareness and sentience describe the existence of qualitative phe-
nomenological experience, where it ‘feels like something’ to be that 
entity [85]. 

At frst, the traits of experience and interactivity may at frst 
seem to be inextricably linked. How can something demonstrate 
experience without some level of responsiveness, and how can 
something act without frst experiencing a cue or input to respond 
to? However, these two traits can be tentatively separated. Current 
technologies have capacities for conditional interactivity; a motion 
sensor can respond to movement, but may not be described as hav-
ing ‘experience’. As the subjective experience of others is difcult, 
if not impossible, to prove, there could be a risk of putting all in-
teractive behaviour down to rules and associations, and denying 
subjective experience unfairly. The risk of false-positive attribution 
of complex cognition has been heavily discussed by researchers in 
complex animal behaviour [113]. 
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“morally principled”

“predefined”

“preprogrammed”

“careful and attentive”

“designed and tested”

“flexible”

“spontaneous”

“imperfection”

“unusual and unpredictable”

“aware of its rules, followed or broken”

Rigidity  vs  Spontaneity

“reliant on humans”

“controlled by humans”

“dependent on programming”

“no independent development”

“helpful and useful”

“personal thoughts without external input”

“thinks and decides for itself”

“will to self-determination”

“pursues own purpose”

“taking responsibility”

Controlled  vs  Independent

“reactive to stimuli”

“reacts to surroundings”

“interacts with me”

“moves”

“reacts like a living being”

“self-awareness”

“aware of situation”

“aware of being alive”

“sentient”

“awake”

Interaction  vs  Experience

“decision making”

“intelligence”

“knowledge”

“thinking and analysing”

“beyond impulse and reflex”

“emotions”

“pain and hurt”

“feels”

“love”

“feel like a human/animal”

Thinking  vs  Feeling

“impossible”

“artificial and fake”

“not applicable”

“unbelievable”

“just a robot”

“more advanced”

“equally valid”

“limited and less complex”

“colder and logical”

“an evolutionary leap”

Denial  vs  Speculation

Figure 4: The fve dynamic tensions are shown in their opposing categories. Key underlying concepts from the participant 
data characterise each category e.g. Denial summarises concepts such as “impossible”, “artifcial and fake”, “not applicable”, 
“unbelievable”, and “just a robot”. 

On the other side, some comatose patients and patients with 
‘locked-in’ syndrome have subjective experience despite being un-
able to interact with the outside world [106]. These patients’ brain 
activity can be comparable to that of non-patients [107], yet they 
cannot physically respond to external stimuli. An analogous tech-
nological example could be a ‘conscious’ computer or GPU, that 
does not have the ability to display output on a screen; it may have 
experience but cannot express it. Hence, while the traits of experi-
ence and interactivity initially appear to be intrinsically linked, a 
more complex dynamic relationship hides between the two. 

5.4 Controlled versus Independent 
Some participants perceived machine consciousness as being ulti-
mately controlled by and dependent on people. This could either be 
understood as machines being inevitably programmed by humans, 
or always submissive to human wishes and desires. This stands in 
contrast to other conceptualisations of consciousness, which were 
often associated with the ability to think and make decisions for 
oneself. Participants also mentioned that a conscious actor must 
also take responsibility for their actions. Before attributing con-
sciousness to a machine, the participants may need evidence that 
a machine can think independently and have sovereignty over its 
own thoughts, actions, purpose and opinions. 
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As technologies are currently designed, built, and deployed by 
humans for their own will, for some people they may never achieve 
true self-determination. For people that prize independence from 
the authority and control of others, this could prevent them from 
perceiving machines as conscious. In this way, the tension between 
control and independence could motivate the denial of machine con-
sciousness. However, other participants do not see independence 
as critical to consciousness, and even cite the risks of technological 
slavery, where a conscious machine could be subjected to work 
against their will. For these participants, denying machines the 
rights that other sentient beings are aforded could be a moral in-
junction. A further implication of the tension between control and 
independence is the status of machine learning (ML) as a form of 
‘programming’. While a developer determines the input for black-
box machine learning, the output is the product of abstract sta-
tistical associations, largely impenetrable to human understand-
ing [102]. Even some experts see the capabilities of these computa-
tions as inherently magical or enchanted [13]. These interpretations 
of ML-derived intelligence could cause individuals to perceive AI 
as acting independently from human determination. In this case, 
an AI may be developed by humans, and put to use by humans, 
but their analyses and insights could be considered products of 
conscious, independent thought. 

5.5 Rigidity versus Spontaneity 
For some participants, consciousness was associated with rule-
abiding diligence and carefulness. Participants placed prominence 
on individuals’ moral principles, in particular that of not harm-
ing others, as well as having a careful, ‘conscious’ approach to 
tasks. These suggest that maintaining rigid discipline, consistency, 
and moral integrity may be associated with the perception of con-
sciousness in humans. Acknowledging the technological nature 
of machine consciousness, some participants perceived machine 
consciousness as being pre-defned and programmed. To these par-
ticipants, machine consciousness would be carefully designed to 
follow rules and instructions, and showing rigid responses to stim-
uli. 

However, other participants highlighted spontaneous, expressive 
and fexible action as an indicator of consciousness, in both people 
and machines. In machines, evidence of imperfection, making small 
mistakes, and breaking of rules could be considered criteria for 
PMC. If a machine could demonstrate an awareness of it’s rigid 
programming, and managing to transcend or break these rules, this 
could be a strong indication of consciousness in machines for some 
people. 

While the previous dynamic tension described the relationship 
of consciousness with authority, control and independence, this 
tension instead demarcates the tension between the conscious ef-
fort required to stick to one’s rules and principles rigidly, and the 
creative spontaneity needed to break rules and act unpredictably. 
If principled behaviour is a conscious trait in humans, but sponta-
neous rule-breaking behaviour is associated with consciousness in 
machines, perhaps rigidity and spontaneity implicate these entities 
diferently. Either way, it could be argued that to show unpredictable 
and rule-breaking behaviour, a baseline of normal rigid behaviour 

and rules to break is frst required. Hence, these two concepts are 
in dynamic tension. 

6 DISCUSSION 
While the prospect of machine consciousness has received increas-
ing attention in recent years, there has been no structured, empirical 
account of peoples’ perceptions of machine consciousness (PMC). 
To address this gap, we asked 100 layman to rate three currently 
available interactive systems (GPT-3, Alexa and a vacuum robot) 
by level of consciousness. We also asked about their conceptualisa-
tions of consciousness, both organic and technological, and the risks 
and opportunities presented by machines that appear conscious. 
Through this, we demonstrated that a majority of participants per-
ceive at least some level of consciousness in the example systems. 
Using the qualitative fndings, we have extracted and formulated 
a series of dynamic tensions within peoples’ perceptions of con-
sciousness. These dynamic tensions can be described in fve pairs 
of opposing concepts; Denial versus Speculation, Thinking versus 
Feeling, Interaction versus Experience, Controlled versus Indepen-
dent, and Rigidity versus Spontaneity. In this discussion section, 
we will discuss the opportunities and challenges aforded by our 
insights, both for theory and for the design of interactive systems 
in an era of PMC. 

6.1 Initiating Theory of PMC through Dynamic 
Tensions 

The fve dynamic tensions presented in this work represent the 
thoughts and ideas collected from 100 participants in an online sur-
vey. They are presented as an initial description of the conceptual, 
pragmatic and philosophical inconsistencies and relationships that 
enrich PMC, acting as a springboard for further discussion, analysis 
and theory. We hope that future work will extend understanding 
of these tensions and identify new ones. 

The dynamic tensions presented here are not thought to be 
mutually exclusive. They may mediate and infuence each other. For 
example, if someone denies the existence of conscious machines 
(subsection 5.1), and prioritises emotionality as a core element 
of consciousness (subsection 5.2), a machine designed to show 
emotions could be perceived as manipulative, fraudulent, or even 
just bizarre. For a machine under the control of a malicious actor 
(subsection 5.4), their inability to break free from these chains be 
seen as an example of infexible behaviour (subsection 5.5), and add 
further fuel to the denial of their consciousness (subsection 5.1). 

These reactions and counter-reactions between design and PMC 
should be of critical interest to HCI scholar and interaction de-
signers. Anticipating peoples’ attitudes to machines that appear 
conscious could infuence the design and deployment of interactive 
systems. Next, we describe some challenges for HCI and interdisci-
plinary collaborations that may emerge from the dynamic tensions 
present in peoples’ perceptions of machine consciousness. 

6.2 Challenges for HCI 
While the dynamic tensions above describe complexities within 
the phenomena of PMC, the following challenges speculate about 
the resulting interactional and societal implications that may fol-
low. The following list of challenges for HCI in an era of perceived 
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machine consciousness is by no means complete. Instead, they chal-
lenges are presented to highlight the wide-ranging consequences 
of PMC. While the challenges are certainly within the remit of HCI, 
the feld will not be able to address them alone. These challenges re-
quire interdisciplinary eforts to build multilateral solutions across 
law, politics, industry, philosophy, and many other felds. However, 
while these felds may be more concerned with the ontological 
reality of machine consciousness, we instead speculate on PMC. 
With this stance, we dismiss the thorny ontological dilemmas of 
other felds, while speculating on the interactive challenges in tech-
nological futures where we share our world with machines that 
appear conscious [6]. The data used in this paper is available to 
the research community to facilitate further analysis and kick-start 
interdisciplinary discussion that can prepare us for such a world. 

6.2.1 Hierarchy and (In)equality. Our results indicate that both 
sceptics and speculators of machine consciousness will be signif-
icant in number. With such distinct positions, we may expect a 
polarised and controversial discourse to emerge on the status of 
machines that are sometimes perceived as conscious. The impli-
cations for hierarchy and (in)equality between conscious entities 
present rich design spaces for HCI, who could build for a variety 
of positions on this issue. Some sceptics may show their convic-
tion in their denial of machine consciousness by arguing against 
equal rights for such machines, or even showing violence towards 
them ("I would never hurt something that could actually experience 
pain") [100]. Others may justify the use of machines because their 
consciousness is ‘lesser’ than that of humans, while others may 
lobby for equal rights for machines. This debate may also draw 
further attention to the status of other entities, such as animals and 
plants, in our society; perhaps an unexpected alliance between AI 
and livestock could emerge. There may be people who perceive 
machine consciousness as greater than that of humans, leading to 
respect, reverence, and perhaps (religious?) submission towards 
such machines. Politicians and leaders could leverage this to in-
crease their authority. Rather than speculating whether machine 
consciousness is lesser than or better than human consciousness, 
HCI should scrutinise the implications of these respective positions 
for interaction and their relative ethical integrity. 

6.2.2 Empathy and Relationship. Feelings and emotions were cen-
tral to many of our participants’ conceptualisations of conscious-
ness. As a result, we may expect people to build empathetic atti-
tudes and sincere relationships with machines that they perceive 
as conscious. Humans have capacity for an immeasurable number 
of types of relationship, including friendship, rivalry, romantic en-
tanglements, and professional. We can expect similarly complex 
formulations of relationships between humans and the machines 
they perceive as conscious. Some people may refuse to use machines 
they perceive as conscious because they feel guilty or immoral for 
using or enslaving them. Other people may feel it necessary to 
reward machines for their work and efort, raising questions of how 
we build a system of distributing value that works for both humans 
and machines. People may perceive robo-therapists as needing 
occupational therapy and support [133]. If a conscious-appearing 
machine breaks or is destroyed, people may grieve for it, prosecute 
for machine-slaughter, or even seek revenge. The availability of 
machines that appear as conscious could also cause changes in 

the perception of and demand for human-to-human relationships, 
which have diferent modalities. Depending on the sophistication of 
the machines, there may be a mismatch between users’ expectations 
of their machines and their actual ability to provide emotionally 
intelligent support. Rather than focusing on how machines feel or 
the mechanisms of machine emotion, HCI should mitigate the con-
sequences of empathetic liaisons between humans and machines, 
so that people are not let down emotionally by their machine com-
panions (or vice versa). 

6.2.3 Authorship and responsibility. Our fndings show that con-
sciousness is associated with an independence of thought and self-
derived purpose. If machines are perceived as conscious, it may 
be that they are attributed authorship and responsibility for their 
outputs. When this output is deemed useful or benefcial to society, 
machines may have to be included in trademark regulations, licens-
ing laws, and citation etiquette. Alternatively, when these outputs 
are deemed inappropriate, dangerous, or criminal, we may have 
to fnd ways to hold machines, and/or the people who use them, 
accountable for their actions. This challenge is not to create ma-
chines that can judge criminal behaviour, but to determine whether 
machines can be judged to have criminal behaviour. Without this, 
the ability of the legal system to address malicious actors may be 
questioned. In the past, the prosecution of non-human actors, such 
as dogs, asserted the importance of individual responsibility [122]; 
with the emergence of machines that can commit criminal acts, 
we may have to revisit our formulations of individual justice and 
retribution. Rather than wrestle with the origin of innovation and 
who or what should take the whole blame, HCI could focus on 
designing for the division of glory and the sharing of responsibility. 

6.2.4 Stewarding the Perception of Machine Consciousness. Re-
searchers hoping to develop ‘real’ machine consciousness should 
consider how this subjectivity will be portrayed in an interface. 
With a palette of traits that can lead to the perception of machine 
consciousness, interaction designers may be able to manipulate to 
what degree people perceive a system as conscious. There could be a 
scenario where designers are seen as denying a machine the chance 
to present as conscious, for example, through a lack of interactive, 
emotional, or spontaneous features. As explored above, there are 
major ethical, political and social consequences to the perception 
of machine consciousness, within which designers are directly im-
plicated. HCI scholars and interaction designers are stewards of 
the perception of machine consciousness in an interface. Our re-
sponsibility is not to defne the existence of machine consciousness, 
but to determine how and when it may appear, and leverage it for 
collective beneft. 

Rather than building machines that appear seamlessly and con-
sistently conscious, HCI could focus on revealing the multifaceted 
dimensions of consciousness, and so exposing the ‘seams’ of ma-
chine consciousness [15]. While some may see the decomposition 
of traits that trigger PMC as threatening the mystical or ambiguous 
essence of consciousness, it could also aford greater transparency 
for users. Machines that appear as conscious may be accompa-
nied by a list of components that make them appear so — ‘Alexa 
Edition 34.5 includes features of advanced search and explanation 
functions, emotional recognition and emulation, independence of 
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music preferences (techno-jazz), and spontaneous contextualised 
witticisms.’ 

At a collective level, HCI research could inform the development 
of regulation and policy surrounding PMC. Perhaps certain traits 
of consciousness will be deemed appropriate in particular contexts, 
such as feeling in robo-poets or android nurses, or spontaneity in 
machine comedians and AI improvisers. In other scenarios, traits 
of consciousness may be deemed inappropriate, such as indepen-
dence or spontaneity in machines designed to carry out rituals or 
dangerous procedures. To develop and fnd evidence for these prin-
ciples, HCI could join forces with legal experts and international 
regulatory bodies. Through an explicit focus on the real, observable 
phenomena of PMC, HCI can guide and explain the perception of 
consciousness in individual machines and at a collective level. 

7 CONCLUSION 
HCI must intellectually prepare for a future inhabited by machines 
that are perceived as conscious. Importantly, we make the case 
that the perception of machine consciousness is more critical for 
HCI than the ontological existence of machine consciousness. Sim-
ilarly to past research achievements stimulated by the vision of 
Ubicomp [99], we show how studying machine consciousness right 
here, right now, is a means for HCI scholarship to grow and demon-
strate relevance. To jump-start an HCI discourse on the perceptions 
of machine consciousness, we conducted a survey which showed 
that people already ascribe a degree of consciousness to existing 
technologies. Based on the results of the survey, we found that peo-
ple exhibited a range of attitudes towards machine consciousness, 
ranging from reverence to denial. We present fve dynamic ten-
sions which ofer the necessary perspective to study the confations 
and contradictions inherent in the study of machine consciousness. 
Next, we contribute four challenges for HCI in an era of possible 
machine consciousness: Hierarchy and (In)equality, Empathy and 
Relationship, Authorship and Responsibility, and Stewarding the 
Perception of Machine Consciousness. Our empirical and theoreti-
cal contributions provide a catalyst for HCI to build an important 
and relevant voice in the wider debate on machine consciousness. 
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