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Abstract

Organic semiconductors have attracted great interest as candidate materials for solar cells, light-

emitting diodes and other photonic applications. The performance of such devices depends upon

the spectral range and strength of the optical absorption, as well as other material properties.

Optical transition energies and strengths are controlled in turn by the chemical structure of

the (macro)molecule and its conformation; however, the large conformational phase space of

conjugated polymers means that the chemical structure – optical property relationship is not

trivial to determine. In the solid state, the conformations and interactions of the molecules are

a function of process conditions and hard to control, and yet they control the optoelectronic

properties of the material. Whilst many studies have sought to develop and validate compu-

tationally efficient methods for prediction of transition energies, relatively few have addressed

prediction of transition strength. Methods such as time dependent density functional theory

are widely used to complement experimental studies but are too computationally expensive to

access the length scales required to fully explain the observed structure-property relationships,

especially for polymers with large repeat units or complex phase behaviour. Coarse-grained

models of optical properties such as tight-binding exciton models can be used to examine

the structure-property relationships at longer length scales, but these use approximations to

the electron-hole interactions that do not accurately reproduce the experimentally observed

trends in absorption strength as a function of molecular structure. I therefore implement a

coarse-grained model using parameters from ab initio calculations as a tool to further our un-

derstanding of the relationship between the conformation of pi-conjugated macromolecules and

their optical properties. I apply this approach to study two conjugated polymers and show how

effects of conformational changes on their optical absorption spectra can be linked to changes

in the parameters that characterise the electronic intermonomer interactions in the model.
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Chapter 1

Introduction

1.1 Organic electronic materials for optoelectronics

Macromolecular electronic materials such as conjugated polymers have attracted great interest

for optoelectronic applications, such as light emitting devices, solar cells and photodetectors,

partly because of the ability to tune the optical absorption and emission spectra via chemical

design. In addition, the relatively narrow transition bandwidth and the fact that in many, if

not most, systems the lowest electronic transition is optically allowed lead to a relatively sharp

absorption edge which is useful in e.g. light emission applications.

Whilst many studies have addressed the development and validation of methods for prediction

of transition energies, relatively few have addressed prediction of transition strength. Yet tran-

sition strength, quantified as oscillator strength, is important in controlling the luminescent

efficiency of LEDs, the photocurrent of solar cells and photodetectors and the optimum layer

structure for any such device. One of the challenging aspects of studying the properties of poly-

mers is that they are amorphous or at best semicrystalline, and their morphology is determined

by a complex interplay between the material’s chemical structure and processing conditions.

Therefore, a central question in the field of organic semiconductors is how processing condi-

tions control the morphology, and how the morphology in turn controls the properties of the

material. This means that to understand and predict the optical properties of macromolecular

21
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materials we need computationally efficient models that account for the shape and chemical

structure dependence of optical transitions in molecules of some tens or hundreds of atoms,

which is challenging to model due to effects at different length scales.

The morphology of conjugated polymers has been widely studied using statistical mechanics

models [1][2][3][4][5], and some of these studies also analyse the effects of the material’s mor-

phology on its functional properties. However, much of the work has focused on the effect

of microstructure on the material’s charge transport[4][6][7][8], or - if optical properties are

considered - the studies focused on understanding the effect of polymer conformation on the

transition energies [9][10] or vibronic structure [11][12][13][14][15][16] of the optical spectra. The

majority of the published optical spectra of conjugated polymers are normalised, and only very

few studies consider the absolute absorption strength, such as the work by Vezie et al. [17].

1.2 Predicting absorption strength

The key quantity determining the optical absorption strength is the set of oscillator strengths

of the excited state transitions of a molecule or molecular segment, which directly control the

absorption strength of the molecular material. At a very simple level transition energy and

oscillator strength can be estimated from the energies and symmetries of the highest occupied

and lowest unoccupied molecular orbital as obtained from a calculation of the ground state of

the system. More reliable estimates require a calculation of the excited states of the system,

usually in the basis of the molecular orbitals and taking into account the distribution of the

transition oscillator strength over multiple initial and final vibrational modes of the system. The

state space for such calculations soon becomes huge and calculations correspondingly expensive,

thus methods typically involve a compromise between accuracy and scale.

For reference, a conjugated segment of a polymer or oligomer could contain a few hundred

carbon and other atoms in the conjugated backbone. To investigate the effect of molecular

conformations explicitly we need to be able to compare the optical response of such segments

in many different conformations, and this is very computationally expensive for commonly used
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ab initio methods such as time dependent density functional theory (TDDFT). To access larger

systems, therefore, we need some form of coarse-graining whereby the properties of individual

monomers or molecular sub-units, constructed from an atomistic description of the monomer,

are used to build a Hamiltonian that embodies a description of the excited states of a molecule

or an oligomer. One relatively simple approach is to use a Frenkel exciton model where excited

states of the system are found using a tight-binding Hamiltonian in a basis of singly excited

states of the monomers. However, challenges to such an approach are finding a way to include

effects of the chemical structure and relative geometry of the building blocks, and incorporating

charge transfer character of the excited states.

A better understanding of the relationship between the morphology of organic semiconductors

and their optical properties is necessary to design and develop higher performing solar cells.

A lot of studies in this area [9][10][11][17][18] complement experimental studies with computa-

tional methods such as TDDFT that are too computationally expensive to access the length

scales required to fully explain the observed structure-property relationships. Another group

of studies [12][13][14][15][16][19][20][21][22] use coarse-grained models to examine the structure-

property relationships at longer lengths scales, but these use approximations to the electron-hole

interactions that do not accurately reproduce the experimentally observed trends in absorption

strength as a function of molecular structure.

1.3 Thesis objective

My thesis will focus on contributing to this particular gap of knowledge on the property-

structure relationship of conjugated polymers - understanding how conformational changes of

a polymer affect the absorption strength, and thus the efficiency of an organic solar cell. I

propose that in order to further our understanding in this area it is necessary to implement

a coarse-grained model with a more rigorous treatment of electron-hole interactions. In this

thesis I apply a coarse-grained approach - configuration interaction singles in a basis of Wannier

functions - to study the conformation dependent optical absorption properties of conjugated
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polymers. The key objective of this thesis is developing a modelling framework that can be

used to obtain the model parameters from ab initio calculations and illustrate how this enables

addressing questions around structure-property relationships of π-conjugated materials and

ultimately aid in the design of new high absorbing materials for organic solar cells.
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Chapter 2

Theoretical background

In this chapter I review the relevant theoretical concepts and background literature supporting

the research goals of this thesis. Firstly, I introduce the basic electronic structure concepts

that are used to describe the optical properties of conjugated polymers. I then give a short

review of the mechanism for photocurrent generation in these materials. Next, I provide an

overview of the importance of morphology when studying conjugated polymers, as well as a

short review of how optical properties are quantified, measured and modelled using different

approaches. Finally, I bring together literature studying the structure-property relationship in

polymers and small molecules using a variety of methods, and state what the goal of this thesis

is in the context of these studies.

2.1 Electronic structure of organic semiconductors

Before reviewing different approaches of calculating the optical properties of conjugated poly-

mers (CPs), we need to take a step back and look at the electronic structure of these materials.

Organic semiconductors are based on carbon, which in its ground state has six electrons. In

atomic carbon two of the electrons are in a 1s orbital, two are in a 2s orbital and the remaining

two occupy two of the three 2p orbitals. However, when carbon is not in its elementary atomic

form, one of the electrons from the 2s orbital is promoted to the third unoccupied 2p orbital.

27
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When this happens, the singly occupied 2s orbital mixes with one or more 2p orbitals forming

hybrid orbitals. When the 2s orbital mixes with all three 2p orbitals, the resulting hybrid

orbitals are referred to as 2sp3 orbitals. This is what happens when the molecule ethane is

formed, where one of the 2sp3 hybrid orbitals forms a σ-bond with a 2sp3 orbital of a second

carbon atom and the remaining three 2sp3 orbitals form σ-bonds with the 1s orbital of a hydro-

gen atom (figure 2.1a). In the case of ethene, the 2s orbital mixes with two of the 2p orbitals

forming three 2sp2 hybrid orbitals, which form σ-bond with one 2sp2 orbital of another carbon

atom and two hydrogen atoms. The third 2p orbital forms a π-bond with the 2p orbital of the

second carbon atom (figure 2.1b). Similarly, in the case of ethyne, often referred to as acetylene,

the 2s orbital mixes with one of the 2p orbitals creating two 2sp hybrid orbitals, which form

σ-bonds with the 2sp orbital of carbon and the 1s orbital of hydrogen, and the two remaining

2p orbitals form two π-bonds. The σ- and π-bonds described here are usually referred to as

molecular orbitals.

Figure 2.1: Combination of (a) sp3, (b) sp2 and (c) sp hybridised carbon atoms yielding ethane,
ethene and ethyne, respectively. Taken from [1].

In order to study the optical properties of these materials, we need to find out what energies

these molecular orbitals have. There are many ways to calculate the energies of molecular

orbitals at different levels of accuracy, some of these will be reviewed in chapter 3. Figure 2.2

contains a qualitative picture of the energy levels in ethene showing the atomic orbitals 1s,

2sp2 and 2p of both carbon atoms and the corresponding bonding (σ, π) and anti-bonding (σ*,
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π*) molecular orbitals approximated by linear combination of atomic orbitals (LCAO). Filling

up the molecular orbitals with the eight electrons from the carbon-carbon bonds starting from

the lowest energy orbitals, we find that the highest occupied molecular orbital (HOMO) is

the bonding π-orbital and that the lowest unoccupied molecular orbital (LUMO) is the anti-

bonding π*-orbital. The HOMO and LUMO, together often referred to as the frontier orbitals,

play a crucial role in the optical processes of π-conjugated materials due to the relatively small

energy gap between the π and π* molecular orbitals. This allows π → π* transitions to occur

by absorbing light in the visible range of the spectrum and thus making these materials well

suited to applications based on light absorption and emission.

Figure 2.2: Energy level diagram showing the formation of bonding and anti-bonding σ- and
π-orbitals between the two carbon atoms in ethene (the carbon-hydrogen bond orbitals are
omitted). Taken from [1].

2.2 Photocurrent generation in organic semiconductors

The mechanism for photocurrent generation in organic photovoltaic (OPV) devices is more

complex than in inorganic solar cells, as the low dielectric permittivity of organic semiconductors

causes a large Coulomb barrier for the photoexcited states to dissociate into separate electrons

and holes. To address this most OPV devices use a heterojunction of two different materials

with offset energy levels, so that the charge-transfer (CT) state between the donor material and

the acceptor material is energetically more favourable than an exciton state localised on either
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the donor or the acceptor material. The photocurrent generation mechanism is illustrated in

figure 2.3 and can be generally separated into the following steps[2][3]:

• the absorption of a photon and subsequent generation of an exciton - a bound localised

electron-hole pair - typically in the donor material (left in figure 2.3),

• the transport or diffusion of this exciton to an interface between the donor and acceptor

materials,

• the transition from a localised exciton state to an excited charge-transfer state based

on both the donor and acceptor materials, typically the electron from the donor LUMO

transfers to the acceptor LUMO (centre of figure 2.3),

• thermal and electronic relaxation of the charge-transfer state (top centre in figure 2.3),

• and, finally, the transition from the charge-transfer state to a separated charge pair, with

the electron in the acceptor material and the hole in the donor material (right in figure

2.3).

Figure 2.3: Electronic states in the photocurrent generation mechanism in an organic photo-
voltaic device, taken from [3].
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The focus of this thesis is to better understand the first step - the absorption strength of organic

semiconductors. However, it is worth considering it in the context of the photocurrent gen-

eration process, as studies focusing on understanding exciton diffusion and charge separation

use similar approaches to those studying the photoexcitation step. A lot of work has gone into

developing model Hamiltonians to characterise the low energy excitons that are involved in

the photocurrent generation in conjugated polymers[4][5][6][7][8][9][10][11], and many of these

models have been extended to incorporate the effects of conformational disorder on the exci-

ton delocalisation along a polymer chain[12][13][14][15][16][17]. Model Hamiltonians have also

been developed and used to study the exciton delocalisation in molecular crystals[18][19][20],

as well as the effect of incorporating interchain interactions when modelling semicrystalline

polymers[21][22]. Furthermore, there has been a significant amount of work on modelling the

optical absorption and photoluminescence spectra of conjugated polymers in order to link spec-

tral signatures to conformational disorder[12][14][16][17][22][23][24] and coupling to vibrational

modes[10][21][22][24][25][26][27]. The different types of model Hamiltonians used in the studies

referenced above are described in more detail in section 2.4.3, and section 2.5.3 gives some detail

on how conformational disorder and aggregation is incorporated into these model Hamiltonian

approaches.

2.3 Morphology of organic semiconductors

The photoactive layer of an organic solar cell can exhibit very complicated morphologies, as it

usually consists of a blend of different conjugated materials and additives. This thesis is limited

to describing the properties of single polymer or small molecules phases without any additives.

There are different length scales to consider when discussing the structure, or morphology, of

π-conjugated materials. I will divide all the quantities describing the morphology of a polymer

chain into two length scales: molecular scale and polymer chain scale.

1. Molecular scale: coplanarity and colinearity described by dihedral and bond angles (figure

2.4a) between successive subunits in a monomer or between monomers. These are affected
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by the molecular structure of the backbone, as well as the side-chains.

2. Polymer chain scale: different arrangements of dihedral and bond angles give rise to

different conformations of a polymer chain or a group of chains. The final structures

can be crystalline, semi-crystalline or amorphous, which can further be classified into

conformational classes, such as rigid rod, toroid, globule or random coil (figure 2.4b).

Some quantities of interest at this length scale are the radius of gyration and end-to-end

distance of a polymer chain, as well as persistence length, which will be discussed in more

detail in further sections. Additionally, the nature of interchain interactions is important

at this length scale, such as π-stacking and hydrogen bonding.

(a)
(b)

Figure 2.4: (a) The dihedral angle between the two aromatic units is measured between the
plane defined by the points A, B and C (blue) and the plane defined by B, C and D (orange),
whereas the bond angle is defined between the bond direction vectors ~u between the neighbour-
ing units. (b) Typical conformations of a 100-mer generated by Monte Carlo Simulations [28],
the conformational classes are denoted by I: random coil, II: molten globule, III: toroid, IV:
rod, V: defect-coil and VI: defect-cylinder.

Atomistic or coarse-grained Monte-Carlo (MC) or molecular dynamics (MD) can be used to

study different amorphous conformations [29] and crystalline phases [30] of polymers and deter-

mine their persistence lengths [31]. Additionally, MD can also be used to obtain bond length,

dihedral angle and bond angle probabilities and radial distributions [32]. A polymer’s con-

formation can also be related to the structure at the molecular scale by either modelling the

distribution of dihedral angles and studying how coiled the resulting polymer is [33], or by

performing MD calculations on polymers with different molecular structures and classifying
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the resulting structures into conformational classes, as was done by Jackson et al. [34]. They

concluded that backbone linearity on the molecular scale is fundamental to obtaining ordered

conformational structures, and consequently crystalline materials. However, they also note that

this is highly dependent on the choice of sidechains, which were not considered in this study.

An important concept when discussing optical properties of CPs is a chromophore, which can

be defined as the part of the polymer chain that absorbs or emits light. Marcus et al. [17]

give a short review of different methods of quantifying the size of a chromophore, which is

often equated to conjugation length. The conjugation length is defined in different ways by

different authors, but is mostly related to the dihedral angles between neighbouring units.

Earlier approaches interpreted the conjugation length as the length between two abrupt flips in

a polymer chain by assigning a certain critical dihedral angle [35] or modelling the energetics of

breaking particular hydrogen bonds that lead to rotations of single bonds, which in turn break

the conjugation of the chain [13]. A different approach was taken by Chang et al. [23] who

took the conjugation length to be a Gaussian variable and determined the centre and width of

the distribution by fitting the theoretical spectra to experiment, where the theoretical spectra

are obtained by adding the individual spectra of the conjugated units. A different treatment of

these conformational features was taken in an early study by Rossi et al. [15] who determine

the bond vectors ûi and normals to the subunit planes σ̂i by considering the torsional potentials

for different structures. They then define the bond correlation length λp, which is analogous

to persistence length, in terms of the bond vector of the first unit in the chain û0 and the last

unit ûL in a chain of L units 〈
û0 · ûL

〉
∼ e−L/λp . (2.1)

Additionally, they define the conformational conjugation length λc in terms of the unit vectors

perpendicular to the planes of the subunits σ̂0, σ̂1,...,σ̂L

〈
(σ̂0 · σ̂L)2

〉
−
〈
(σ̂0 · σ̂L)2

〉
0
∼ e−L/λc , (2.2)

where
〈
(σ̂0 · σ̂L)2

〉
0

is the value of
〈
(σ̂0 · σ̂L)2

〉
when all the allowed motions of the bonds are

unhindered. A more recent approach is described by Zhang et al. [36], where the persistence
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length mean-square end-to-end distance of semi-flexible polymers is estimated both analytically

and numerically from dihedral angle distributions. The main advantage of this approach is

that it is very general and is thus not limited to only simple polymer structures and can treat

complicated copolymers.

2.4 Optical absorption of organic semiconductors

I will first define the relevant quantities to describe optical absorption strength both on a

molecular scale and a macroscopic scale, then briefly outline the main methods of experimen-

tally measuring absorption spectra. Finally, I will outline quantum chemical methods used to

calculate optical properties and review different coarse-grained models to capture the optical

properties of conjugated polymers (CPs).

2.4.1 Quantifying Absorption Strength

The net transition rate between two states is given by Fermi’s golden rule

Γi→f = 2π|Mif |2gigf (fi − ff )δ(ω0f − ω0i − ωa), (2.3)

where gi and gf are the degeneracies and fi and ff are the occupancies of the initial and

final state, respectively, the difference between ω0i and ω0f is the resonant frequency of the

transition from the initial to the final state and ωa is the frequency of the absorbed photon.

Mif is the matrix element of the transition and quantifies the quantum system’s response to

the perturbation of the incoming light wave

Mif = 〈ψf |H ′ |ψi〉 , (2.4)

where H ′ is the light-atom interaction Hamiltonian and ψi and ψf are the wavefunctions of the

initial and final state. In the electric dipole approximation, it is assumed that the wavelength of
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the incoming electromagnetic wave is much larger than the size of the system under investigation

and the electric field ~E = ~E0e
−iωt can be treated as constant in space, which allows expressing

the perturbation caused by the incoming electromagnetic wave as

H ′ = −e~r · ~E0. (2.5)

Therefore, it can be shown that Mif is directly proportional to the transition dipole moment

~µif

Mif = ~E0 · 〈ψf | − e~r |ψi〉 = ~E0 · ~µif . (2.6)

Finally, the oscillator strength can be expressed in terms of ~µif and the angular frequency of

the transition ωif , which for isotropically oriented molecules is given by [37]

fif =
2mωif

3h̄
|~µif |2. (2.7)

Clasically, discrete optical transitions can be modelled as the response to an electromagnetic

field of Lorentz oscillators of resonant frequency equal to the transition frequencies. Then the

relative permittivity can be expressed as a function of angular frequency ω according to

εr(ω) = 1 +
Ne2

ε0m0

∑
j

fj
(ω2

0j − ω2 − iγjω)
, (2.8)

where N is the number of oscillators per unit volume, and fj, ω0j and γj are the oscillator

strength, resonant frequency and damping coefficient of the j-th contributing transition. The

relative permittivity is easily relatable to other optical properties of interest via the complex

refractive index

ñ = n+ iκ =
√
εr, (2.9)

where n is the real part of the refractive index and κ is the extinction coefficient, which is

directly related to the absorption coefficient

α =
4π

λ
κ, (2.10)
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where λ is the wavelength of light in free space.

Many different quantities are used to measure optical absorption strength experimentally, in-

cluding κ and α, as well as the optical density O.D. and the decadic attenuation coefficient εd,

which are related to the transmitted intensity of light according to

I = I0 × eαz = I0 × 10−O.D. = I0 × 10−εdcz, (2.11)

where I0 is the initial light intensity, z is the distance travelled through the absorbing medium,

and c is the concentration of the absorbing species usually given in units of g.L−1 or mol.L−1

to obtain the mass or molar attenuation coefficient, respectively.

Vibronic Features in Optical Spectra

In organic materials the transition between two electronic states is usually accompanied by

a change in the nuclear motion. It is convenient to visualise vibronic transitions (involving

electronic-vibrational coupling) with the aid of molecular configuration diagrams, which plot

the energy of two electronic states with respect to a generalised coordinate Q associated with

a local normal mode. In the case of a diatomic molecule, Q is simply the separation of the two

atoms. The Franck–Condon principle as well as the resulting absorption and emission spectra

are shown schematically in figure 2.5.
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Figure 2.5: According to the Franck–Condon principle the absorption of a photon causes a
transition from the ground state to the electronic excited state at Q0, followed by a vibrational
transition to the equilibrium state at Q′0. The subsequent emission of a photon returns the
system to the electronic ground state, and finally, a vibrational relaxation process reverts the
system back to its original ground state at the equilibrium position Q0. Figure reproduced
from Fox [37].

The energy of the absorbed and emitted photons are given by

h̄ωa = h̄ωvert + neh̄Ωe (2.12)

and

h̄ωe = h̄ωvert − ngh̄Ωg, (2.13)

where ωvert is the vertical transition frequency, ng and ne are the number of excited vibrational

quanta and Ωg and Ωe are the vibrational frequencies of the occupied ground and excited

states, respectively. Different vibronic transitions are usually denoted by ng − ne, for example,

0-1 stands for the transition between the ng = 0 vibrational level of the electronic ground state

and the ne = 1 vibrational level of the electronic excited state.

As the timescales of vibrational transitions are much longer than electronic transitions, it

is possible to invoke the Born–Oppenheimer approximation and separate the electronic and

vibrational contributions to the vibronic wavefunction according to

ψi,n(~r,Q) = ψi(~r)φn(Q−Q0), (2.14)

where i denotes the electronic level and n denotes the vibrational level occupied by the electron.
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The relative heights of the absorption and emission peaks shown in figure 2.5 can be estimated

by comparing the quantum transition rates Γi→f between different vibronic transitions, which

are proportional to the square of the matrix element

|Mif |2 ∝ | ~µif |2 × | 〈φn1|φn2〉 |2. (2.15)

The electronic component of the wavefunction gives rise to the transition dipole moment, which

will be the same for all the vibronic transitions between the same electronic states. Hence, it

is clear that the relative contribution of each vibronic transition to the optical spectra will

mainly be determined by the square of the overlap integral of the initial and final vibrational

wavefunctions, commonly referred to as the Franck–Condon factor

Fn1n2 ≡ | 〈φn1 |φn2〉 |2. (2.16)

By invoking several approximations, such as expressing the vibrational wavefunctions as simple

harmonic oscillator states centered at the equilibrium coordinates Q0 and Q′0, it is possible to

obtain an analytical expression for Fn1n2 , generally referred to as the Huang-Rhys [38] parameter

and is given by

S =
(Q′0 −Q0)

2

2(h̄/µΩ)
, (2.17)

where µ and Ω are the mass and angular frequency of the vibrational oscillator.

The relative strengths of vibronic transitions (especially 0-0 versus 0-1) and their dependence

on disorder and aggregation has been explored in many studies [17][24][25][21]. However, in

my work I focus on the effect of polymer conformation on the absorption strength of only the

electronic transitions with the aim to study how changing a polymer’s morphology changes the

total area under an absorption peak instead of its vibronic features.
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2.4.2 Measuring Optical Properties

As the focus of this project is on calculating the optical properties of polymers, only a few

relevant experimental methods will be mentioned, a more thorough discussion can be found

elsewhere[39]. The most common way of measuring the optical properties of conjugated ma-

terials is UV/visible transmission spectroscopy, which can be used to measure the absorption

spectra for materials both in solution and in films. Typically, the measurement is recorded in

terms of transmittance T = I/I0, and the data can then be processed into different quantities

of interest, as shown in equation (2.11). Another useful method is ellipsometry, which measures

the change in polarisation of a reflected or transmitted light beam through a sample and is used

to determine the complex dielectric function of the film.

2.4.3 Coarse-Grained Model Studies of Optical Properties

I will first review different methods of modelling the exciton delocalisation along a polymer chain

due to intrachain interactions. These models can be expressed in a localised Frenkel exciton

basis, an electron basis or an electron and hole basis. Then I will briefly review approaches to

include interchain interactions, which affect the optical properties when two polymer chains or

two chromophores on the same chain are close enough together.

Intrachain interactions

Early Frenkel Exciton (FE) Hamiltonians [5] consider only the ground state and one excited

state of a given atom and express the energy of the system in terms of the energies of the

localised FE (an electron promoted to the excited state from the ground state on the same

atom) and their interaction energies. This is the general framework that FE Hamiltonians

follow, but instead of atoms, the basis is mostly chosen to be monomer units. Barford and

Marcus [11] use the following form of the Frenkel-Holstein Hamiltonian (the vibronic coupling
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terms have been omitted below, as I focus only on the electronic transitions in this thesis)

HFH =
∑
n

εnâ
†
nân +

∑
n

Jn,n+1(â
†
n+1ân + â†nân+1) (2.18)

where â†n (ân) creates (destroys) a Frenkel exciton on monomer n, εn is that monomer’s transi-

tion energy and Jn,n+1 is the excitonic coupling between excitons on neighbouring units. The

exciton transfer integral, which is composed of a through-bond (superexchange) JSE and a

through-space (dipole-dipole) JDD, which can be expressed as

JSE = − 2t̃2

(Ũ − Ṽ − 2X̃δSO)
, (2.19)

where t̃ is the electron transfer integral, Ũ and Ṽ are the intra and inter monomer Coulomb

repulsion terms and 2X̃ is the singlet-triplet interaction energy, and

JDD = − 2µ2
1δSO

4πεrε0d3
, (2.20)

where µ1 is the transition dipole moment of the Frenkel exciton on a monomer and d is the

repeat unit distance. Many studies use Hamiltonians similar to the one in (2.18) to study effects

of disorder or different conformations [17][23][25][24] mainly by introducing a conformation

dependence to the excitonic coupling. The FE model can also be used to estimate quantities

relating to the chromophore size by treating J as a Gaussian variable with a temperature

dependent variance and quantify the localisation of an exciton in terms of local exciton ground

states[16], as introduced by Malyshev and Malyshev[7]. This is a more rigorous treatment of

chromophore size than discussed previously, as it also takes into account the coupling strength

between units not just their relative orientation, as was done by Rossi et al. [15].

Another group of effective Hamltonians used to study the optical properties of conjugated

polymers are models that use π electron orbitals as their basis, including the Hückel method

and its variations[13][15][14][12], as well as the Pariser-Parr-Pople (PPP) Hamiltonian[8][6]. The

general form of these models can be given by the simplified Born-Oppenheimer Hamiltonian
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for the π electrons

Hπ
BO =

∑
i

εiNi −
∑
iσ

ti(c
†
i+1σciσ + c†iσci+1σ) + U

∑
i

Ni↑Ni↓ +
1

2

∑
i 6=j

VijNiNj + Vn−n, (2.21)

where εiNi gives the energy for all electrons in the i-th orbital, ti describes the transfer of an

electron with spin σ from site to site, UNi↑Ni↓ and VijNiNj are the Coulumb interaction energies

for electrons on the same and different sites, respectively, and lastly Vn−n is the screened nuclear-

nuclear interaction. There are several studies on how to best capture the electron-electron

interactions in terms of determining parameters [40] and what effect different electron-electron

interactions have on the binding energy of the exciton [41].

Finally, I am also considering models that express the Hamiltonian in a basis of electrons and

holes, often referred to as the two-state molecular orbital model. One major advantage of this

approach is that it scales very well with system size, as there will always be only two particles in

a basis function, as all the other electrons in the system are treated implicitly. Several studies

[42][9][10][26] use this approach to study the properties of excitons in conjugated polymers,

where the Hamiltonian is of the form

Heh = εe + εh +
∑
i

(tec
†
i+1ci + thd

†
i+1di + h.c.) +

∑
ij

Vijc
†
icid

†
jdj, (2.22)

where c†i and ci (d†i and di) are the electron (hole) creation and annihilation operators, εe and εh

are the energies of the electron and hole, te and th are the electron and hole hopping integrals,

and Vij is the interaction energy between an electron on the i-th monomer and a hole on the

j-th monomer.

Interchain interactions

The effect of interchain interactions on the optical properties of CPs can be studied by con-

sidering the approaches used to model the excitonic interactions in molecular crystals. Early

work includes the exciton model for molecule pairs by Kasha et al. [18] who looked at energies

and transition strengths of pairs of molecules, and Rhodes [19] who also treated hypochromism
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(increase in absorption strength) for pairs of emitters. These can also be seen as a basis for the

FE models described in the beginning of this section, which are also used to study excitons in

molecular crystals [20].

An interesting study to highlight was carried out by Yamagata and Spano [21] who use a

Holstein-based Hamiltonian to study PDA and P3HT chains, focusing on both intrachain and

interchain coupling of excitons. For polydiacetylene (PDA) they consider two semiconductor

chains next to each other, where each chain is described by an effective particle-hole Hamilto-

nian, such as the one in equation (2.22), which includes the intrachain coupling (electron and

hole hopping integrals), and the total Hamiltonian consists of the two effective Hamiltonians

for each chains and a coupling term Jinter, which is the interchain excitonic coupling introduced

in equation (2.18). For P3HT they use a Frenkel exciton Hamiltonian for both the intrachain

part and the interchain coupling. Yamagata et al. [22] then complement the same model by

including a disorder Hamiltonian term. The focus of both studies were the vibronic features in

the resulting spectra and how varying the different coupling terms affect these.

2.5 Relating morphology to optical properties

2.5.1 Experimental studies

P3HT is one example of a polymer whose structure-property relationship has been widely

studied. A good review on different approaches and studies on the optical spectra of P3HT in

different morphologies is given by Tremel and Ludwigs[43]. A typical study involves observing

the change in optical spectra of the polymer solution or film after changing the processing

conditions, such as solvent or molecular weight[44][45]. In these studies the morphology is

most often inferred from the vibronic features of the measured spectra, as the ratio of the

vibronic peaks can be related to the excitonic coupling strength and exciton coherence length

using Spano’s model for polymer aggregation. A different approach is taken by Koch [46] who

measured optical spectra of semicrystalline 3HT oligomers, whose structures were determined
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using X-ray diffraction. The effect of morphology on the optical properties can also be studied

using single molecule photoluminescence (PL) spectroscopy, which has been done by Thiessen

et al. [47], who studied how the energetic disorder of chromophores in P3HT are related to

the material’s final morphology, as well as Baderschneider et al. [48] who studied the effect of

conjugation length on the electron-phonon coupling. Finally, a very different study is performed

by Chung et al. [49] who measure both the persistence length and absorption strength of

poly(dialkylsilane)s experimentally and thus establish an empirical relationship between the

two quantities, and they find that there is a saturation in absorption strength with persistence

length.

2.5.2 Quantum Chemistry Studies

An early quantum mechanical study on the structural effects on the optical properties was done

by Bredas et al. [50], who calculated the excitonic splitting energy for pairs of molecules in

different arrangements and distances using semi-empirical Hartree-Fock. Although the study

was performed for small molecules, it has implications for polymers in terms of the interchain

interactions for different orientations and distances, as well as the coupling between neigh-

bouring monomers in a disordered chain. Most modern studies use time-dependent DFT to

study the effect of different polymer conformations. An uncommon approach was taken by

Gavrilenko et al. [51] who treated poly(thiophene vinylene) (PTV) as a periodic structure and

perform DFT calculations on two different unit cells of PTV, which have different π-stacking

distances. They used the calculated spectra to interpret the appearance of a shoulder in ex-

perimental absorption spectra for differently treated samples. A more common approach is

to combine a coarse-grained MD study with quantum mechanical calculations for the excited

states on a certain number of snapshots of MD runs with different parameters.[52][53] Addition-

ally, the effect of different conformations can be studied by considering oligomers with different

structures on the molecular scale, as was done by Vezie et al. [54], who performed TDDFT

calculations on oligomers for structures with alternating (trans) and non-alternating (cis) bond

angles, which were used to represent two extremes cases of largest and smallest persistence
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length, respectively. The analysis was complemented by estimates of persistence lengths for

different polymers to aid the understanding of why some polymers exhibit higher absorption

strength than others.

Many studies in the past have worked on extrapolating the transition energies of oligomers to

the polymer limit. Some of these methods are reviewed by Torras et al. [55]. Although the

more rigorous methods include saturation effects, they do not consider the effect of polymer

conformation, in contrast to an early study by Rossi et al. [15] where they find a simple

relationship between the band gap of the polymer and the torsional angles between successive

units. However, these studies do not consider the transition probabilities.

A study by Schwarz et al. [31] consider the effect of nanofibre dimensions on the optical

properties by using linear extrapolation for the transition energies and dipole strengths with

respect to nanofibre width, which corresponds to the length of a P3HT chain before it folds

over itself. A different approach is taken by Chang et al. [23] who calculate the distribution of

conjugation lengths using torsional potentials and assign a transition energy and dipole moment

to each chromophore using an exciton model, and then construct spectra as a sum of the spectra

for the individual chromophores. The reverse effect of the same approach is applied by Kohler

and Samuel [56] who also first find the excitation energies and transition dipole moments of

different lengths of oligomers, but they then estimate the chain length distribution in their

system by fitting the sums individual oligomer spectra to experimental absorption spectra.

2.5.3 Geometry Dependence in Coarse-Grained Exciton Models

One of the earlier approaches to include the effects of polymer conformation on the optical

properties is described by Schweizer [12] who divided a polymer chain into submolecules due

to conjugation breaks defined by a critical dihedral angle, and the properties of the polymer

chain were expressed as the sum of properties of the submolecules.

The most common approach of introducing geometry dependence into the exciton models de-

scribed in section 2.4.3 is by treating the exciton coupling integral or electron hopping integral
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as a function of the dihedral angle between neighbouring units, as was done by Rossi et al. [15]

who thus obtain a relationship for the band gap in terms of the conformational conjugation

length, which is related to the torsional angles, as well as Dobrosavljević and Stratt [13] who

discuss the significance of the average length of rod-like segments (between hydrogen bond

breaks) and localisation length, where the latter is calculated by varying the coupling between

neighbouring units due to changes in dihedral angles. This has some similarities with a more

recent study by Marcus et al. [17] who treat the excitonic coupling in the Frenkel-Holstein

model of equation (2.18) as a Gaussian variable and calculate the inverse participation ratio

(IPR) of the disordered polymer, which they use as a measure of chromophore size.

Another type of conformational change to consider is polymer chain bending, which has been

studied by Hestand and Spano [24] by introducing a finite bend angle between monomer units,

which affects the excitonic coupling and also misaligns the transition dipole moments. Finally,

aggregation is also a very important concept when discussing polymer morphologies, which has

been studied extensively by Spano’s group, [25][21][27] whose model is used a lot to relate the

vibronic shape of experimental optical spectra to the nature of aggregation present in a sample

[22].

2.6 Thesis objectives and overview

Designing organic solar cells with high power conversion efficiencies requires accurate modelling

of complex multi-scale processes that are involved in photocurrent generation, as described in

section 2.2. The focus of this thesis is on the first step in this process - the optical absorption

of a photon generating an exciton. Specifically, the goal of this thesis is to gain insight into

the morphology dependence of the optical absorption strength of the lowest energy excitations,

which mainly contribute to the efficiency of the solar cell. As polymers display very complex

amorphous or at best semi-crystalline morphologies, we have to consider length scales that are

typically too large to be studied using ab initio methods and model Hamiltonians have to be

employed instead.
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Most studies in the literature that employ coarse-grained model Hamiltonians in the basis of

Frenkel excitons or electrons and holes obtain their parameters by fitting to experimental op-

tical spectra. My early calculations showed that many nearest neighbour interactions had to

be included in the chosen model Hamiltonian in order to reproduce the superlinear trend of

transition dipole strength with polymer chain length, as will be discussed in more detail in

section 5.4.2 and is illustrated in figure 5.8. This meant that there were too many parameters

to fit, and I chose to obtain the Hamiltonian matrix elements from ab initio calculations. An

additional advantage is that this gives the approach predictive power - it allows analysing and

identifying potential high absorbing materials by scanning over chemical and physical struc-

tures. For example, rather than treating the intermonomer coupling as a Gaussian variable, ab

initio parameterisation allows explicitly calculating the electronic coupling between units at dif-

ferent distances and angles, thus allowing the method to be applied to particular conformations,

for example, results from molecular dynamics calculations. The parameterisation route I have

chosen most resembles the work of Karabunarliev and Bittner, [10] where the parameters are

obtained from first principles calculations by using a Wannier function basis. The main tech-

nical difference in our approaches is that their starting point is the Parriser-Parr-Pople (PPP)

approximation, which is a semi-empirical quantum-mechanical method, these results are then

used to construct the Wannier functions used for parameterisation. Whereas I start with a DFT

calculation followed by a Hartree-Fock energy correction using a one-shot perturbation theory

approach. Additionally, their work centres around incorporating the coupling of the electronic

states with the lattice vibrations into their calculations, and the analysis of results focuses on

the vibronic structure of the calculated excited states, and they do not publish values for their

obtained oscillator strengths, which is my core focus.

The goal of the work presented in this thesis is to develop a modelling framework to describe the

morphology dependence of excited states in organic semiconductors using a model Hamiltonian

parameterised from ab initio calculations. The developed modelling framework also has the

potential to be applied to the study of charge transfer states at donor-acceptor interfaces if

combined with other work on electron-phonon coupling, which would provide more insights

into the efficiency of charge pair generation beyond the first step of photoexcitation.
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The thesis is structured as follows:

• in chapter 2 - this chapter, I reviewed the relevant theoretical concepts and background

literature supporting the research goals of this thesis,

• in chapter 3, I outline the electronic structure methods used in this thesis,

• in chapter 4, I present two case studies on how TDDFT can be used to explore the confor-

mation dependent absorption strength of polymers and small molecules, and conclude that

these findings are not enough to explain the experimentally observed structure-property

relationships,

• in chapter 5, I present a coarse grained approach to calculate the optical absorption

properties of conjugated polymers by applying configuration interaction singles in a basis

of Wannier functions (W-CIS) and compare its computational efficiency and accuracy to

other methods,

• in chapter 6, I apply W-CIS to study the effect of conformational changes on the optical

absorption spectra of two polymers - bond length alteration in polyacetylene and dihedral

angles in polythiophene - and link the observed effects on the optical properties to changes

in the underlying electronic intermonomer interactions,

• and, finally, in chapter 7, I summarise the thesis achievements and outline areas of future

work.
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Chapter 3

Methods

3.1 Wavefunction based methods

A review on the advances in quantum chemistry methods for the calculation of optical properties

can be found here[1], where particular emphasis is put on Configuration Interaction Singles

(CIS), which is an expansion of the Hartree-Fock (HF) method. These two methods are used

in this thesis and the basic concepts are outlined below, a detailed overview can be found in a

review by Dreuw and Head-Gordon [2].

3.1.1 The Hartree-Fock method

The Hartree-Fock (HF) method is an electronic structure method whose aim is to find the set

of spin orbitals {φa(r)} that form a single Slater determinant

Φ0(r) = |φ1(r)φ2(r)...φn(r)| (3.1)

that is the best approximation to the ground state of an n-electron system described by the full

electronic Hamiltonian H. According to the variation principle, the ground state wavefunction

can be found by minimising the energy

54
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E0 = 〈Φ0|H |Φ0〉 . (3.2)

Further derivations result in an eigenvalue equation referred to as the Hartree-Fock equation

F̂ (r)Ψ0(r) = E0Ψ0(r), (3.3)

where

F̂ (r) =
n∑
i

f̂i(r) (3.4)

and f̂i(r) is the Fock operator, which is an effective one-electron operator given by

f̂i(r) = ĥi(r) + Ĵi(r)− K̂i(r). (3.5)

Here ĥi(r) represents the kinetic energy of the i-th electron and electron-nuclei attraction, and

Ĵi(r) and K̂i(r) are the direct and exchange Coulomb operators describing the average electron-

electron interactions. The potential energies depend on the spin orbitals of all other electrons

and thus the Hartree-Fock equations need to be solved iteratively until a self-consistent solution

is reached. Therefore, this approach is often called the self-consistent-field (SCF) method.

An inherent approximation in the Hartree-Fock method is the neglect of explicit electron-

electron correlations, and there are many quantum chemical ab initio methods (e.g. section

3.2.1) that have emerged to incorporate the missing electron correlations.

3.1.2 Configuration interaction singles

Configuration interaction singles (CIS) is used to calculate the excited-state properties of molec-

ular systems[3]. CIS is an extension of the HF method, where instead of representing the
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wavefunction of the N-electron system by a single Slater determinant the exact wavefunction

of the system is represented as a linear combination of N-electron Slater determinants. CI

determinants are typically constructed from the HF ground state wavefunction Φ0(r) (equation

3.1) by replacing one, two or N occupied spin orbitals with the same amount of unoccupied

spin orbitals giving singly, doubly or N-tuply excited determinants. In the case of CIS that is

used in this thesis, the CI basis is restricted to singly excited determinants and the many-body

wavefunction can thus be expressed as

ΨCIS =
∑
ia

caiΦ
a
i (r), (3.6)

where Φa
i (r) differs from Φ0(r) in having an occupied spin orbital φi replaced with and unoc-

cupied orbital φa. This many-body wavefunction is then substituted into the time-independent

Schrödinger equation

Ĥ(r)ΨCIS(r) = [T̂ (r) + V̂el−nuc(r) + V̂el−el(r)]ΨCIS = ECISΨCIS(r), (3.7)

where T̂ is the kinetic energy operator, V̂el−nuc represents the electron-nuclei attraction energy

and V̂el−el is the electron-electron interaction energy. The eigenvalues ECIS are the total energies

for various excited states, and the excitation energies are simply the difference between the HF

ground state energy and the CIS excited state energies.

In this thesis I use two different implementations of CIS - one is the traditional approach using

a full-electron basis, and the other uses a coarse-grained basis. The coarse-grained approach is

briefly introduced in section 3.3.1 of this chapter, and chapter 5 describes the computational

implementation in detail and presents initial results. To evaluate the performance of the coarse-

grained approach, I compare these results with calculations using the full-basis CIS method, as

implemented in Gaussian 09, Revision C.01[4].
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3.2 Density functional theory

One of the most widely used methods to calculate the excited state properties of molecular

systems is Time-Dependent Density Functional Theory (TDDFT), which calculates the ex-

cited state properties of many-body systems by casting the Schrödinger equation in terms of

functionals of the electron density rather than the many-body operators. The formalism was

derived by Runge and Gross [5] in 1984 and is based on the earlier work on ground-state DFT

by Hohenberg and Kohn [6] and Kohn and Sham [7]. A good review of both of the ground

state and time-dependent DFT formalisms are given in the publication by Fiolhais et al. [8],

and here I will outline only the general calculation scheme and approximations.

All the TDDFT results presented in chapter 4 of this thesis are produced using the linear

response formalism of TDDFT as implemented in Gaussian 09, Revision C.01 [4]. Ground

state DFT is used to perform geometry optimisations and calculate ground state energies for

different structures, and TDDFT is then applied to determine the excitation energies and

corresponding oscillator strengths of the optimised structures. Additionally, I use ground state

DFT calculations as the first step for obtaining parameters for the Wannier function basis

Configuration Interaction Singles method used in chapters 5 and 6, in which case I use the

QUANTUM ESPRESSO software package’s implementation of DFT using periodic boundary

conditions[9][10].

3.2.1 Ground state formalism

The basis of DFT is the reformulation of the many body Schrödinger equation in terms of the

electron density as introduced by the Hohenberg and Kohn theorems[11], where the energy

operators of the many-body Hamiltonian are expressed as functionals of the electron density.

The ground state energy can then be expressed as

E[n(r)] =

∫
d3rVext(r)n(r) + TNI [n(r)] + VH [n(r)] + Exc[n(r)], (3.8)
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where n is the electron density, Vext is the external potential from the nuclei, TNI is the kinetic

energy functional for a system of non-interacting electrons, VH is the Hartree energy functional

for electron-electron interactions and Exc is the exchange-correlation energy functional, which

quantifies the errors introduced by neglecting the exchange and correlation effects in the former

two energy functionals. DFT is an exact theory and would provide accurate energies if the pre-

cise form of the exchange-correlation potential was known. Instead, it has to be approximated,

which will be discussed in more detail in section 3.2.3.

The energy of the system can be calculated using the approach outlined by Kohn and Sham

[12], by self-consistently solving the single particle Schrödinger equation

[−1

2
∇2 + VKS]φKS(r) = εKSφKS (3.9)

for non-interacting single particle orbitals {φKSi } and eigenvalues {εKS}, where VKS is the

effective Kohn-Sham potential and is given by

VKS(r) = Vext(r) + VH(r) + Vxc(r), (3.10)

where VH is the Hartree potential from electron-electron interactions and Vxc is the exchange-

correlation potential.

3.2.2 Time dependent formalism

TDDFT is based on the theorems by Runge and Gross [5], which establish a one-to-one mapping

of the time-dependent electron density of a system and the external potential this system is

experiencing and expresses the quantum mechanical action integral as a functional of the time-

dependent electron density. In the linear response formalism the excitation energies of a system

are calculated via the linear density response, which is defined as

χ(~r, t, ~r′, t′) =
δn(~r, t)

δVKS(~r′, t′)
. (3.11)
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The poles of the linear response function in the frequency domain give the excitation energies

of the system, and the linear response function of the fully interacting system can be calculated

by self-consistently solving the following Dyson equation

χ(~r, ~r′, ω) = χ0(~r, ~r
′, ω) +

∫
d3r1d

3r2χ0(~r, ~r
′, ω)

(
1

|~r1 − ~r2|
+ fxc(~r1, ~r2, ω)

)
χ(~r2, ~r

′, ω), (3.12)

where χ0 is the non-interacting linear response function obtained using the ground state Kohn-

Sham orbitals and eigenvalues and fxc is the exchange-correlation kernel, which in a simple

picture is just the functional derivative of the electron density with respect to the exchange-

correlation potential mentioned in section 3.2.1. Thus, the resultant energies will highly depend

on the form of the exchange-correlation potential.

3.2.3 Exchange-Correlation energy functionals

The simplest type of exchange-correlation functional is obtained using the local-density approx-

imation (LDA), where the exchange and correlation energies of a system are approximated to

be the same as that for a homogeneous electron gas with the same density. By also considering

the system’s density gradient using the generalised gradient approximation (GGA), the method

is expected to give more accurate results.

In chapter 4 of this thesis I will use the BLYP parameterisation[13][14] of the GGA functional.

These approximations have been found to poorly capture the properties of organic molecules,

especially for excited state calculations, which leads to the use of hybrid functionals, such

as B3LYP[15], which replaces a fraction of the GGA exchange energy with exact exchange

energy given by Hartree–Fock theory. The parameters that control the fraction of exact and

GGA exchange are determined by fitting results to experimental data, which means that the

accuracy of the method will not be consistent for all systems and properties. Additionally,

many groups have worked on developing functionals that correct the long-range decay of the

exchange energy to improve the prediction of excitation energies. One of these approaches is

the Coulomb-attenuating method (CAM) proposed by Yanai et al. [16], where the fraction of
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exact exchange in relation to GGA exchange is varied with distance.

In chapters 5 and 6 of this thesis, where I use DFT calculations as a first step in parame-

terising the coarse-grained W-CIS Hamiltonian, I use the Gaussian-Perdew-Burke-Ernzerhof

(Gau-PBE) parameterisation of the GGA functional[17], as it is suitable for calculations using

periodic boundary conditions. This parameterisation is based on the Perdew-Burke-Ernzerhof

(PBE) functional[18], but it uses a Gaussian attenuation scheme (Gau) to include short-range

HF exchange.

3.2.4 Basis sets

In chapter 4 of this thesis I use basis sets of localised atomic orbitals, which are represented in

terms of linear combinations of primitive gaussians of the form

g(α, r) = xaybzce−αr
2

, (3.13)

where a, b and c are integers that determine the angular momentum of the orbital and α

determines the spread of the function. A minimal basis set contains the amount of orbitals to

accommodate the filled orbitals of each atom in the ground state of a given system. Additional

functions are added to improve accuracy of ground state calculations, and enable the calculation

of polarisabilities and excited state properties. A widely used group of basis sets are Dunning’s

[19] correlation consistent polarized valence N zeta (cc-pVNZ) basis sets, where in the case of

first and second row atoms N-1 is the number of additional shells of functions added to the core

functions. The basis set used for most calculations in this work is cc-pVDZ, which includes

three s, two p and one d orbital for all second row atoms, and two s and one p orbital for

hydrogen, which corresponds to 48 basis functions in the case of ethene (C2H4).

In chapter 5 and 6 where I use DFT calculations as a first step in parameterising the W-

CIS Hamiltonian, I am using periodic boundary conditions and thus use plane waves as a

basis instead of localised orbitals. All-electron plane-wave calculations are computationally

very expensive, so usually core electrons are approximated using pseudo-potentials[20]. In
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this thesis I use SG15 optimised norm-conserving Vanderbilt pseudopotentials, which can be

obtained using the ONCVSP code[21], and the procedure for generating the pseudopotentials

is described by Hamann[22].

3.3 Coarse grained methods for excited state properties

Ground state and time-dependent DFT are good tools to calculate the optical properties of

oligomers in different conformations, but as will be shown in chapter 4, there is a need to also

consider coarse-grained methods in order to predict the optical properties of longer polymer

chains in different conformations. The coarse-grained methods introduced in this section are

used to produce the results presented in chapters 5 and 6.

3.3.1 Wannier function basis configuration interaction singles

To study optical properties of long oligomers, we employ the configuration interaction singles

(CIS) method in a basis of Wannier functions, as a shorthand we will refer to this approach as

Wannier-CIS (W-CIS). In this method, excited states |Ψn〉 are expressed as linear combinations

of singly excited Slater determinants according to

|Ψn〉 =
∑
ij

Anijc
†
idj |Ψ0〉 =

∑
ij

Anij|ij〉, (3.14)

where |ij〉 denotes a Slater determinant with one hole in the highest occupied molecular orbital

(HOMO) of monomer i (described by the corresponding Wannier function W v
i (r)) and one

electron in the lowest unoccupied molecular orbital (LUMO) of monomer j (described by the

Wannier function W c
j (r)). The coefficients Anij are solutions of the eigenvalue problem

∑
i′j′

Hij,i′j′A
n
i′j′ = EnA

n
ij, (3.15)



62 Chapter 3. Methods

where En denotes the excitation energy and the W-CIS matrix for singlet excitations is given

by

Hij,i′j′ = tcjj′δii′ − tvi′iδjj′ + 2Ud
ij,i′j′ − Ux

ij,i′j′ . (3.16)

Here, t
v(c)
ii′ denotes the onsite energy εvi for holes (electrons) on monomer i for i = i′ and the

hole (electron) hopping energy from monomer i to monomer i′ for i 6= i′. Also, Ux and Ud

denote the exchange and direct Coulomb matrix elements, respectively.

To simplify the determination of the parameters in Eq. (3.16), we assume that the Wannier

functions on all momomers of the oligomer are equal to those of an infinitely long chain.

Similarly, the hopping energies are assumed to depend only on the separation s = i− i′ of the

momomers, i.e. t
v(c)
ii′ = t

v(c)
i−i′ ≡ t

v(c)
s , while the onsite energies are independent of the monomer

index. Finally, we have found through explicit calculations that the Coulomb matrix elements

have only significant magnitudes if i = i′ and j = j′, i.e. the two HOMO Wannier functions

are located on the same monomer and so are the two LUMO Wannier functions. Then, the

Coulomb matrix elements depend only on the separation s = i− j and are given by

Ud
s =

∫
d3r

∫
d3r′W c

i (r)W v
i+s(r

′)
1

|r− r′|
W c
i (r)W v

i+s(r
′), (3.17)

Ux
s =

∫
d3r

∫
d3r′W c

i (r)W v
i+s(r

′)
1

|r− r′|
W v
i+s(r)W c

i (r′). (3.18)

Importantly, all parameters of the W-CIS approach are obtained from first-principles calcula-

tions, as described in more detail in section 5.2.

The oscillator strength of the transition from the ground state |GS〉 to excited state |Ψn〉 is

given by

fn =
2

3
En|µn|2. (3.19)

Here, µn denotes the transition dipole moment
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µn = −e 〈GS| r |Ψn〉 =
∑
i,s

Ani,i+sµ(s), (3.20)

where the intermonomer transition dipole moment is calculated as

µ(s) = −e
∫
d3rW c

i (r)rW v
i+s(r) (3.21)

3.3.2 Frenkel exciton model

For comparison, I have also carried out calculations with the Frenkel exciton (FE) model. In

this approach, the electron and hole are assumed to sit on the same monomer, i.e. charge

transfer (CT) states which are included in the W-CIS approach are neglected. The excited

states ΨFE
n are expressed as a linear combination of singly excited Slater determinants

|ΨFE
n 〉 =

∑
i

Bn
i |ii〉, (3.22)

where |ii〉 denotes a Slater determinant with a hole in the highest occupied molecular orbital

(HOMO) of monomer i and an electron in the lowest unoccupied molecular orbital (LUMO) of

the same monomer i, which is consistent with the notation used for the W-CIS method. The

coefficients Bn
i are solutions of the eigenvalue problem

∑
i′

HFE
i,i′ B

n
i′ = EFE

n Bn
i , (3.23)

where EFE
n denotes the excitation energy. The FE matrix for singlet excitations is given by

HFE
i,i′ = Ẽiδii′ + Jii′ (3.24)

where Ẽi is the excitation energy of monomer i and Jii′ describes the hopping of a Frenkel

exciton from monomer i to monomer i′. Diagonalization of HFE yields excited state energies
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EFE
n and the wavefunctions coefficients Bn

i , which determine the transition dipole moment via

µFEn = −e 〈GS| r |ΨFE
n 〉 =

∑
i

Bn
i µ(0). (3.25)
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Chapter 4

Conformation dependent optical

properties studied using TDDFT

4.1 Introduction

This chapter addresses the question whether quantum chemical calculations, such as time de-

pendent density functional theory (TDDFT), can reproduce and explain the origin of experi-

mentally observed trends of optical properties in organic semiconductors, especially focusing on

the structure-property relationships. TDDFT is widely used in this field of study, as it offers

great compromise between accuracy and computational efficiency. In this chapter I present two

case studies looking at the structure dependent optical properties of polythiophene in section 4.2

and the two small molecules (5Z,5’Z)-5,5’-((7,7’-(4,4,9,9-tetraoctyl-4,9-dihydro-s-indaceno[1,2-

b:5,6-b’]dithiophene-2,7-diyl)bis(benzo[c][1,2,5]thiadiazole-7,4-diyl))bis(methanylylidene))bis(3-

ethyl-2-thioxothiazolidin-4-one) and (5Z,5’Z)-5,5’-((7,7’-(4,4,9,9-tetraoctyl-4,9-dihydro-s-

indaceno[1,2-b:5,6-b’]dithiophene-2,7-diyl)bis(benzo[c][1,2,5]thiadiazole-7,4-diyl))bis(methanyl-

ylidene))bis(3-ethyl-2-thioxothiazolidin-4-one) (IDTBR and IDFBR) in section 4.3.

Even though a lot of new polymers have been designed that display higher efficiencies in devices,

poly(3-hexylthiophene) (P3HT) is still often used as a model material to understand the rela-

tionship between microstructure and electronic properties[1] [2]. Furthermore, blends of P3HT

67
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and acceptor molecules are studied to get a more realistic picture of the optical properties of

the optical layer in a solar cell, for example studies on P3HT and PCBM[3] [4].

The discovery of small-molecular acceptors other than fullerenes, so called non fullerene ac-

ceptors (NFAs) has led to an increase in efficiency of bulk heterojunction solar cells [5]. The

improved performance is largely due to the optical properties of the NFAs and the fact that, un-

like fullerenes, they show visible absorption peaks that are both strong and chemically tunable.

Some NFAs such as the ITIC/IDIC families show very intense optical absorption strength [6].

Therefore there is great interest in understanding and optimising the photophysical properties

of NFAs.

Let us consider the study by Rezasoltani et al. that studies blends of P3HT and the two

non-fullerene acceptors IDTBR and IDFBR [7]. They showed that changing the fraction of the

NFAs changes the crystalline-to-amorphous fraction of the P3HT component. So the optical

spectra of the blends are not simply superpositions of the separate spectra of the polymer and

the NFA. Also, there is significant overlap between the spectra of IDFBR and P3HT, making

the interpretation of the absorption spectra even harder. The study concludes that using non-

destructive optical probes can provide an efficient way to explore the huge chemical phase

space and wide range of compositions and microstructures of new promising NFAs for solar

cells. There is a need to further investigate the microstructure, particularly the amorphous

phase of the blends. For this optical probing has the most potential, as many other structural

analysis techniques help characterise crystalline parts of samples.

In this chapter I am using TDDFT to calculate the optical properties of P3HT and the two

NFAs IDTBR and IDFBR in different conformations, and I will compare the results to the

experimentally measured optical spectra. Having a better understanding of how the optical

properties vary with conformation for the polymer, the two NFAs and their blends can be

helpful for analysing the experimental spectra, as well as come up with design criteria for new

materials. Therefore, in this chapter I test the suitability of TDDFT as a means of screening

conformation-dependent optical properties of these materials. I will first consider the optical

absorption properties of oligothiophenes of different lengths and conformations in section 4.2,
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and then the two NFAs IDTBR and IDFBR in section 4.3.

4.2 Oligomer length and conformation dependent ab-

sorption of polythiophene

4.2.1 Experimental context

Figure 4.1a shows the optical spectra of thin films of regio-regular (rr) and regio-random (rra)

P3HT. rr-P3HT has a very high degree of regioregularity, meaning that a larger fraction of

the polymer exhibits a head-to-tail coupling, as shown in the top diagram of figure 4.1b. This

organisation of sidechains encourages a very regular coupling pattern and results in more planar

and straighter polymer backbones compared to rra-P3HT, which has a much less regular cou-

pling pattern and thus more regions where the hindrance between sidechains causes the polymer

backbone to twist and bend (bottom diagram of figure 4.1b). Thus, the rra-P3HT chains have

a shorter effective conjugation length, as the chain twisting can break the π-conjugation along

the backbone limiting the degree of electronic coupling between the neighbouring chains, and

the chains also exhibit more bending. The optical spectrum of rr-P3HT has a higher and

red-shifted low energy absorption peak compared to the rra-P3HT.
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Figure 4.1: (a) Extinction coefficient as a function of energy of the incoming light for regio-
regular and regio-random P3HT thin films, experimental data provided by Mariano Campoy-
Quiles.[8][9]

4.2.2 Calculations

In order to investigate the optical absorption properties of polythiophene, I performed a se-

ries of calculations for oligothiophenes of different length and conformation and looked at the

potential conformations present in the material and the progression of excitation energies and

corresponding oscillator strengths. I then compare the observed behaviour to experimental

measurements for highly monodisperse regio-regular 3HT oligomers in solution.

In order to make the calculations more computationally accessible, the hexyl sidechains present

in 3HT oligomers were substitued with hydrogen atoms (see figure 4.3b). This does not sig-

nificantly affect the results of the excited state calculations, as the hexyl sidechains do not

contribute to the excitations in the low energy part of the spectrum that is relevant to photo-

voltaic applications.

As a first step ground state DFT is used to perform a geometry relaxation on the structures of

interest, followed by a time-dependent density functional theory (TDDFT) calculation, which

gives the excitation energies and oscillator strengths. No geometrical constraints were imposed

in these calculations.

Before analysing the optical properties of the oligothiophenes, it is important to note that
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the use of different exchange-correlation functionals resulted in differences in the optimised

geometries of the oligomers, such as the dihedral angle between neighbouring monomer units

and bend angles (in the y direction in figure 4.2a). The calculated transition energies and

oscillator strengths depend on both the geometry of the oligomers and on the parameters, such

as the exchange-correlation functional, used in the TDDFT calculation.

(a) trans-pentathiophene

(b) cis-pentathiophene

Figure 4.2: Orientation along the Cartesian axes (red - x, green - y, blue - z) of the optimised
structures of trans- and cis-pentathiophene. Calculation details: geometry optimisation in DFT
(CAM-B3LYP/cc-pVDZ).

First, I look at how the transition energies depend on oligomer length, ranging from 3 to

22 monomer units. The calculated transition energies from the ground state to the lowest

excited state are summarised in figure 4.3a, which also includes a comparison to experimental

results[10] for 3HT oligomers in solution. Three exchange-correlation functionals were used

- the GGA functional BLYP, the hybrid functional B3LYP and the range-separate hybrid

functional CAM-B3LYP, which includes different fractions of exact exchange depending on the

distance. The best agreement between experiment and calculation is obtained using the CAM-

B3LYP functional. The same calculation was repeated including solvent effects by using the

polarisable continuum model as implemented in Gaussian 09. This did not significantly change

the resultant excitation energies, as can be seen in figure 4.3a, therefore, all further calculations

were performed in vacuum to simplify the calculations.
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Figure 4.3: Transition energies from the ground state to the lowest singlet state measured exper-
imentally for regio-regular 3HT oligomers in chloroform and calculated for trans-oligothiophenes
in vacuum (for BLYP, B3LYP and CAM-B3LYP) and in chloroform (for CAM-B3LYP). Calcu-
lation details: geometry optimisation using DFT (cc-pVDZ) and excited states using TDDFT
(cc-pVDZ).

The comparison of experimental absorption strength to calculated oscillator strength is less

straight forward. Experimental studies report values of absorbance, molar or mass extinction

coefficients or another measure of absorption at the maximum of a peak in the measured optical

spectrum. The oscillator strength obtained in calculations is proportional to the area under

the broadened peak, so a direct comparison of the values also requires the knowledge of the

broadening of each electronic transition. It is possible to use ab initio calculations to obtain

the broadening and vibronic features of these excitations by analysing the vibrational spectrum

of the system and the coupling of the vibrational excitations to the electronic ones, but this

has not been implemented in the scope of this work. However, assuming there is only one

electronic transition with non-zero oscillator strength that contributes to an absorption peak

in an experimentally measured absorption spectrum, the molar attenuation coefficient (given

by the maximum value of this peak) is proportional to the oscillator strength at this transition

energy. Note that this is only true if we assume that the broadening of the peaks is the same

for the different length oligomers. Similarly, the mass attenuation coefficient is proportional to

the specific oscillator strength (oscillator strength divided by the molecular mass).
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Figure 4.4: (a) Total and (b) specific oscillator strength of the first excitation for trans-
oligothiophenes calculated using different exchange-correlation functionals. Calculation details:
geometry optimisation using DFT (cc-pVDZ) and excited states using TDDFT (cc-pVDZ). (c)
Mass attenuation coefficient µa and molar attenuation coefficient ε for lowest energy transition
measured experimentally for 3HT oligomers [10].

Figure 4.4a shows the first transition’s oscillator strength predicted by TDDFT using the three

considered functionals as a function of oligomer length. The results obtained when using the

BLYP functional show that the oscillator strength converges to a value of around 2 for oligomers

with more than 10 monomer units. This is very different from the behaviour predicted by the

two hybrid functionals, B3LYP and CAM-B3LYP, and also the experimental trend of the molar

attenuation coefficient (empty circles in figure 4.4c). Figure 4.4b shows the specific oscillator

strengths calculated using the two hybrid functionals. These results, except for the last two

data points in the CAM-B3LYP series, show an increase in the specific absorption strength.

It is important to note that the same trend is observed in the experimental mass attenuation
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coefficient (filled squares in figure 4.4c). In other words, there is a superlinear increase in the

absorption strength with oligomer length. The decrease in specific oscillator strength for the

18-mer and 22-mer calculated using the CAM-B3LYP functional can be attributed to a change

in the calculated ground state geometries, as the trans-oligothiophenes start bending out of

plane (in the direction of the y axis in figure 4.2a), when the length exceeds 14 monomer units.

The effect of chain bending on the absorption strength is discussed next.
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Figure 4.5: (a) Oscillator strength spectra for different lengths of trans- and cis-oligothiophenes.
Calculation details: geometry optimisation using DFT (CAM-B3LYP/cc-pVDZ) and excited
states using TDDFT (CAM-B3LYP/cc-pVDZ).

Finally, I consider what happens to the optical absorption properties when varying the co-

linearity of oligothiophenes. Figure 4.5a shows the progression of the calculated oscillator

strengths broadened with a Gaussian function for trans- and cis-oligothiophenes for different

length oligomers. The structures were optimised without any geometrical constraints, and the

relaxed structures of the two conformations of pentathiophene are shown in figure 4.2. The

main difference is that the cis-oligothiophenes bend in the direction of their short axis (x axis

in figure 4.2). Neither of the conformations showed significant bending out of plane (y axis in

figure 4.2). The difference between the excitation energies of the first transition for cis- and

trans-oligothiophenes is approximately 0.18 eV. This difference is largely due to the difference

in the dihedral angle of the two structures, as the relaxed structure of the trans-conformation
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has a smaller dihedral angle than the cis-conformation, which allows for more orbital overlap

and electron delocalisation along the chain, thus lowering the transition energy. This was con-

firmed by repeating the same calculations for oligomers of length 3, 4 and 6 repeat units where

the dihedral angle was constrained to 180◦ during the geometry relaxation. The difference in

the first transition energies was below 0.05 eV when both the cis- and trans-oligothiophenes

were planarised. Note that the results of these calculations are not shown in figure 4.5.

In order to compare the position and height of the absorption maximum between the two confor-

mations, the calculated excitations are broadened using a Gaussian function with a broadening

coefficient resulting in peak widths comparable to experimental values reported by[10]. The

results for the lowest energy excitation of the trans conformation are the same as were shown

in figures 4.3 and 4.4. We can see that the lowest energy transition is also the brightest in this

spectral range and the main transition contributing to the broadened absorption peak. The

transition dipole moment of this transition is along the oligomer backbone (z axis in figure 4.2)

and is increasing with length for the trans-oligothiophene, but the higher energy transitions

are dark. In the case of the cis-oligothiophenes, the oligomer chain is bent in the direction of

its short axis (x axis in figure 4.2), and we can see that higher energy transition become avail-

able. The transition dipole moment of the second excitation that is growing in strength with

increasing oligomer length is along the short axis. The decrease in the oscillator strength of the

lowest energy transition can be explained by a decrease in the transition dipole moment along

the backbone of the oligomer, as it gets more bent. This redistribution of oscillator strength

for the cis-oligothiophenes results in a blue-shift of the position and decrease in height of the

broadened peak in comparison to the trans-oligothiophene. These findings are in agreement

with other studies [11] [12] which showed a redistribution of oscillator strength to a higher

energy transition with increased chain bending.
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4.3 Absorption strength of non-fullerene acceptors IDTBR

and IDFBR

In this section I will consider the optical absorption properties of two small molecules IDFBR

and IDTBR, which have very similar chemical structures (see figure 4.6). Studies have shown

that one of the key structural differences between them is that IDTBR has a more planar

backbone [13] and that IDFBR has a twisted backbone [14]. Therefore, these molecules are

a great candidate to gain more insight into the structure-property relationship of conjugated

materials.

Figure 4.6: Chemical structure of IDFBR and IDTBR. In the case of O-IDFBR and O-IDTBR
whose experimental data is presented in this chapter, R represents n-octyl side chains.

4.3.1 Experimental observations of optical absorption

Figure 4.13b shows the optical properties of O-IDTBR and O-IDFBR in solution and in solid

state form measured by Dr Elham Rezasoltani. The dashed lines are the solid state absorption

coefficients obtained from the complex refractive data collected using spectroscopic ellipsometry

as reported in [7]. The full lines represent the equivalent solid-state absorption coefficient ob-

tained from solution measurements of decadic extinction coefficients in chloroform, repeated at

concentrations in the range of 0.1 to 0.0001 g/L (unpublished data). The solid-state equivalent

was obtained assuming a density of molecules 1 g/cm3 and scaling the molecular extinction to

the appropriate density.
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Figure 4.7: Experimentally measured optical spectra of O-IDTBR (blue) and O-IDFBR (green),
in solution (solid lines) and solid state (dashed lines).

Both molecules have a distinct high absorption peak at the low energy end of the spectrum,

around 1.8 eV for O-IDTBR and just below 2.5 eV for O-IDFBR. The O-IDTBR spectra

are thus red shifted compared to the O-IDFBR spectra. Additionally, O-IDTBR absorbs more

strongly compared to O-IDFBR both in solution and in the solid state. However, the solid state

O-IDTBR spectrum is quite different from the solution spectrum - the low energy absorption

peak is red shifted, it has a more distinct vibronic peak structure, and, finally, the absorption

strength is greatly enhanced, whereas the solid state and solution spectra for O-IDFBR are very

similar. It is known that O-IDTBR is more crystalline than O-IDFBR [7], this is in agreement

with seeing a larger difference in solid state and solution spectra for O-IDTBR. The strong

increase in absorption strength going from the solution equivalent to the solid state spectrum

for O-IDTBR may be related to the strong crystallisation tendency of the O-IDTBR molecule

or to its unusually high refractive index, and deserves further study but will not be addressed in

this thesis. Note that since solid-state effects like intermolecular interactions are not considered

by TDDFT, so the TDDFT calculations in the next section will be compared with the specific

absorption strength obtained from solution measurements, rather than those from solid-state

measurements.
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4.3.2 Calculations of optical absorption by IDTBR and IDFBR us-

ing TDDFT

In order to gain an insight into the most stable conformations of IDTBR and IDFBR, I have

performed a series of ground state DFT geometry optimisation calculations on different con-

formers. The different conformers were constructed by rotating the benzothiadizole (BT) and

rhodanine groups around the central IDT and IDF units, as shown in figure 4.8 and figure 4.9,

respectively, and then performing a geometry optimisation to find the local minimum of the

conformers. The most stable conformer is depicted in the top left corner for both structures.

There is a significant energy difference between the different conformers of IDTBR, in the range

of 69 meV to 87 meV . The energy barrier between the two IDFBR conformers where only the

BT units are rotated is much lower, specifically 28 meV , which is very close the thermal energy

at room temperature. This difference in energy barriers is likely due to the difference of the

interaction due to the sulphur atoms in the BT and IDT units in the case of IDTBR.

Figure 4.8: Energy barriers between different IDTBR conformers, taken from DFT geometry
optimisation calculations using the ωB97XD functional and cc-pVDZ basis set.
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Figure 4.9: Energy barriers between different IDFBR conformers, taken from DFT geometry
optimisation calculations using the ωB97XD functional and cc-pVDZ basis set.

The most significant difference between the optimised structures of IDTBR and IDFBR is that

IDTBR is planar, whereas IDFBR has non-zero dihedral angles between the IDF, BT and

rhodanine units, as shown in figure 4.10. The cost of planarising IDFBR is calculated as the

difference in ground state energy between a freely optimised IDFBR molecule and one where

its dihedral angles are constrained to 0◦. The energy needed to planarise the molecule is very

high at 182 meV .
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Figure 4.10: Comparing planarity between IDTBR and IDFBR.

Before comparing the optical properties between the two molecules, it is worth first comparing

their basic electronic properties. Figure 4.11 depicts the frontier molecular orbitals of the ground

state conformations of IDTBR and IDFBR, as well as planarised IDFBR. The associated orbital

energies are shown in figure 4.12. For all structures the HOMO is centred on the central IDT

or IDF unit and extends across the BT units and partially to the rhodanine units. The LUMO

is split into two parts, each mainly localised on the BT units and partially on the rhodanine

units, so the BT units act as acceptors in these structures.
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Figure 4.11: Frontier molecular orbitals of freely optimised IDTBR and IDFBR, as well as
planarised IDFBR.
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Figure 4.12: HOMO and LUMO energies and the resulting electronic band gaps (Eg) of freely
optimised IDTBR and IDFBR, as well as planarised IDFBR.
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The LUMO slightly extends into the central IDT or IDF unit - the LUMO is most localised

for the IDFBR, followed by the planarised IDFBR and is most extended for the IDTBR. This

trend in LUMO localisation is mirrored by the orbital energies - the energy of IDFBR’s LUMO

is −1.63 eV , planarised IDFBR’s is −1.74 eV and IDTBR’s is −1.83 eV - the most localised

LUMO having the highest energy. It is hard to visually evaluate differences in localisation

of the HOMOs of the three structures, the energies of the HOMOs follow the opposite trend,

IDTBR having the highest energy HOMO at −7.00 eV , followed by planarised IDFBR with

−7.27 eV and freely optimised IDFBR having the lowest HOMO at −7.39 eV . Thus, the

electronic band gap (Eg) is increasing going from IDTBR with 5.18 eV , followed by planarised

IDFBR with 5.54 eV and freely optimised IDFBR with 5.76 eV . So, of the 0.58 eV difference

in band gaps between IDTBR and IDFBR only 0.22 eV or 38% can be attributed to IDFBR

not being planar.

Next, in order to compare the optical properties of the two materials, I have calculated the

excited states of all the optimised structures described above. Figure 4.13a shows the calculated

optical absorption spectra obtained by converting the calculated transition energies Eij and

oscillator strengths fij into the imaginary part of the dielectric function ε2 according to

ε2(E) =
2πNme

2

ε0me

∑
ij

h̄fij
E

δ(E − Eij), (4.1)

where e is the electron charge, ε0 is the permittivity of free space, me is the electron mass,

h̄ is the reduced Planck’s constant and Nm is the volume density of oscillators, which can be

approximated as the density of the material (assumed to be 1 g.cm−3) divided by the molecule’s

molecular weight. I choose to calculate ε2 as this optical quantity does not require knowledge of

the refractive index, which cannot be extracted from my excited state calculations. In order to

compare the calculated spectra to experiment, figure 4.13b plots the experimentally measured

spectra converted into ε2 according to

ε2(E) = 2nk = 2n
λ

4π
α(E), (4.2)
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where n and k are the real and imaginary part of the complex refractive index, λ is the wave-

length of the incident light and α is the absorption coefficient as shown in figure 4.7. I assumed

a refractive index n = 2 for both materials; this is also close to the value obtained from ellip-

sometry [7]. Although I made the comparison for both solid state and solution measurements,

only the solution spectra are compared here, as calculations for individual molecules are more

comparable to solution spectra mainly consisting of non-aggregated molecules. Although the

absolute values of ε2 calculated by TDDFT are larger than the experimentally measured ones,

they are of the same order of magnitude and the quantitative trends when comparing IDTBR

and IDFBR are in good agreement - the lowest energy absorption peak of IDTBR is red-shifted

by about 0.5 eV compared to IDFBR, and the peak height of IDTBR is a little over 50% higher

than that of IDFBR for both experiment and calculation.
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Figure 4.13: (a) Optical spectra of optimised IDTBR and IDFBR, calculated using TDDFT
(CAM-B3LYP functional and cc-pVDZ basis states). (b)

Finally, in order to comment on the relationship between the geometrical structures of the

molecules and their optical spectra, figure 4.14 takes a closer look at the lowest energy absorp-

tion peaks plotted in 4.13a. As stated earlier, the key difference in geometry between the two

molecules is that IDTBR is planar, whereas IDFBR is twisted. In order to evaluate how large a

role the difference in planarity plays in their optical properties, I have also included the optical

properties of planarised IDFBR in figure 4.14.

The increase in transition energies E1 (top panel) and decrease in oscillator strength f1 (bottom



84 Chapter 4. Conformation dependent optical properties studied using TDDFT

panel) is a different way of visualising the shift and change in height of the first absorption

peak in figure 4.13a. As the oscillator strength is proportional to the transition energy and the

transition dipole strength |µ1|2 (middle panel), we can see that the decrease in the oscillator

strength going from IDTBR to IDFBR is due to the significant decrease in transition dipole

strength, and only slightly offset by the increase in transition energy. We can also observe that

for all three quantities the values for planarised IDFBR lies between those of the optimised

IDTBR and IDFBR structures, indicating that the planarity of IDTBR is only part of the

explanation why IDTBR absorbs more strongly and at a lower energies.
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Figure 4.14: Transition energy (E1), transition dipole strength (|µ1|2) and oscillator strength
(f1) of the first excited state of freely optimised IDTBR, IDFBR, as well as planarised IDFBR,
calculated using TDDFT (CAM-B3LYP functional and cc-pVDZ basis states).

4.4 Discussion and conclusions

I presented two case studies on how TDDFT can be used to investigate the conformation de-

pendent absorption strength of polythiophene and the two small molecules IDTBR and IDFBR.

It was shown that the oscillator strengths of these materials are very sensitive to small changes

in geometry, such as coplanarity or colinearity of neighbouring submolecule units.

The results presented in section 4.2 provide some insights into how varying the oligomer length
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and conformation of thiophenes affects their optical absorption properties. However, these

insights are only valid for individual oligomer chains, and are not easily transferable to more

realistic systems of polymer and acceptor molecule blends, which exhibit complex morphologies.

In order to build models for the optical properties of organic semiconductors that take account

of the large variation in conformations that is present in practice, it is necessary to perform

excited state calculations on large numbers of macromolecules in different conformations.[15]

This would quickly exceed the length scales that can be accessed practically by TDDFT.

A second factor that impacts the conformation and hence the optical properties of materials

is the chemical structure of the components. I explored this by modelling the different op-

tical properties of the chemically similar pair of molecules, IDTBR and IDFBR. The results

presented in section 4.3 showed that the difference in the optical properties of IDTBR and

IDFBR is partially due to the difference in coplanarity of the submolecule units and partly due

to the chemical structure of the central IDF or IDT unit. For example, when comparing the

electronic band gaps between the IDTBR, planarised IDFBR and the freely optimised IDFBR,

only 38% of the difference can be directly attributed to the difference in planarity. If our goal is

to design new high performing acceptor molecules, we need a modelling framework that is ca-

pable of incorporating changes in geometry and changes in the intramolecular interactions that

result from specific chemical structure. A coarse-grained model in the basis of the submolecule

units could give more insights by linking the submolecule on-site energies, transfer integrals

and Coulomb interactions to the resultant optical absorption properties, whilst still retaining

chemical information through the coarse-grained parameters of the sub-molecular units.

DFT is a good tool to determine the minimum energy conformation of individual polymer frag-

ments or small molecules, which can then be used to estimate the material’s optical properties

and compare it against other materials. However, in practice a large variety of conformations

of molecule or polymer chain may be present in a solid film resulting from the processing con-

ditions, as well as presence of other blend components and phases. In order to address the

challenges of TDDFT and gain more insights into what drives the optical absorption properties

of conjugated polymers, I am developing a modelling framework that uses a model Hamiltonian

in a coarse-grained basis and obtains parameters from ab initio calculations, specifically using
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the Configuration Interaction Singles method in a basis of Wannier functions. In the next

chapter I introduce the approach and its computational implementation using polyacetylene as

an example. Finally, in chapter 6 I will present the results of applying this approach to study

the conformation dependence of the optical properties of the two polymers - varying the bond

length alternation in polyacetylene and the dihedral angle in polythiophene.
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Chapter 5

Calculating optical properties using

W-CIS

5.1 Introduction

Developing computationally efficient methods to model the electronic and optical properties of

conjugated polymers is a challenge that has been tackled by many groups over many decades.

I have reviewed several approaches in chapter 2 and I will only highlight some of the more

recent work here. For example, Barford et al. use a Frenkel exciton basis Hamiltonian to define

a two-particle model[1], which is then applied to define chromophores[2][3] in order to study

exciton diffusion. A recent review [4] discusses more broadly how their approach can be used

to study exciton dynamics, as well as the role of electron-phonon coupling to correctly account

for ultrafast processes. These studies use a semi-empirical Hamiltonian, where parameters are

obtained by fitting to experimental spectra, and they typically take conformational effects into

account by varying the excitonic coupling between monomer units as a Gaussian variable[3].

As outlined in chapter 2, the focus of this thesis is the first step in the photogeneration process

- the optical absorption of a photon generating an exciton. Therefore, the modelling framework

presented in this chapter is used to calculate only the electronic transitions contributing to the

absorption spectrum. However, the main advantage of the approach presented here is that I

89
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obtain the model Hamiltonian matrix elements from ab initio calculations, meaning that the

model is capable of incorporating changes in geometry, as well as changes in the intramolecular

interactions that results from specific chemical structure.

This chapter introduces the Wannier function basis Configuration Interaction Singles (W-CIS)

method. As described in more detail in section 3.3.1, the method uses an effective Hamiltonian

in a coarse-grained basis, but all the parameters are obtained from first principles calculations.

To demonstrate the capabilities of the W-CIS method, I am using it to calculate the excited

states for oligoacetylenes of different lengths. Oligomers of polyacetylene were chosen, as it is

the simplest conjugated polymer and has been widely studied in the literature.

This chapter covers the following topics:

• section 5.2 contains a detailed description of the computational implementation I follow

for the W-CIS method,

• section 5.3 presents the calculated W-CIS Hamiltonian parameters for polyacetylene,

• section 5.4 presents the optical absorption properties of oligoacetylenes calculated using

the W-CIS method,

• and section 5.5 shows how the W-CIS approach can be used to characterise exciton

delocalisation.

5.2 Computational Implementation

This section contains a description of the computational implementation in which I use first

principles calculations on polyacetylene to obtain all the necessary W-CIS Hamiltonian param-

eters, and diagonalise the Hamiltonian to calculate the optical properties of finite oligomers.

In order to calculate all the parameters I developed a modelling framework, which combines

the scientific codes Quantum ESPRESSO[5][6], BerkeleyGW[7][8] and Wannier90[9], as well

as original code development to perform integrals between Wannier functions. Additionally, a
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series of python scripts were developed that perform the diagonalisation of the Hamiltonian

and transforms the output eigenvalues and eigenvectors into a range of optical and electronic

properties. The code and associated pre-processing and post-processing scripts can be found

in the github.com/ImperialCollegeLondon/wannier-cis repository. All calculations in this

thesis were performed using Imperial College London’s Research Computing Centre[10].

5.2.1 Method overview

The theoretical background of the W-CIS method is described in more detail in section 3.3.1,

only the key equations are summarised below.

The W-CIS Hamiltonian matrix Hiji′j′ can be written as a sum of the one-particle operator

matrix Fiji′j′ and the two-particle operator matrix Viji′j′

Hiji′j′ =
N∑
ij

[Fiji′j′ + Viji′j′ ]

Fiji′j′ = [εc − εv]δii′δjj′ + tc(s)δjj′ − tv(s)δii′

Viji′j′ = [−Ud(s) + 2Ux(s)]δii′δjj′

(5.1)

where i, i′ are the electron coordinates, j, j′ are the hole coordinates, N is the number of

monomers and s denotes the separation between particles. Thus, the required parameters are

the electron and hole on-site energies εc, εv and transfer integrals tc(s), tv(s) for the single-

particle operator and the direct and exchange Coulomb interaction energies Ud(s), Ux(s) for

the two-particle operator. After all the Hamiltonian parameters have been calculated I solve

the eigenvalue problem
N∑
i′j′

Hij,i′j′A
n
i′j′ = EnA

n
ij, (5.2)

where En is the transition energy of the n-th excited state, and Anij are the eigenvector coeffi-
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cients. The transition dipole moment of the n-th excited state µn is then calculated as

µn =
∑
ij

Anijµ(s), (5.3)

where µ(s) is the intermonomer transition dipole moment.

The key contribution of this thesis is the modelling framework developed to obtain the param-

eters for this model Hamiltonian from ab initio calculations. Section 5.2.2 describes how to

obtain the Wannier functions that are used to construct the basis of the model Hamiltonian,

as well as their associated on-site energies εv, εc and transfer integrals tc(s), tv(s). Section 5.2.3

then describes how the obtained Wannier functions are used to calculate the Coulomb integrals

Ud(s), Ux(s) and intermonomer transition dipole moments µ(s).

5.2.2 Obtaining maximally localised Wannier functions

This section outlines the details of the electronic structure calculations performed to obtain

the maximally localised Wannier functions (WFs), which are used to describe the HOMO

and LUMO of the monomer in a polyacetylene chain. I first describe the theoretical details

required for the electronic structure calculations and then provide practical instructions how

these calculations can be run using the scripts and example input files prepared as part of this

modelling framework.

Density-functional theory

First, I perform ab initio density-functional theory (DFT) calculations on an infinite polyacety-

lene. The unit cell consists of a single acetylene (C2H2), a polymer fragment of 5 units is

depicted in figure 6.2b. I am using the QUANTUM ESPRESSO software package and employ

a plane-wave basis with a cutoff of 80 Ry, the hybrid GAU-PBE exchange-correlation func-

tional, SG15 optimized norm-conserving Vanderbilt pseudopotentials, and the calculations are

performed using a 1 × 1 × 20 k-point grid. First, the polymer’s geometry was relaxed using
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a 10−6 total energy and 10−5 force convergence threshold. The DFT band structure was then

calculated using a 10−10 SCF convergence threshold. As can be seen in figure 5.1a, the band

gap of polyacetylene is located at the edge of the first Brillouin zone corresponding to k = π/a0.

The unit cell is set up such that the long axis is the z-axis, because in the next step when calcu-

lating the Hartree-Fock energies of the bands (described in the next section), the BerkeleyGW

software package will use Coulomb potential truncation. When considering a one-dimensional

system like a polymer, the keyword cell_wire_truncation must be chosen, which assumes

that the z-axis is periodic, and the x- and y-axis are confined. More details on how to set up

the DFT calculations can be found in the documentation and tutorials for the QUANTUM

ESPRESSO software package, especially the input file descriptions for pw.x for performing

the DFT calculations, and pw2bgw.x for preparing the input files for the next step using the

BerkeleyGW software package.

Hartree-Fock energy correction

Formally, the W-CIS approach is based on the Hartree-Fock (HF) method and therefore the

on-site energies, transfer integrals and Coulomb matrix elements should be evaluated using

Hartree-Fock Wannier functions and band structures. However, self-consistent Hartree-Fock

calculations on extended systems using a plane-wave basis are currently still numerically chal-

lenging. Therefore, I assume that the Hartree-Fock Bloch states ψHFnk (r) (where n is a band

index and k denotes the crystal momentum in the first Brillouin zone) are similar to the DFT

states ψDFTnk (r) and calculate the Hartree-Fock band structure εHFnk using a one-shot perturba-

tion theory approach

εHFnk = εDFTnk + 〈ψDFTnk |ΣHF − Vxc |ψDFTnk 〉 , (5.4)

where εDFTnk denotes the DFT Kohn-Sham energies, Vxc is the PBE exchange-correlation po-

tential and ΣHF is the Hartree-Fock self-energy [8]. This calculation is carried out using the

BerkeleyGW software package. The HF-corrected band structure is plotted alongside the DFT

band structure in figure 5.1a, it can be seen that the HF correction significantly increases the

band gap from 1.67 eV to 7.51 eV and also increases the slope of the bands.
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Wannierisation

Next, I transform the valence and conduction bands into maximally localised WFs for the

HOMO and LUMO states of the monomer using the Wannier90 code. WFs are localised

wavefunctions in real space built by superimposing Bloch functions of different k, in the case

where band n is separated by a gap from all other bands at all k its WF is given by

W n
R(r) =

V

(2π)3

∫
BZ

dke−ik·RψDFTnk (r), (5.5)

the integral is over the whole Brillouin zone (BZ), V is the unit cell volume and R is the real

space lattice vector. The phase factor e−ik·R translates the WF by R thus generating several

identical WFs located in different units of the real space supercell. This enables the evaluation

of the W-CIS parameters at different single-particle separations s. A more detailed account of

maximally localised WFs is given by Marzari et al. (2012)[11].

The LUMO WF W c was obtained by wannierising one conduction band and specifying a frozen

energy window between −1.2 eV and 1.2 eV , and the HOMO WF W v was obtained by wan-

nierising the three highest energy valence bands n = 3 − 5. Figure 6.2b shows that both are

highly localized. The corresponding on-site energies εc, εv and transfer integrals tc(s), tv(s) are

extracted from the Wannier-transformed HF Hamiltonian. As I am using a 20× 1× 1 k-point

grid, I obtain 20 WFs per band, which results in 10 unique transfer integral values due to

symmetry. To verify the obtained parameter values (listed in table 5.2) I compare the HOMO

and LUMO WF bands to the HF bands in figure 5.1a. The WF bands are given by

εWF (k) = εc,v +
smax∑
s 6=0

2tc,v(s)cos(ska), (5.6)

where a is the unit cell parameter. Note that the two plotted bands accurately reproduce the

HOMO and LUMO HF bands throughout the first BZ.
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Figure 5.1: (a) DFT, Hartree-Fock and WF bands of polyacetylene, (b) maximally localized
Wannier functions of monomer LUMO orbital (W c) and HOMO orbital (W v) for polyacetylene.

Computational implementation

Step by step instructions on how to run the calculations described above using the scripts and

example input files prepared for this modelling framework can be found here

github.com/ImperialCollegeLondon/wannier-cis/tree/master/wannierisation.

Figure 5.2 shows how the three codes are used together to perform the wannierisation by

visualising the commands used in the example_input/qe_hf_w90.sh script that can be found

in the repository linked above. Details on the input and output files and more guidance on

running the calculations can be found in the documentation and tutorials of the three codes.
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5.2.3 Wannier function integrals

The final parameters that are needed for the W-CIS Hamiltonian matrix are the direct and

exchange Coulomb interaction energies Ud(s), Ux(s), which can be calculated as integrals on a

real space grid

Ud(s) =

∫
d3r

∫
d3r′W c

i (r)W v
i+s(r

′)
1

|r− r′|
W c
i (r)W v

i+s(r
′), (5.7)

Ux(s) =

∫
d3r

∫
d3r′W c

i (r)W v
i+s(r

′)
1

|r− r′|
W v
i+s(r)W c

i (r′). (5.8)

Additionally, in order to calculate the absorption strength once the W-CIS Hamiltonian is

diagonalised, the intermonomer transition dipole moments µ(s) are required, which can be

calculated as follows

µ(s) = −e
∫
d3rW c

i (r)rW v
i+s(r). (5.9)

I calculated these parameters by writing a custom C++ code that reads in the WFs obtained

from wannier90 and performs numerical integration on a real space Cartesian grid. The resulting

values are listed in table 5.2. Calculating the Coulomb integrals numerically is not straight-

forward due to the singularity at r = r′, it is avoided by using pre-computed analytical values

for the cubic volume elements at and surrounding the singularity following the example of

Larsen and Schwartz [12]. The code and accompanying step by step instructions on how to use

it can be found in the following folder

github.com/ImperialCollegeLondon/wannier-cis/tree/master/wf_integrals.

Figure 5.3 shows how the Wannier functions obtained in the previous step are used to calculate

a Coulomb integral by visualising the functions used in the core_integration_code/main.cpp

code that can be found in the repository linked above. Table 5.1 contains descriptions of the

input arguments of the Wannier function integration code. Example scripts that assign values

to these input arguments and execute the code can be found in the example_input folder.
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Input Type Description
file1 string Filepath to a wannier function datagrid in xsf format, note

that only the 3D datagrid section should be in the file - the
first line of the input file has to be the number of data-points
in each direction

file2 string Filepath to a wannier function datagrid in xsf format, note
that only the 3D datagrid section should be in the file - the
first line of the input file has to be the number of data-points
in each direction

Ncells integer Number of unit cells in the wannier function supercell (same
as the number of k-points used in the DFT calculation)

w90 xsf grid boolean Boolean indicating if the xsf grid is an output of wannier90,
this is necessary to apply the appropriate normalisation

shift psi1 by integer Number of unit cells the wannier function read in from “file1”
should be shifted along the z axis before integration

shift psi2 by integer Number of unit cells the wannier function read in from “file2”
should be shifted along the z axis before integration

calc direct boolean Boolean indicating whether the direct Coulomb integral
(equation 5.7) should be computed

calc exchange boolean Boolean indicating whether the exchange Coulomb integral
(equation 5.8) should be computed

calc other boolean Boolean indicating whether the overlap integrals and transi-
tion dipole moments (equation 5.9) should be computed

nc integer Number of grid points around the singularity that should be
computed using a pre-computed value for 1/r

phiIJ file string Pre-computed analytical values for 1/r, see [12] for more de-
tails

Table 5.1: Descriptions of the input arguments used in the Wannier function integration code,
these correspond to the yellow boxes in figure 5.3.
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5.2.4 Calculating optical properties

Finally, I solve the W-CIS eigenvalue problem (equation 5.2) by diagonalising the Hamilto-

nian matrix using a custom Python code using the linear algebra functions of the NumPy

library. The core functions constructing and solving the Hamiltonian can be found in the

hamiltonian_utils.py file in this folder

github.com/ImperialCollegeLondon/wannier-cis/tree/master/solve_hamiltonian

This gives the transition energies En and the eigenvector coefficients Anij that can be used

to calculate the transition dipole moment µn (equation 5.3). The oscillator strength is then

calculated as

fn =
2

3
En|µn|2. (5.10)

The transition energies, transition dipole moment and oscillator strength are the three key

optical properties that will be plotted in sections 5.4 and 5.4.3. Post-processing scripts to plot

these and other quantities can also be found in the github folder linked above.

5.3 Ab initio parameters of polyacetylene

All the W-CIS parameters necessary to calculate the optical properties of oligoacetylenes are

summarised in table 5.2. The table only includes values for s ≤ 8, as the calculated optical

properties have converged when 8 nearest neighbour interactions are included (figure 5.8).



5.3. Ab initio parameters of polyacetylene 101

s εc (eV ) tc (eV ) εv (eV ) tv (eV ) Ud (eV ) Ux (eV ) µx (ea0) µy (ea0) µz (ea0)
0 3.77 - -9.45 - 7.69 1.73 3·10−4 0.73 -1.16
1 - 0.31 - -1.92 5.06 0.49 3·10−4 0.06 1.11
2 - -1.07 - 0.54 3.10 0.17 -8·10−4 -0.07 -1.03
3 - 0.41 - -0.24 2.11 0.07 9·10−4 -0.05 0.94
4 - -0.07 - 0.13 1.61 0.03 -2·10−3 -0.04 -0.85
5 - 0.04 - -0.07 1.31 0.03 2·10−3 -0.04 0.75
6 - -0.05 - 0.05 1.11 0.01 -3·10−3 -0.05 -0.62
7 - 0.04 - -0.03 0.97 0.01 2·10−3 -0.04 0.48
8 - -0.02 - 0.02 0.85 0.01 4·10−3 -0.05 -0.30

Table 5.2: W-CIS parameters for different single particle separations s: on-site energies εc,
εv, transfer integrals tc(s), tv(s), direct and exchange Coulomb integrals Ud(s), Ux(s) and the
components of the intermonomer transition dipole moment µx(s), µy(s), µz(s).

5.3.1 Transfer integrals

The electron and hole transfer integrals represent the electronic coupling between single par-

ticle WFs and are off-diagonal terms in the W-CIS Hamiltonian matrix (equation 5.1). They

determine the energies of the oligomer’s HOMO and LUMO and thus the band gap, which

directly affects the transition energy.

Figure 5.4 plots the absolute values of the electron and hole transfer integrals. Both have

decayed to near zero when the particles are 4 units apart, which corresponds to about 19

a0. The hole’s transfer integral tvs decays nearly exponentially, whereas the electron’s transfer

integral tcs has a significant jump from s = 1 to s = 2. The irregular decay of the electronic

transfer integral can be explained by looking at the changing slope of the lowest conduction

band as plotted in figure 5.1a.
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Figure 5.4: Absolute values of the electron (top) and hole (bottom) transfer integrals as a
function of particle separation s.

5.3.2 Coulomb interaction

The electron-hole Coulomb interaction energies are diagonal terms in the W-CIS Hamiltonian

matrix (equation 5.1) and directly affect the oligomer transition energies by altering the band

gap.

The Coulomb interaction energies calculated as WF integrals are plotted as green circles in

figure 5.5. They are comparable to commonly used approximations for the Coulomb energy:

for the direct Coulomb interaction Ud I have plotted the interaction energy of two point charges

(s−1), as well as a Mataga type decay fitted to the WF integral values according to

Ud
Mataga(s) = Ud(0)(1 + s/s0)

−1, (5.11)

and for the exchange Coulomb interaction I have plotted an exponential decay fitted to the

WF integral values according to

Ux
exp(s) = Ux(0)exp(−s/s0). (5.12)
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Figure 5.5: (top) Direct Coulomb interaction energies calculated as WF integrals, a fitted
Mataga-type decay and the Coulomb interaction energy of two point charges, and (bottom)
exchange Coulomb interaction energies calculated as WF integrals and a fitted exponential
decay.

5.3.3 Transition dipole moments

The intermonomer transition dipole moments are used to calculate the absorption strength of

the excited states once the exciton transition energies and eigenvector coefficients have been

calculated (equation 5.3).

Figure 5.6 plots the intermonomer transition dipole moment magnitudes as a function of

electron-hole separation s and its components parallel (z) and perpendicular (y) to the long

axis. The x-component is not plotted as it is effectively zero (see table 5.2). The Frenkel exci-

ton basis state (s = 0) has significant contributions from both the y and z components. The

y-component drops to a nearly constant low value for all the charge-transfer exciton basis states

(s > 0), whereas the z-component decays very slowly. The slow decay of the intermonomer

transition dipole moment is the most surprising result from this work. This is the most impor-

tant difference compared to other semi-empirical models which enables obtaining a superlinear

trend in transition dipole strength with oligomer length, as will be discussed in section 5.4.3.
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Figure 5.6: a) Intermonomer transition dipole moment magnitudes as a function of electron-
hole separation s and the absolute values of its components parallel (z) and perpendicular (y)
to the long axis and b) a diagram showing a polyacetylene fragment with 5 units with respect
to the Cartesian axes.

5.4 Optical properties of oligoacetylenes

This section presents the optical absorption properties of oligoacetylenes calculated using the

W-CIS method.

5.4.1 Optical absorption spectra

Before looking at detailed optical properties of oligoacetylenes, figure 5.7 plots the calculated

optical spectra of oligomers of different lengths. The spectra are obtained by applying a Gaus-

sian broadening with σ = 0.25 eV to electronic transition calculated by the W-CIS method.

The monomer (N=1) only has one transition, but more than one transition can be observed

for the longer oligomers. However, it can be seen that the lowest energy transition is distinctly

strongest in oscillator strength for all oligomer lengths. The first transition is the closest in

energy to the solar spectrum and strongest in oscillator strength, therefore it is the one that

contributes the most to the performance of photovoltaic devices and thus is of most interest,

so I look at its progression with oligomer length more closely in the next section.
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Figure 5.7: Optical absorption spectra showing the W-CIS calculated oscillator strength broad-
ened with a Gaussian function of width σ = 0.25 eV as a function of transition energy for
different length oligoacetylenes.

5.4.2 Convergence of optical properties

The transition energy (E1), specific transition dipole strength (|µ1|2/N) and specific oscillator

strength (f1/N) of the first transition are plotted as a function of number of monomers in figure

5.8. The different colour curves show how the optical properties converge with the number of

nearest neighbour interactions included in the W-CIS Hamiltonian, which is denoted by the

maximum particle separation smax. All the W-CIS results plotted in this chapter apart from

this figure use smax = 8.
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Figure 5.8: Transition energy (E1), specific transition dipole strength (|µ1|2/N) and specific
oscillator strength (f1/N) of the first transition as a function of number of monomers calculated
by W-CIS using a different nearest neighbour interaction cut-off indicated by the maximum
electron hole separation smax.

The plot shows a decreasing trend for the transition energy with oligomer length and an increas-

ing trend for the specific transition dipole strength. As the oscillator strength is proportional

to the product of the transition energy and the transition dipole strength, the trend in spe-

cific oscillator strength with oligomer length depends on these two quantities. In this case,

the specific oscillator strength is first slightly increasing with oligomer length up to N=4 and

then decreasing. These results will be compared with the results of ab initio CIS and with the

semi-empirical Frenkel exciton model in the next section.

5.4.3 Method comparison

Figure 5.9 plots the transition energy (E1), specific transition dipole strength (|µ1|2/N) and

specific oscillator strength (f1/N) of the first transition as a function of oligomer length as

calculated by the W-CIS method (purple) and full ab initio CIS (blue). The W-CIS reproduces

the full basis CIS results very well. The only difference in trends is the specific oscillator

strength for short oligomers - this could be due to the fact that I am calculating properties of

finite oligomers using parameters obtained from an infinite polymer chain.
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Figure 5.9: Transition energy, specific transition dipole strength and specific oscillator strength
of different length oligoacetylenes calculated using W-CIS (purple) and CIS (blue).

I am also comparing the results of the W-CIS method to the widely used semi-empirical Frenkel

exciton model to show that including charge transfer (CT) basis states are crucial in order to

correctly calculate the transition dipole moments of organic molecules and polymers.

The Frenkel exciton (FE) Hamiltonian matrix is given by

HFE
i,i′ = Ẽiδii′ + Jii′ . (5.13)

For the FE on-site energies Ẽi I use the Frenkel exciton energy as calculated from the W-CIS

parameters

Ẽi = εc − εv − Ud(0) + 2Ux(0). (5.14)

I approximate the FE transfer integral Ji,i′ by fitting the FE transition energies to those of

W-CIS, as plotted in the top panel of figure 5.10.

Figure 5.10 plots the transition energy (E1), specific transition dipole strength (|µ1|2/N) and

specific oscillator strength (f1/N) of the first transition as a function of oligomer length as

calculated by the W-CIS method (purple) and the FE method (black).
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Figure 5.10: Transition energy, specific transition dipole strength and specific oscillator strength
of different length oligoacetylenes calculated by W-CIS (purple) and FE (black).

The two methods give very different results for the oligomer length dependence of the specific

transition dipole strength - it is slightly decreasing for the FE model, and increasing for the W-

CIS method. As the oscillator strength is proportional to the product of the transition energy

and the transition dipole strength, the trends in specific oscillator strength also differs between

the two methods - the FE method shows a much more distinct decay with oligomer length. The

observed difference in absorption strength trends between the W-CIS and FE methods can be

explained by comparing the expressions for the transition dipole moment for the two methods.

The FE model cannot give an increasing trend in specific transition dipole strength, as, for

any N, it is a sum of transition dipole moments of the monomer weighted by the eigenvector

coefficients

µFEn =
∑
i

Bn
i µ(0), (5.15)

so the upper limit is a constant specific transition dipole strength. Whereas in the W-CIS case

the transition dipole moment also has contributions from CT basis states

µn =
∑
i

Ani,iµ(0) +
∑
i,s 6=0

Ani,i+sµ(s), (5.16)
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thus enabling the result of an increasing specific transition dipole strength and reproducing the

trend from ab initio calculations (figure 5.9).

5.5 Exciton characterisation

Although the main purpose of this work is to enable the calculation of absorption strength as a

function of polymer conformation at larger length scales, it can also be used to study the effect of

structural disorder on exciton delocalisation as is done using similar model Hamiltonians, whose

theoretical details and some findings are described in more detail in sections 2.2 and 2.4.3. The

results shown in this section serve to demonstrate what additional information beyond optical

spectra can be extracted from the results of the modelling framework presented in this chapter.

A detailed analysis on how the obtained results compare to those of other model Hamiltonians

is out of scope here, especially as many such studies also include the effects of electron-phonon

coupling, which I am not considering here. I do, however, include some comparisons to work

by Rohlfing and Louie using the GW-BSE method[13], as their approach also calculates the

electronic excitations of polyacetylene, but their treatment of the electron-hole interactions is

more rigorous than in the W-CIS approach presented in this chapter.

Figure 5.11 shows the electron distribution relative to the hole for the two lowest energy excitons

of a long oligoacetylene. The first excited state (blue) is optically active with a high oscillator

strength, whereas the second excited state (orange) is optically inactive with a zero oscillator

strength. I plot these two states, as they can be directly compared to the exciton wave functions

calculated using the GW-BSE approach by Rohlfing and Louie. They also find that the first

excited state is optically active and the second is optically inactive, and the corresponding

exciton wave functions have the same symmetry as the ones plotted here. However, they

report different excitation energies (1.7 eV and 1.8 eV ) and the exciton has a larger extent

(the electron distribution decays to zero only between 15-20 C2H2 units). Even though the

quantitative results differ, it is reassuring that the low-energy excitations calculated using W-

CIS show qualitative agreement with the GW-BSE method, which rigorously treats electron-
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hole interactions.
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Figure 5.11: Electron charge density relative to the hole, which is fixed at the centre of an
oligoacetylene with 31 C2H2 units.

Figure 5.12 characterises the strength of the electron and hole interaction of the lowest energy

excitation by plotting the exciton binding energy, which is calculated as the difference between

the band gap and the transition energy. The binding energy converges to about 2.7 eV at the

polymer limit. This is much higher than the binding energy of 0.4 eV found by Rohlfing and

Louie [13] using the GW-BSE approach.
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Figure 5.12: Exciton binding energy of different length oligoacetylenes calculated by W-CIS.

Figure 5.13a plots the fraction of different exciton basis states contributing to the first excited

state of different length oligomers, this is calculated for each electron-hole separation s as the
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sum of the squares of the relevant eigenvector elements
∑

i |A1
i,i+s|2. Additionally, the exciton

radius rexciton is plotted in figure 5.13b, which is calculated using the fractions of basis states

plotted in figure 5.13a and the relevant electron-hole separations s:

rexciton =
∑
i,s

s · |Ai,i+s|2. (5.17)

The figure shows that the charge transfer (CT) basis states (s > 0) have a very high contribution

to the first excited state, the Frenkel basis state (s = 0) contribution drops to about 20% for

longer oligomers.
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Figure 5.13: a) Contributions of exciton basis states with different electron-hole separations
(s) to the first excited state of different length oligoacetylenes. b) Exciton radius of different
length oligoacetylenes calculated by W-CIS, the value converges to reh = 2.1 at polymer limit.

5.6 Discussion and conclusions

I have presented the W-CIS approach - a coarse-grained method to calculate the optical absorp-

tion properties of conjugated oligomers that uses parameters obtained from ab initio calculations

- by detailing the computational implementation (section 5.2), presenting the ab initio param-

eters of polyacetylene (section 5.3) and describing the resulting optical absorption properties

of oligoacetylenes (section 5.4). Finally, I demonstrate that the modelling framework can also

be used to extract information about exciton delocalisation (section 5.5).
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The main advantage of the W-CIS approach presented in this chapter is that I obtain the

model Hamiltonian matrix elements from ab initio calculations, meaning that the model is

capable of incorporating changes in geometry, as well as changes in the intramolecular interac-

tions that results from specific chemical structure. The importance of this was demonstrated

in chapter 4 by presenting two case studies on how TDDFT can be used to investigate the

conformation dependent absorption strength of polymers and small molecules, and concluding

that these findings were not enough to explain the experimentally observed structure-property

relationships. In chapter 6 I will apply W-CIS to study the effect of conformational changes on

the optical absorption spectra of two polymers - bond length alteration in polyacetylene and

dihedral angles in polythiophene - and link the observed effects on the optical properties to

changes in the underlying electronic intermonomer interactions.

As mentioned earlier, I also presented how this approach can be used to extract information on

exciton delocalisation. If the current model was extended to also incorporate electron-phonon

coupling following examples by Karabunarliev and Bittner[14] or Barford et al.[4], it could also

be applied to a wider range of mechanisms within the photocurrent generation process outlined

in section 2.2.

Bibliography

[1] W. Barford. Excitons in conjugated polymers: a tale of two particles. J Phys Chem A,

117(13):2665–71, 2013.

[2] W. Barford and M. Marcus. Theory of optical transitions in conjugated polymers. I. Ideal

systems. J Chem Phys, 141(16):164101, 2014.

[3] M. Marcus, O. R. Tozer, and W. Barford. Theory of optical transitions in conjugated

polymers. II. Real systems. J Chem Phys, 141(16):164102, 2014.

[4] William Barford. Exciton dynamics in conjugated polymer systems. Frontiers in Physics,

10, 2022.



BIBLIOGRAPHY 113

[5] Paolo Giannozzi, Stefano Baroni, Nicola Bonini, Matteo Calandra, Roberto Car, Carlo

Cavazzoni, Davide Ceresoli, Guido L Chiarotti, Matteo Cococcioni, Ismaila Dabo, An-

drea Dal Corso, Stefano de Gironcoli, Stefano Fabris, Guido Fratesi, Ralph Gebauer,

Uwe Gerstmann, Christos Gougoussis, Anton Kokalj, Michele Lazzeri, Layla Martin-

Samos, Nicola Marzari, Francesco Mauri, Riccardo Mazzarello, Stefano Paolini, Alfredo

Pasquarello, Lorenzo Paulatto, Carlo Sbraccia, Sandro Scandolo, Gabriele Sclauzero, Ari P

Seitsonen, Alexander Smogunov, Paolo Umari, and Renata M Wentzcovitch. QUANTUM

ESPRESSO: a modular and open-source software project for quantum simulations of ma-

terials. Journal of Physics: Condensed Matter, 21(39):395502 (19pp), 2009.

[6] P Giannozzi, O Andreussi, T Brumme, O Bunau, M Buongiorno Nardelli, M Calandra,

R Car, C Cavazzoni, D Ceresoli, M Cococcioni, N Colonna, I Carnimeo, A Dal Corso,

S de Gironcoli, P Delugas, R A DiStasio Jr, A Ferretti, A Floris, G Fratesi, G Fugallo,

R Gebauer, U Gerstmann, F Giustino, T Gorni, J Jia, M Kawamura, H-Y Ko, A Kokalj,
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Chapter 6

Conformation dependent optical

properties studied using W-CIS

6.1 Introduction

The goal of this thesis is to gain insight into the morphology dependence of the optical absorp-

tion properties of conjugated polymers. In chapter 4 I used time-dependent density functional

theory (TDDFT) to calculate the optical properties of different conformers of oligothiophenes

and the two non-fullerene acceptors (NFAs) IDTBR and IDFBR. The results showed that

the oscillator strengths of oligothiophenes and the two NFAs are extremely sensitive to small

changes in geometry, such as coplanarity and colinearity of neighbouring units. As a large

variety of conformations may be present in a solid film resulting from the processing condi-

tions or presence of other blend components and phases, it is important to perform excited

state calculations on large numbers of macromolecules in different conformations in order to

effectively study the relationship between the morphology and optical properties. This is also

supported by the study of Jackson et al. [1] demonstrating that it is important to consider

many conformational or structural isomers to capture significant deviations in the electronic

and optical properties of conjugated polymers.

A common approach is to obtain optical spectra using conformational averaging by combining

115



116 Chapter 6. Conformation dependent optical properties studied using W-CIS

classical molecular dynamics (MD) with quantum mechanical/molecular mechanics (QM/MM)

calculations. This approach was used by Sjoqvist et al.[2][3][4] in the context of using lumines-

cent conjugated oligothiophenes as optical probes for spectral assignment of particular protein

deposits. As part of this work they also found a strong correlation between the transition energy

of the first excited state and the oligomer’s dihedral rotations, which was in agreement with asso-

ciated experimental spectra. The link between torsional disorder and optoelectronic properties

in conjugated polymers has been studied for several decades, where early work separated poly-

mers into submolecules based on conjugation breaks defined by a critical dihedral angle[5][6].

Most later work incorporation torsional disorder into model Hamiltonians by varying electron

transfer integrals[7][8] or exciton coupling term[9][10][11] as a function of the dihedral angle, or

by treating the exciton coupling energy as a Gaussian variable[12][13]. These model Hamilto-

nians are discussed in detail in chapter 2, and the main difference between these studies and

the W-CIS method presented in chapter 5 is that the latter obtains the parameters from ab

initio calculations. Therefore, the main advantage of using the modelling framework presented

in this thesis is that it can be combined with a classical MD study in such a way that the

model Hamiltonian considers both the effect of varying chemical and conformational structure.

This is particularly important if the material under consideration has a non-standard response

to torsional twists, such as examples reported by Troisi and Shaw [14] which exhibited strong

electronic coupling between monomers despite large dihedral angles.

As a first step towards this type of multi-scale study I will introduce periodic conformational

distortions to two well studied π-conjugated polymers, polyacetylene and polythiophene, and

study the effect of these conformational changes on the optical properties using the coarse-

grained W-CIS method. I first study the optical properties of oligoacetylenes with varying

bond length alternation (BLA), and then look at oligothiophenes with varying dihedral angles.

BLA is defined as the difference between the double bond length ddouble and single bond length

dsingle shown on the left of figure 6.1. BLA is a result of the Peierls distortion in polyacetylene

where relaxation of the nuclei into ’dimers’ in the ground state opens up a band gap between

the HOMO and LUMO. Then I study the optical properties of oligothiophenes with varying

dihedral angles. A dihedral angle is the angle between the planes of neighbouring aromatic
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units, where the two planes are defined by two sets of three atoms labeled ABC and BCD, as

shown on the right in figure 6.1.

Figure 6.1: Repeat units of (left) polyacetylene showing the double bond length ddouble and
single bond length dsingle used to calculate BLA and (right) polythiophene showing the two
planes used to measure the dihedral angle.

BLA and dihedral angles were chosen, as they are changes in geometry that can be applied

to most conjugated systems, and thus the results of these two studies are useful in building

a better understanding of how a structure change in a conjugated material affects its optical

properties. By studying the effect of systematic structural modifications like these I aim to gain

insight into how the geometry of the molecular building blocks influence the parameters that

determine the model Hamiltonian, such as the coupling between molecular orbitals or electron-

hole interaction energies, and thus to shine a light on the origin of morphology dependent trends

of optical properties of conjugated polymers.

6.2 Bond length alternation in oligoacetylenes

This section presents the trends in optical absorption properties of oligoacetylenes as a function

of BLA calculated by solving the W-CIS Hamiltonian, and also investigates how the under-

lying parameters, such as the coupling between molecular orbitals or electron-hole interaction

energies, vary with BLA and how these link to the observed optical absorption properties.
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6.2.1 Parameterisation

The W-CIS parameters required to calculate the optical properties of oligoacetylenes are ob-

tained from ab initio calculations of polyacetylene. In this approach an N-mer oligoacetylene

is thus built up from N identical C2H2 acetylene units. Table 6.1 summarises the bond lengths

and resulting BLA values for the four different polyacetylene structures used in this chapter.

These were obtained by performing DFT geometry relaxation calculations with the Quantum

Espresso code using a 10−6 Ha energy and 10−5 a.u. force convergence threshold. The second

structure in the table (BLA = 0.04Å) is the equilibrium structure obtained from a relaxation

calculation without any constraints, and the other structures were obtained from geometry re-

laxation calculations where the value of ddouble is constrained but allowing dsingle and the bond

angles to reach optimum values.

ddouble (Å) dsingle (Å) BLA (Å)
1.39 1.41 0.02
1.38 1.42 0.04
1.37 1.42 0.05
1.36 1.43 0.07

Table 6.1: Bond lengths (dsingle, ddouble) and bond length alternation (BLA) of the acetylene
structures studied in this chapter.

A detailed description of the electronic structure calculations performed to obtain the maximally

localised Wannier functions (WFs) used to describe the HOMO and LUMO of an acetylene unit

can be found in section 5.2.2. Here I only present the results of these calculations.

Figure 6.2a plots the HF band structure of polyacetylene with a BLA of 0.02 Å. The WF

describing the HOMO (W v
i (r)) is obtained by wannierising the three highest valence bands,

which are energetically separated from the other bands, and selecting the WF with the highest

on-site energy. The WF describing the LUMO (W c
i (r)) is obtained by wannierising the lowest

conduction band specifying a frozen energy window between -1.2 eV and 1.2 eV in order to

disentangle it from the other conduction bands. The figure also plots the wannierised WF

bands, which are calculated using the on-site energies εv, εc and transfer integrals tv(s), tc(s)

obtained from the wannierisation (see equation 5.6). Figure 6.2b shows W v
i (r) and W c

i (r)
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corresponding to the two wannierised bands.
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Figure 6.2: a) HF bandstructure (green) of polyacetylene with a BLA of 0.02 Å and the WF
bands (orange) corresponding to W v

i (r) and W c
i (r), which are plotted in b).

The band structures of the four polyacetylenes with different BLA are qualitatively very similar,

so only one of them is plotted in figure 6.2a. The key differences between them are the energies

of the lowest conduction and highest valence bands at the band edge, which are shown in figure

6.3. The figure shows that the band gap is increasing by 1.49 eV when the BLA is increased

from 0.02 Å to 0.07 Å, which is both due to a decrease in the valence band edge energy by 0.68

eV and an increase in the conduction band edge energy by 0.81 eV .
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Figure 6.3: The energies of the valence and conduction band edges for polyacetylenes with
different BLAs and associated polymer band gaps.
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6.2.2 Oligomer optical spectra

The parameters obtained from the DFT calculations on polyacetylene are used to calculate

the optical properties of finite oligomers by approximating every unit in the oligomer to be

an identical C2H2 acetylene unit. Figure 6.4 shows the optical absorption spectra of 20-mer

oligoacetylenes with different BLA obtained from solving the W-CIS Hamiltonian. The lowest

energy peak of the oligomer spectrum has the highest oscillator strength, and as the BLA is

increased from 0.02 Å to 0.07 Å it is blue-shifting and increasing in strength.
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Figure 6.4: Optical absorption spectra showing the W-CIS calculated oscillator strengths broad-
ened with a Gaussian function of width σ = 0.25 eV as a function of transition energy for 20-mer
oligoacetylenes with different BLAs.

Figure 6.5 looks at the optical properties shown in the oligomer spectra in more detail. The

blue shift is caused by the increase in the transition energy of the first excited state E1 and the

increase in peak height is caused by the increase in oscillator strength f1 of the first excited

state, as shown in figures 6.5a and 6.5c. In order to understand what drives the increase in

oscillator strength we need to also look at the transition dipole moment (plotted in figure

6.5b), as the oscillator strength is proportional to the product of the transition energy and the

transition dipole strength |µ1|2, in atomic units this relation is given as

f1 =
2

3
E1|µ1|2. (6.1)
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The transition dipole strength is decreasing from 189 (ea0)
2 to 140 (ea0)

2, which corresponds

to a 26 % decrease and is much lower than the 132 % increase in transition energy, therefore

the oscillator strength shows an increasing trend with BLA despite the decrease in |µ|2. Thus,

both the blue-shift and increase in peak height in the oligomer spectra in figure 6.4 are mainly

caused by the increase in E1, but the quantitative trend of the oscillator strength is also affected

by the decrease in |µ1|2.
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Figure 6.5: (a) Transition energy E1, (b) transition dipole strength |µ1| and (c) oscillator
strength f1 of the first excited state of a 20-mer oligoacetylene as a function of BLA calculated
using the W-CIS method.

As shown in figure 6.6 the same trend of increasing transition energy, decreasing transition

dipole strength and increasing oscillator strength with increasing BLA is observed for all lengths

of oligoacetylenes (except for the specific oscillator strength f1/N for short oligomers with

N < 5), but the effect is more pronounced the longer the oligomer.
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Figure 6.6: Transition energy (E1), specific transition dipole strength (|µ1|2/N) and specific
oscillator strength (f1/N) of the first transition of an oligoacetylene as a function of number of
monomers.

6.2.3 Transition energies

In order to further understand the origin of the structure dependent trends in optical proper-

ties presented above, I will analyse the W-CIS parameters and other relevant quantities that

determine the values of the transition energies.

The transition energy of the first excited state E1 can be split into a contribution from the

band gap Eg and the exciton binding energy Eb. The band gap is the difference between the

oligomer HOMO and LUMO energy levels, which can be calculated using a linear combination

of molecular orbitals approach, namely by solving the eigenvalue problem

N∑
ii′

H
v(c)
ii′ Ani′ = Ev(c)

n Ani , (6.2)

where E
v(c)
n is the energy of the n-th valence (conduction) state and the Hamiltonian consists

of the W v (W c) on-site energies and transfer integrals:

H
v(c)
ii′ = εv(c)δii′ + tv(c)(s). (6.3)
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The highest Ev
n energy then gives the HOMO energy, and the lowest Ec

n energy gives the LUMO

energy. Figure 6.7a plots the calculated oligomer energy levels and corresponding band gaps

as a function of BLA. Finally, Eb is simply calculated as the difference between Eg and E1,

where E1 is obtained by solving the W-CIS Hamiltonian. Figure 6.7b plots the band gaps and

exciton binding energies side by side.
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Figure 6.7: (a) HOMO and LUMO energies of 20-mer oligoacetylenes with different BLAs
and their associated oligomer band gaps Eg and (b) the same band gaps plotted alongside the
exciton binding energy of the oligomers.

The band gap is increasing with increasing bond length alternation, whereas the exciton binding

energy is hardly affected. Thus, we can conclude that the increase in transition energy with

increasing BLA is driven by the increase in the oligomer’s band gap, which in turn determined

by the values of the on-site energies and transfer integrals of W v(r) and W c(r).

The on-site energies and transfer integrals for the W-CIS Hamiltonian are obtained by wan-

nierising the highest valence band and lowest conduction band of the polyacetylene structures,

as was described in section 6.2.1. The obtained parameters are shown in figure 6.8.
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Figure 6.8: (a) On-site energies εv, εc of the WFs W v, W c representing the HOMO and LUMO
of an acetylene unit and their difference ∆ε and (b) the transfer integrals tv, tc of W v and W c

as a function of particle separation.

Figure 6.8a shows the on-site energies for the HOMO (εv) and LUMO (εc) together with their

difference (∆ε = εc − εv), which corresponds to the band gap of a monomer according to

the W-CIS method. The on-site energies do not change much when the BLA is increased -

∆ε varies within a range of 0.15 eV . Thus the change in on-site energies cannot explain the

trend in oligomer HOMO and LUMO energies plotted in figure 6.7a. Figure 6.8b plots the

absolute values of the transfer integrals for the HOMO (tv) and LUMO (tc) as a function of

particle separation s. As the BLA is increased the transfer integral values are decreasing (with

the exception of the tc(s) values at s = 3, 5). In other words, the larger the bond length

alternation, the less coupled the HOMO and LUMO WFs of neighbouring monomer units are,

which in turn is causing the increase in the LUMO level, decrease in the HOMO level and thus

the widening of the oligomer band gap shown in figure 6.7.

The exciton binding energy is determined by the electron-hole Coulomb interactions. Figure

6.9a plots the Ud(s) and Ux(s) values and figure 6.9b plots the value of the Coulomb term

found on the diagonal of the W-CIS Hamiltonian (2Ux − Ud). The Coulomb interaction stays

nearly constant with a change in BLA, which is in agreement with the exciton binding energies

being nearly constant as was shown in figure 6.7b.
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Figure 6.9: a) Direct and exchange Coulomb integral terms Ud(s), Ux(s) for polyacetylene
with different BLAs as a function of electron-hole separation s and b) the value of the diagonal
Coulomb term of the W-CIS Hamiltonian 2Ux(s)− Ud(s).

In conclusion, increasing the BLA is lowering the coupling between HOMOs and LUMOs of

neighbouring acetylene units, which results in the widening of the band gap and thus also an

increase in the transition energy of the first excited state of the oligomers.

6.2.4 Transition dipole strengths

Even though the increase in transition energy described above is the underlying effect that

determines the qualitative trend of the oscillator strength with varying BLA, the oscillator

strength quantitatively also depends on the transition dipole strength plotted in figure 6.5b, so

it is worth looking into the underlying W-CIS parameters that determine the trend in transition

dipole strength for oligoacetylenes with varying BLA.

The transition dipole moment of an oligomer for the n-th excited state is calculated according

to this formula

µn =
∑
ij

Anijµ(s), (6.4)

where Anij are the eigenvector coefficients obtained from diagonalising the W-CIS Hamiltonian,

i and j are the electron and hole site indices, and µ(s) is the intermonomer transition dipole

moment as a function of electron-hole separation s = |i− j|.
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Figure 6.10 plots the intermonomer transition dipole moments as a function of electron-hole

separation. As the BLA is increased, the µ(s) values are decaying faster. In other words, the

larger the BLA, the smaller the transition dipole moment between HOMO and LUMO WFs

at all separations. This aligns with the decreasing trend in transition dipole strengths of the

oligomers plotted in figure 6.5b.

0 1 2 3 4 5 6 7 8
s (C2H2 units)

0.4
0.6
0.8
1.0
1.2
1.4

|μ
(s
)| 
(e
a 0

) BLA 0.02 Å
BLA 0.04 Å
BLA 0.05 Å
BLA 0.07 Å

Figure 6.10: Intermonomer transition dipole moment magnitudes |µ(s)| as a function of
electron-hole separation s for polyacetylenes with different BLAs.

The other contributing factor to the oligomer transition dipole moments are the eigenvector

coefficients of the first excited state A1
ij. Figure 6.11a plots the fraction of how much different

exciton basis states contribute to the first excited state. This is calculated as the sum of the

squares of the relevant eigenvector elements
∑

i |A1
i,i+s|2 for each electron-hole separation s.

The basis state contributions do not vary much with BLA except for a slight increase in the

s = 0 and s = 1 basis state contributions (blue and orange) and a slight decrease in the s = 3

and s = 4 basis state contributions (red and purple). A convenient way of quantifying this

change in exciton basis state contributions is to calculate the corresponding exciton radii using

this formula

rexciton =
∑
i,s

s · |Ai,i+s|2. (6.5)

The calculated values are plotted in figure 6.11b showing a mild 8% decrease with increasing

BLA, which is consistent with a slight increase in contributions from the lower s basis states

and decrease in contributions from the higher s basis states.
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Figure 6.11: a) Contributions of exciton basis states with different electron-hole separations (s)
to the first excited state of 20-mer oligoacetylenes with different BLAs and b) exciton radius
as a function of BLA.

In the limit that the µ(s) values were constant, a decrease in exciton radius would result in

an increase in oligomer transition dipole moments, as the lower s basis states have higher µ(s)

values. However, the opposite trend is observed, so it can be concluded that the decreasing

trend in transition dipole strengths is solely due to the µ(s) values decreasing with increasing

BLA and are not affected by the exciton radius plotted in figure 6.11.

6.3 Dihedral angles in oligothiophenes

Polythiophene is a widely studied and important material in the field of organic semiconduc-

tors, even though a lot of new polymers have been designed that display higher efficiencies in

devices. It is still used in a lot of studies, for example when designing and evaluating new

acceptor materials, because the properties of polythiophene are well studied and can thus be

used as a reference material. Additionally, it is cheap and easy to synthesise and process so is

most appropriate for commercial applications - and with the combination of new non-fullerene

acceptors the device efficiencies are reaching viable levels to use it in devices (section 4.3).

Thus, it is worth investigating its optical absorption properties in more detail.
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6.3.1 Parameterisation

The W-CIS parameters required to calculate the optical properties of oligothiophenes are ob-

tained from ab initio calculations of polythiophene. In this approach an N-mer oligothiophene

is thus built up from N identical C4H2S thiophene units. The three different polythiophene

structures studied in this chapter were obtained by performing DFT geometry relaxation calcu-

lations with the Quantum Espresso code using a 10−6 Ha energy and 10−5 a.u. force convergence

threshold. The equilibrium structure obtained from a relaxation calculation without any con-

straints has a dihedral angle of 0◦, and the other structures were obtained by constraining the

dihedral angle to 20◦, 30◦ and 45◦.

Figure 6.12a plots the DFT band structure of polythiophene with a dihedral angle of 0◦, and

figure 6.12b plots the HF band structure of the same polymer. The WFs describing the HOMO

(W v
i (r)) are obtained by wannierising the four highest HF valence bands, which are energetically

separated from the other bands, and selecting the two WFs with the highest on-site energies.

As the HF conduction bands are entangled such that it is not possible to specify a frozen

window to disentangle the bands corresponding to the LUMO, therefore the DFT bands are

wannierised instead (see figure 6.12a). The WFs describing the LUMO (W c
i (r)) are obtained

by wannierising the two lowest DFT conduction bands and specifying a frozen energy window

between -0.5 eV and 0.5 eV in order to disentangle it from the other conduction bands. Figure

6.12b also plots the wannierised WF bands, which are calculated using the on-site energies εv,

εc and transfer integrals tv(s), tc(s) obtained from the wannierisation (see equation 5.6). Figure

6.12c shows W v
i (r) and W c

i (r) corresponding to the wannierised bands.
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Figure 6.12: a) DFT band structure (black) and conduction WF band (blue) of polythiophene
with a 0◦ dihedral angle, b) the same polymer’s HF band structure (green) with highlighted
LUMO bands (pink) and valence and conduction WF bands (orange) and the polymer band
gap E∞g and c) the HOMO (bottom) and LUMO (top) WFs associated with the wannierised
bands.

The band structures of the four polythiophenes with different dihedral angles are qualitatively

very similar, so only one of them is plotted in figure 6.12. The key differences between them

are the energies of the lowest conduction and highest valence bands at the band edge, which

are shown in figure 6.13. The figure shows that the band gap is increasing by 1.5 eV when the

dihedral angle is increased from 0◦ to 45◦, which is both due to a decrease in the valence band

edge energy by 0.8 eV and an increase in the conduction band edge energy by 0.7 eV .
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Figure 6.13: The energies of the valence and conduction band edges for polythiophenes with
different dihedral angles and associated polymer band gaps.

6.3.2 Oligomer optical spectra

The parameters obtained from DFT calculations on polythiophenes are used to calculate the

optical properties of finite oligomers by approximating every unit in the oligomer to be an

identical C4H2S thiophene unit. Figure 6.14 shows the optical absorption spectra of 20-mer

oligothiophenes with different dihedral angles obtained from solving the W-CIS Hamiltonian.

The lowest energy peak of the oligomer spectrum has the highest oscillator strength and dom-

inates the spectrum. As the dihedral angle is increased from 0◦ to 45 ◦ this lowest peak is

blue-shifting. The height of the absorption peak is near constant between 0◦ and 30◦ and then

drops significantly at 45◦.
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Figure 6.14: Optical absorption spectra showing the W-CIS calculated oscillator strength as a
function of transition energy for oligothiophenes with different dihedral angles.

Figure 6.15 looks at the optical properties shown in the oligomer spectra in more detail. The

blue shift is caused by the increase in the transition energy of the first excited state E1 and

the trend in peak height follows the trend in oscillator strength f1 of the first excited state,

as shown in figures 6.15a and 6.15c. As stated earlier, the oscillator strength is proportional

to the product of the transition energy and the transition dipole strength |µ1|2, so in order to

understand what drives the increase in oscillator strength we need to also look at the transition

dipole moment plotted in figure 6.15b. The transition dipole strength is decreasing from 229

(ea0)
2 to 207 (ea0)

2 as the dihedral angle is increased from 0◦ to 30◦ and then drops to 71

(ea0)
2 at 45◦. The increase in E1 and decrease in |µ1|2 is comparable between 0◦ to 30◦, so f1

hardly changes between these dihedral angle values. However, the drop in |µ1|2 from 30◦ to

45◦ is much larger than the increase in E1, so the f1 also shows a dramatic drop.
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Figure 6.15: (a) Transition energy, (b) transition dipole strength and (c) oscillator strength of
the first excited state of a 10-mer oligothiophene as a function of dihedral angle.

As shown in figure 6.16 the same trend in transition energy, transition dipole strength and

oscillator strength with increasing dihedral angle is observed for all lengths of oligothiophenes,

except for very short oligomers with N < 3.
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Figure 6.16: Transition energy (E1), specific transition dipole strength (|µ1|2/N) and specific
oscillator strength (f1/N) of the first transition of an oligothiophenes as a function of number
of monomers.

The blue-shift in the oligomer spectra with increasing dihedral angle in figures 6.14 and 6.16 is

caused by the increase in E1, whereas the trend in peak height is mainly caused by the decrease

in |µ1|2. In order to further understand the origin of these structure dependent trends in optical

properties, I will analyse the W-CIS parameters and other relevant quantities that determine

the values of E1 and |µ1|2.

6.3.3 Transition energies

In order to further understand the origin of the structure dependent trends in optical proper-

ties presented above, I will analyse the W-CIS parameters and other relevant quantities that

determine the values of the transition energies.

The transition energy of the first excited state E1 can be split into a contribution from the

band gap Eg and the exciton binding energy Eb. Figure 6.17a plots the oligomer HOMO and

LUMO energy levels and corresponding band gaps as a function of dihedral angle, and figure

6.17b plots the band gaps and exciton binding energies side by side.



134 Chapter 6. Conformation dependent optical properties studied using W-CIS

(a)

0 10 20 30 40 50
Dihedral angle (degrees)

−6

−5

−4

−3

−2

−1

0

1

2
En

er
gy

 (e
V)

0.82

-4.71

E g
 =
 5
.5
3

0.95

-4.97
E g
 =
 5
.9
2

1.07

-5.03

E g
 =
 6
.1
1

1.51

-5.53

E g
 =
 7
.0
4

(b)

0 10 20 30 40
Dihedral angle (degrees)

0

1

2

3

4

5

6

7

8

En
er
gy

 (e
V)

Band gap
Exciton binding energy

Figure 6.17: (a) HOMO and LUMO energies of 20-mer oligothiophenes with different dihedral
angles and their associated oligomer band gaps Eg and (b) the same band gaps plotted alongside
the exciton binding energy of the oligomers.

Both the band gap and binding energy are increasing with increasing dihedral angle, but the

transition energy exhibits a stronger increase, especially from 30◦ to 45◦. Thus, we can conclude

that the increase in transition energy with increasing dihedral angle is mainly driven by the

increase in the oligomer’s band gap, which in turn determined by the values of the on-site

energies and transfer integrals of W v(r) and W c(r).

Figure 6.18a shows the on-site energies εv and εc together with their difference ∆ε, which

corresponds to the band gap of a monomer according to the W-CIS method. The on-site

energies do not change much when the dihedral angle is increased - ∆ε varies within a range

of 0.12 eV . Figure 6.18b plots the absolute values of the transfer integrals tv and tc as a

function of particle separation s. As the dihedral angle is increased the transfer integral values

are decreasing (with the exception of the values at s = 2). In other words, the stronger the

polymer chain torsion, the less coupled the HOMO and LUMO WFs of neighbouring monomer

units are.
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Figure 6.18: (a) On-site energies of the WFs representing the HOMO (W v) and LUMO (W c)
of thiophene and their difference ∆ε and (b) the transfer integrals of W v and W c as a function
of particle separation.

Even though the increase in band gap with increasing torsion is the key driver causing an

increase in the first transition energy of the oligomers, figure 6.17b also showed an increase in

exciton binding energy with increased torsion. The exciton binding energy is determined by

the electron-hole Coulomb interactions, which are plotted in figure 6.19. Figure 6.19b plots the

value of the Coulomb term found on the diagonal of the W-CIS Hamiltonian (2Ux − Ud). At

short electron-hole separations (s = 0, 1) the Coulomb term gets more negative with increasing

torsion. In other words, the more twisted the oligomer, the stronger the electron-hole Coulomb

interaction, which is in agreement with the exciton binding energy increasing with dihedral

angle show in figure 6.17b.



136 Chapter 6. Conformation dependent optical properties studied using W-CIS

(a)

0

2

4

6

8

U
d  (

eV
)

D 0∘

D 20∘

D 30∘

D 45∘

0 1 2 3 4 5 6 7
s (thiophene units)

0∘00
0∘25
0∘50
0∘75
1∘00
1∘25

U
x  (

eV
)

(b)

0 1 2 3 4 5 6 7
s (thiophene units)

−4.0
−3.5
−3.0
−2.5
−2.0
−1.5
−1.0
−0.5

2U
x
−
U
d  (

eV
)

Figure 6.19: a) Direct and exchange Coulomb integral terms Ud(s), Ux(s) for polythiophene
with different dihedral angles as a function of electron-hole separation s and b) the value of the
diagonal Coulomb term of the W-CIS Hamiltonian 2Ux(s)− Ud(s).

In conclusion, increasing the dihedral angle is lowering the coupling between HOMOs and

LUMOs of neighbouring thiophene units, which results in the widening of the band gap and thus

also an increase in the transition energy of the first excited state of the oligomers. Additionally,

the increase of the dihedral angle is also causing a slight increase in the electron-hole Coulomb

interaction resulting in an increase in the exciton binding energy, which also contributes to the

increase in transition energy of the first excited state.

6.3.4 Transition dipole moments

In order to further understand the origin of the decreasing oscillator strength with increasing

dihedral angle torsion described in section 6.3.2, this section analyses the underlying W-CIS

parameters and other relevant quantities.

The transition dipole moment is determined by the eigenvector coefficients Anij obtained from

diagonalising the W-CIS Hamiltonian, as well as the intermonomer transition dipole moments

µ(s) (see equation 6.4).

Figure 6.20 plots the intermonomer transition dipole moments as a function of electron-hole

separation. As the dihedral angle is increased, the µ(s) values are decaying faster, and there

is a significantly larger drop in µ(s) values when going from 30◦ to 45◦. In other words, the
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larger the polymer chain torsion, the smaller the transition dipole moment between HOMO

and LUMO WFs at all separations. This aligns with the decreasing trend in transition dipole

strengths of the oligomers plotted in figure 6.15b.
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Figure 6.20: Intermonomer transition dipole moment magnitudes as a function of electron-hole
separation s for thiophenes with different dihedral angles.

The other contributing factor to the oligomer transition dipole moments are the eigenvector

coefficients of the first excited state A1
ij. Figure 6.21a plots the fraction of how much different

exciton basis states contribute to the first excited state. The basis state contributions do

not vary much with dihedral angle except for an increase in the s = 0 and s = 1 basis state

contributions (blue and orange) and a decrease in the s = 2 basis state contributions (green). A

convenient way of quantifying this change in exciton basis state contributions is to calculate the

corresponding exciton radii, the calculated values are plotted in figure 6.21b showing a decrease

with increasing dihedral angle, which is consistent with a slight increase in contributions from

the lower s basis states and decrease in contributions from the lower s basis states.
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Figure 6.21: a) Contributions of exciton basis states with different electron-hole separations (s)
to the first excited state of 20-mer oligothiophenes with different dihedral angles and b) exciton
radius as a function of dihedral angle.

In the limit that the µ(s) values were constant, a decrease in exciton radius would result in

an increase in oligomer transition dipole moments, as the lower s basis states have higher µ(s)

values. However, the opposite trend is observed, so it can be concluded that the decreasing

trend in transition dipole strengths is solely due to the µ(s) values decreasing with increasing

dihedral angle and are not affected by the exciton radius plotted in figure 6.21.

6.4 Discussion and conclusions

I calculated the optical properties of oligoacetylenes with varying BLA using the W-CIS method.

The optical absorption spectra presented in section 6.2.2 show that increasing the BLA results

in the lowest energy peak blue shifting and increasing in height, which was shown to be due to

a significant increase in the transition energy of the first excited state. A further analysis of the

W-CIS parameters showed that this trend is cause by an increase in the band gap, which can

be attributed to a decrease in coupling between the WFs representing the HOMO and LUMO

of the oligomers.

I also calculated the optical properties of oligothiophenes with varying dihedral angles using the

W-CIS method. The optical absorption spectra presented in section 6.3.2 show that increasing

the dihedral angle results in the lowest energy peak blue shifting and staying near constant in
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height when twisting the chain up to 30◦ and dramatically dropping in height at 45◦. These

changes in spectra were shown to be due to an increase in the transition energy and a decrease

in the transition dipole strength of the first excited state. A further analysis of the W-CIS

parameters in section 6.3.2 showed that the trend in transition energy is mainly caused by an

increase in the band gap, but an increase in the exciton binding energy is also contributing.

The increase in band gap can be directly attributed to a decrease in coupling between the

WFs representing the HOMO and LUMO of the oligomers, and the increase in binding energy

can be attributed to a strengthening of the electron-hole Coulomb interaction. Furthermore,

the analysis of the W-CIS parameters showed that the decreasing trend in transition dipole

strength is caused by a decrease in the intermonomer transition dipole moments.

Varying the bond length alternation or dihedral angle are relatively simple geometry changes

that can be applied to most conjugated systems, therefore, the results of this chapter can be

used as a first approximation when predicting the effect of these conformational changes in

other materials. As outlined in this chapter’s introduction, the link between torsional disorder

and optoelectronic properties in conjugated polymers has been studied for several decades,

where early work separated polymers into submolecules based on conjugation breaks defined

by a critical dihedral angle[5][6]. Most later work incorporation torsional disorder into model

Hamiltonians by varying electron transfer integrals [7][8] or exciton coupling term[9][10][11]

as a function of the dihedral angle, or by treating the exciton coupling energy as a Gaussian

variable[12][13]. The main advantage of the W-CIS approach presented in this thesis is that I

obtain the model Hamiltonian matrix elements from ab initio calculations, meaning that the

model is capable of incorporating changes in geometry, as well as changes in the intramolecular

interactions that results from specific chemical structure.

Additionally, this study can be treated as the first step towards a multiscale study performing

excited state calculations on large numbers of macromolecules in different conformations in

order to further study the relationship between the morphology and optical properties of con-

jugated polymers. In a more extended application of this approach, the dependence of model

Hamiltonian parameters on particular degrees of freedom of the inter-monomer geometry could

be obtained using series of explicit calculations like these, and the dependence fitted to some
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functional form which could then be used to approximate the Hamiltonian elements for more

general arrangements of chemical building blocks.
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Chapter 7

Conclusions

7.1 Summary of thesis achievements

In this thesis I set out to contribute to the knowledge of property-structure relationship of

conjugated polymers, specifically how conformational changes of a polymer affect the absorption

strength, and thus the efficiency of an organic solar cell. I proposed that in order to further our

understanding of the relationship between the morphology of organic semiconductors and their

optical properties it is necessary to implement a coarse grained model with a more rigorous

treatment of electron-hole interactions than commonly used semi-empirical models.

In chapter 4 I presented two case studies on how TDDFT can be used to investigate the confor-

mation dependent absorption strength polythiophene and the two small molecules IDTBR and

IDFBR. It was shown that the oscillator strengths of these materials are very sensitive to small

changes in geometry, such as coplanarity and colinearity of neighbouring units. DFT is a good

tool to determine the minimum energy conformation of individual polymer fragments or small

molecules, which can then be used to estimate the material’s optical properties and compare

it against other materials. However, in practice a large variety of conformations of molecule or

polymer chain may be present in a solid film resulting from the processing conditions, as well

as presence of other blend components and phases. Thus, in order to determine the optical ab-

sorption properties of an organic material, it is important to perform excited state calculations

142
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on large numbers of macromolecules in different conformations, and this exceeds the length

scales that can be accessed practically by TDDFT.

In chapter 5 I presented the W-CIS approach - a coarse-grained method to calculate the ex-

cited states of conjugated oligomers that uses parameters obtained from ab initio calculations. I

compared the approach to its ab initio counterpart CIS and the simpler semi-empirical Frenkel

exciton model to conclude that the W-CIS offers a promising compromise between the two - it

has the high computational efficiency of a semi-empirical model, but delivers results for opti-

cal absorption strength that are in good agreement with ab initio methods. Thus, the W-CIS

method is well suited to further explore the optical absorption properties, especially the absorp-

tion strength, of conjugated materials in order to explain the origin of high absorption materials

and contribute to design rules of new materials for high efficiency solar cells. However, it is

worth noting that for now the approach has only been tested on single chains of homopolymers

with relatively small repeat units (polyacetylene and polythiophene) and further work is needed

to evaluate the limitations of the method when applied to more complex structures.

In chapter 6 I used the W-CIS approach to investigate the effect of varying conformation on

the optical properties of two homopolymers, specifically varying the bond length alternation

of oligoacetylenes and varying the dihedral angle of oligothiophenes. I showed how the effects

of these conformational changes on the optical absorption spectra can be linked to changes in

the model parameters characterising the electronic intermonomer interactions, such as HOMO

and LUMO coupling energies, electron-hole Coulomb interactions and intermonomer transition

dipole moments. Thus, not only does the W-CIS approach offer a more accurate alternative to

other commonly used coarse grained models for excited state calculations such as the Frenkel

exciton model, it also enables a more intuitive analysis on the origin of conformation dependent

optical absorption properties.

To conclude, this work establishes a basis for multi-scale studies on how the knowledge of elec-

tronic properties of molecular scale systems can be combined with the knowledge of the relative

position and orientation of molecular components in order to understand the macroscopic ab-

sorption properties of known compounds. It also showed how this knowledge can be used to
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design new organic materials that would exhibit high optical absorption.

7.2 Applications and future work

The ultimate goal of the W-CIS approach presented in this thesis is to enable the modelling

of optical properties of a molecular material exhibiting complex morphologies. This could be

done by constructing and solving the model Hamiltonian for many conformations of single

or multiple polymer chains or molecular crystals, whose structures might be extracted, for

example, from molecular dynamics (MD) simulations. Following the calculations presented

in chapter 6, such a procedure would involve coarse-graining each MD snapshot, calculating

the Wannier functions for appropriate building blocks (monomers, groups of monomers or

molecules, depending on the extent of the Wannier functions representing the frontier orbitals)

and calculating the electronic coupling elements, Coulomb interactions and transition dipole

moments. The most time consuming stage in the current implementation is obtaining the

Wannier functions (WFs) representing the HOMO and LUMO of the system in question, as

described in section 5.2.2. It would save computational time if the WFs could be calculated for

a subset of possible configurations, for example, only for particular torsion angles as was done in

chapter 6, and values of parameters for other configurations can be obtained by interpolation.

This would allow the model Hamiltonian to be populated more quickly for a larger range of

structures and allow more complex molecular morphologies to be sampled.

In chapters 5 and 6, I have demonstrated that the approach can be applied to study the optical

properties of two homopolymers with relatively small repeat units as a function of oligomer

length and simple geometric degrees of freedom, specifically carbon-carbon bond length alter-

nation and dihedral angle. In order to extend the approach and apply it to more complex

structures, further work needs to be done. First, the method should be validated more exten-

sively against traditional methods for calculating excited states such as TDDFT. In chapter

5 the method was compared to ab initio CIS, which is a natural methodological comparison.

Analysis of the same system (trans-oligothiophene) using TDDFT in chapter 4 and W-CIS in
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chapter 6 led to qualitatively and quantitatively similar results but with differences, for ex-

ample, in transition energies and in the length at which specific absorption peaks. A deeper

comparison of model systems using W-CIS, CIS and TDDFT with possible extension to other

excited state methods would be necessary to calibrate the method and interpret its predictions.

At the same time the method should be compared with other electron-hole Hamiltonian-based

coarse grained approaches for excited states of π-conjugated systems.

A key limitation of the model that is worth pointing out is the neglect of vibrational modes,

as well as the limitation to steady state conditions. In future developments vibrational modes

should be included in order to better reproduce experimental spectra. Vibrational dynamics are

necessary to enable dynamic simulations and in a future development they could be included

following the treatment of electron-phonon interactions implemented in [1]. Incorporating ex-

cited state dynamics would allow basic processes such as exciton transfer and charge separation

to be modelled within a coarse-grained molecular assembly [2].

One of the advantages of the W-CIS approach compared to the widely used Frenkel exciton

model is its capability to model both Frenkel type and charge transfer excitons in the same

system. Thus, an interesting application where the W-CIS approach could enable promising

insights is modelling excited states and charge transfer events at the interface between a conju-

gated polymer and a molecular acceptor. Recent experimental evidence suggests charge transfer

at such interfaces can occur with minimal free-energetic driving force [3][4] but little is known

about how such phenomena depend upon the relative orientation and position of the donor and

acceptor units. The W-CIS approach provides an attractive way to study how the excited states

and their energetics depend on the geometry and chemical structure of the donor and acceptor

units. In follow-up work within our group, the approach is being adapted to study the nature

of excited states at donor:acceptor molecular interfaces within larger molecular assemblies.
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