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ABSTRACT GT Gas Turbine

: : - H-i-L Hardware in the Loop
This paper describes the development of a disttbut .

network system for real-time model based contrahdfistrial HMI Human Machine Interface
gas turbine engines. Distributed control systemstrimte 1/O Input/Output
toward improvements in performance, testability,ntcol MBT Model Based Temperature
system maintainability and overall life-cycle cofhe goal of MGT Measured Gas Temperature
this programme was to offer a modular platformifoproved
model based control system. Hence, another impoaspect PCS Process Control Sy.Stem
of this programme was real-time implementation ofifinear PLC Programmable Logic Controller
aero-thermal gas turbine models on a dedicatedwased PROFIBUS Process Field Bus

platform. Two typical applications of real-time émg models, PROFIBUS DP Decentralized Peripherals

namely hardware-in-the-loop simulations and on-line- PROFIBUS PA Process Automation
simulations, have been considered in this programme

Hardware-in-the-loop platform has been proposed aas RTOS Re‘?""T'me Operating System
transitional architecture, which should lead tovgawl fully TET Turbine Entry Temperature
distributed on-line model based control system.tribisted Top Turbine Operating Temperature
control system architecture offers the possibitifyintegrating UCP Unit Control Panel

a real-time on-line engine model embedded withaedicated

hardware platform. Real-time executing models uegine

operating conditions to generate expected valueséasured INTRODUCTION

and non-measured engine parameters. These virtual
measurements can be used for the development aflrbaded
control methods, which can contribute towards improents

in engine stability, performance and life managemés an
illustration of model based control concept, tharegle of gas
turbine transient over-temperature protection isspnted in
this study.

Distributed network architecture has already been
successfully implemented into the control systenindfistrial
gas turbines. This architecture was chosen priyngicause of
simpler integration with large plant distributedntml| systems
(DCS). Benefits of implementing distributed arcbitee into a
gas turbine control system are multiple [1-4].

Maybe the most obvious benefit of distributed nekwo
architecture is the potential to reduce wiring witthe turbine
package, and hence to contribute towards reductioneight

ABBREVIATIONS

CIF Communication Interface and cost of product. Modular design supports aoiditf new
CPU Central Processing Unit software and hardware functionality even after sistem has
DCS Distributed Control System been commissioned. This system flexibility allowseasion of
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system capability and improvement of system maiataility.

Composability is another attribute of distributedntrol

systems, which allows different modules to be usetbss
different engine platforms, and therefore to cdmti@ towards
reduction of system testing.

The aim of this project was to exploit the benefifs
existing gas turbine DCS and to offer a platform foore
efficient control system design. High fidelity nbnear gas
turbine models were developed and implemented anto
dedicated hardware platform. It has been proposendtégrate
these real-time engine models into distributed gabine
control system, thus offering a modular platformm foodel
based control system.

To demonstrate the proposed concept and to reduce
development time of fully distributed on-line systeH-i-L

(hardware-in-the-loop) technology was proposed as a
development facility. Using this approach, testinfj the
development platform, which can be considered as an

additional 1/0’s node in distributed network systecan be
performed in isolation prior to integration. Hardesn-the-
loop technology is an ideal test facility where glations and
hardware components can be integrated for developmok
model based control methods and software validd&ipn

DISTRIBUTED CONTROL SYSTEM

The control system used in this study is based on
SIMATIC S7-400 PLC hardware. Networked 1/O’s ingidCS
are used to reduce system cabling between thenmgzdckage
(gas turbine & driven unit) and the unit controhph(UCP).

The UCP contains the PLC and communications systems
Through the communications systems all other systane
interfaced either directly (ET200M modular 1/0 gta) or via
protocol converters, thereby allowing integratioh specific
systems on different engine platforms (Fig.1.).

The PLC consists of the central processing unitjCéhd
two Profibus interfaces, which are used to integmat-package
(local to the turbine) and off-package systems ¢tenfrom the
turbine). These two Profibus networks (DP1 and DB®)
utilised to collect gas turbine and its associagtiliary
systems I/O’s.

The turbine and driven unit package are built wath
sensors and actuators wired to junction boxes eretid of the
package. Some of the equipment is connected diréatd
distributed 1/O in the junction boxes, whereas mheave to be
wired back to the UCP due to their zoning or power
requirements.

The PLC connects to an operator station, i.e.
human\machine interface (HMI) via an Ethernet liwkjch can
be used for accommodation of additional statiors @notocol
converters. The Ethernet link can also be extertdexlistomer
DCS, where remote monitoring of the system is fdssiia a

broadband internet connection.
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Fig. 1. Gasturbine DCS

SIMATIC PCS7 is an engineering tool for working hwit
distributed control system. PCS7 software suiteused for
creating the control program, configuring hardware the
system and creating the user interface. This tdiowa a
structured approach to creating and managing scedtwahich
is downloaded to PLC & HMI, and also secures easy
configuration of distributed system hardware.

REAL-TIME ENGINE SIMULATIONS

Gas turbine models were developed using a Simulink
specialized block-set library called GasTurboLil. [Bifferent
engine configurations can be generated using tleiserc
simulation tool and these models can be used falktirae
simulations.

Using Simulink add-on tool xPC Target, it is possito
deploy real-time models using standard PC hardwérie. an
environment that uses a target PC, separate frbas@aPC, for
running real-time applications. This tool is use@d t
automatically generate and compile a C/C++ code
representation of Simulink models. The target aapibn is
then downloaded via an Ethernet connection from Hbst
computer to the target computer, where Simulink e®dan
run in standalone mode using real-time xPC kernel.
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Real-time operating system

Real-time xPC operating system is a computing @letf
that ensures a timely execution of all schedulettstdor the
Simulink application. Because a real-time applaatmust be
ready to process a task when the moment arrivethéotask to
begin execution, only fixed-step solvers are sufgabrin this
way the execution time of a task is prohibited frerteeding
the sample rate period, i.e. overrun. An overrustpanes the
start of the next scheduled task, so an accumalaifosuch
occurrences may eventually overload the processor.

The Simulink environment employs an “auto-solver”
facility, which during the simulation run providagegration of
differential equations using numerical method cholsg user.
A fourth order Runge—Kutta explicit one-step intgn
algorithm has been used for implemented gas tun@aktime
simulations. A fixed integration step time of 1 has been used
to secure numerical stability of solution at evémge step. It
has been concluded that engine simulations execwuiith an
integration step size of 1 ms are sufficient to uaately
calculate the critical transient effects duringitgb engine
acceleration / deceleration maneuvers [6].

Further optimization of real-time models has been
achieved by carefully selecting appropriate conputal
schemes. In real-time environment computationdtstauld
be grouped and implemented as single-task and -taski
scheduling schemes. The single-task approach fateaila
single thread of computations that runs the emticglel at the
base rate and conditionally updates sub-rate bldidks multi-
tasking approach formulates multiple threads of atations
with each tread running blocks of a specific rat®ug.
Implemented real-time simulations execute with dgpitask
rates ranging from 100 ms to 1 ms at the most ddingn

Interfacing

Real-time models executing on dedicated hardware
platform have been integrated into gas turbine robrslystem
via communication interface. Real-time hardwaretfpten
must be easily reconfigured for different enginafigurations
and customized for different applications (H-i-L ©mn-line).
Connecting at a communications level rather thgshygsical
I/O level offers this flexibility.

Documented methods of communication interfacing
include different memory-mapped techniques, sudiua$-port
memory and reflective memory. Those memory-mapped
techniques have been used for development of v@data bus

communication protocols such as CAN bus, DeviceNet,
Profibus, Ethernet etc.

There is a range of commercial off-the-shelf
communication interface (CIF) 1/O boards, which are

developed for PC-compatible hardware. To commueigéth

the control system, the real-time application mpetform a
sequence of read and write operations with the bélgriver
routines that are specific to the installed comrmation
interface board.

Using communication interface PC card for fieldbus
communication, the dual port memory on the cardesens a
process image, which can be accessed from botls sidéhe
same time. Simulation application need not condseif with
the actual fieldbus communication, because thik tés
automatically undertaken by the CIF card thankdtgoown
communication processor. The communication interfac
handles the complete data exchange between thehRiGrm
and connected fieldbus devices.

Hence, generating engine models with customized
communication driver library, and deploying thesendink
models onto PC with CIF hardware, real-time simatat
platform can be easily integrated into distributedtwork
system.

Real-time network communication

The fundamental prerequisite of distributed control
systems is the real-time communication. The comoaiitn
network must not contribute to control instabiléiyd hence
network data throughput must be deterministic [f}e most
important task to consider when distributing cohtower a
communication network is synchronization of the HW® the
control application software. Typically 100 ms ufileates are
used for slow control loops, and 10 ms update ridesnore
demanding control loops.

Within industrial communication systems, fieldbus
networks are especially developed for the intereation of
process controllers, sensors and actuators. Irstihéty Profibus
protocol has been used to support real-time conwations
between xPC and PLC platform. Profibus is deterstimitime-
triggered communication protocol, and it is based @
simplified Time Token protocol [8]. This is a weltoved
solution for real-time communication systems witbveral
thousands of installations worldwide. Several stadon the
ability of fieldbus networks to cope with real-timequirements
have been carried out, and Profibus was recentigidered as
one of the general-purpose solutions for the fie&db
communication systems by European standard.

The main function of the Profibus is cyclical tranission
of process data from the control system to thepperals and in
the reverse direction. Access is by the Master<Stainciple. A
Master controls the assigned Slave device on tkdrbpolling
operation. Data exchange is initiated by poling sage and
terminated by an acknowledgment message from tlaweSlI
addressed. Each Slave therefore only becomes awfiamn
required by the Master, and simultaneous bus adsefisus
avoided.
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There are two variants of Profibus in use todag, rtiost
commonly used Profibus DP, and the lesser usedicappn
specific Profibus PA. Profibus DP (Decentralizediptesrals)
is used to operate sensors and actuators via aalized
controller in plant automation applications. PraBb PA
(Process Automation) is used to monitor measurgugpenent
via a process control system
applications.

SYSTEM CONFIGURATION

Distributed control system under consideration s t
study is based on SIMATC S7-400 process controlléis
control system allows the uniform configuration dtfie
communication relationship between Master and Slagbus
devices. PLC in this system is configured as a mblaster
device in Profibus DP network.
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Fig. 2. H-i-L configuration

The configuration and setup of xPC platform takkse
through the system configuration tool. This confagion tool
is located on the remote PC and communicates WwahGlF
device driver via Ethernet link. The configuratignstored on
the CIF and therefore the CIF is immediately reafter the
start of system.

In H-i-L configuration (Fig.2.), network is configed as
single Master — single Slave Profibus network. In-libe
configuration (Fig.3.), PLC is configured as a $nf/laster
device, where xPC platform is just one of the |/@v8
devices.

In the H-i-L configuration, just as in normal prese
operator station is connected with Ethernet to R, into
which the control program is loaded. In the gadihe setup
there are DP-Slaves connected via Profibus to tte. Hhe
DP-Slaves handle I/O’s, connected to measuremeintspm
the gas turbine, managing the communication to cibwtrol

in process automation

program in the PLC. In the H-i-L configuration, thelF

interface card, connected via Profibus to the AEGjmulating

I/O0’s. The CIF interface sends and receives sigttaind from
the simulator program and forwards them to the robnt
program, which receives them and acts as if theyecfsom the
real gas turbine. In On-line configuration xPC fuanh is

connected as an additional /0O slave device on ilfusf
network.
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GAS TURBINE DYNAMIC MODELLING

The integration of an on-line engine model into ¢batrol
system enables the use of virtual measurementseircantrol
logic. Modelling techniques for real-time dynamimslations
and methods for on-line model adaptation are ptedein this
section.

The detailed dynamics model of gas turbine engarele
expressed with a system of differential equationstate space
[e]: ,

X =F,(X,u,v)
Y=F,(X,u,v) @

where X is state coordinate vectdd is control vectorV is
vector of operating conditions an¥ is vector of output
observable coordinates.

Control  vector U :[mf,aVGV,aBOV] in adopted

modelling approach consists of following controtighles:
m, - fuel flow demand,

aVGV

a

- variable guide vane demand and

sov - Pleed/blow-off valve demand
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This vectorU is a subset of vecto\, which contains
full set of controlling variables used in real plane. gas
turbine engine. (Fig.4.)
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Fig. 4. Sructure of GT system

Vector of observable coordinatés = §,§ , consists of

two sub-vectors,S and S. Vector S represents measured

engine parameters, and vectdd non-measured engine
variables:

P

amb'ngg’npt’TTLT 'J

Y =[T )

amb?

A particular dynamic condition of the engine is césed
by the derivative vector in Eq.1., where the statetor

X :[ni,)?j] can be formed arbitrarily to some degree. In

proposed modelling framework, vector of state cowts
consists of following elements:

N, - rotational speed, wheieis number of shafts and

)TJ- - sub-vector, whergj corresponds to number of gas path

components used to model required engine configurat

Each sub-vectorX j is represented with vector of gas

properties, which corresponds to the specific gagh p
component:

X, zlpi’Tj'pi’ij ®)

where elements of vector correspond to total vatiigsessure
P, , temperaturel; , density 0, and mass flow raten, at the

specific engine station.

In steady-state conditions, all derivatives area¢tpizero,
and Eq.1. transforms into system of following eéprat:

f(X,UV)=0;F, =f =0
Y=f,(X,UV);F =f 4)

y

The nonlinear operator§, and F, are reduced to the
operators f, and f, at the steady state conditions, where

operator f, implicitly includes operatorf . If X #0 then

solution of the systenf, # 0 does not satisfy static model, and

such solution corresponds to a dynamic point, rict. steady-
state condition.
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Fig. 5. Sructure of H-i-L architecture

Vector of operating conditiong = [V,\7] consists of sub-
vector V:[PMb,Tmb,pmb], which is ambient conditions
vector and scalaV . In case of H-i-L configuration [Fig.5.]

scalarV is represented with gas turbine loadihg and in on-
line configuration [Fig.6.] this scalar is subst#d with

rotational speed of loading shzﬂ'rpt .
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Fig. 6. Sructure of On-line architecture

In on-line configuration, models over the time clviate
enough from the actual engine being monitored su the
model estimation is inaccurate and misleading.d¢ariengine
component characteristics change during the lifthefengine
and this can be recognized as degradation of differ
component efficiencies.

To mitigate this problem, tuning of engine modeh d&e
performed so that model aligns to actual enginengei
monitored using model tracking approach [10-12]e Tilea
behind this approach is to minimize the deviationsnodelling
errors of model that runs in a parallel to realnpld.e. gas
turbine, by correcting parameters of “nominal’ ewws
behaviour. This approach effectively removes theedminty
introduced with engine to engine variability, diffet
disturbances, unknown initial conditions and madgll
simplifications.
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The tracking methods are usually based on the srror
between the measured engine variables and thesponding
simulated variables, where generated errors are taseorrect

engine component characteristics. The measuredblasi S
are compared with simulated variable§, and then
corresponding simulation error vect®,, is multiplied by a

matrix, where resulting vector is used to corrbetmodel state
variables X . Therefore dynamic model described with system
of equation Eg. 1, in on-line configuration takesldwing
form:

X =F (X,U,V)+F,(s-S)

Y=F,(X,u,v) ®)

where functionF , represents gain matrix, which determines
model correction and sensitivity to measuremengenoi

MODEL BASED CONTROL

A wide range of engine sensors covering high and lo
bandwidth signals are used for controlling the gadbine
during steady state and transient operations. Sofmihese
engine variables are of crucial importance for thafe
operation of the engine from perspective of comptsdife
and stable operation. Not all of the engine vaaabtan be
measured, or they can be measured only with redacearacy
and reliability. Traditionally control system tiforms real
engine limits into limits, which are based on meaduengine
variables. As a result of that, engines operaté witreased
safety margins and thus with non-optimal perforneanc

To overcome this problem model based control cancep
has been proposed [13-15]. Model based approacloiesxp
real-time engine models to estimate control feekllmgnals,
enabling the implementation of novel control andgdiostic
methods [16]. Using real-time on-line engine moditlss
possible to obtain non-measured engine variablash sas
temperature loading of high pressure turbine corapbror
surge margin of the compressor.

Real-time engine models generated by GasTurboldb to
can be used to calculate temperatures, pressuass, flaw and
gas properties at relevant engine stations. Thisicpiarly
applies to stations for which no measured dataasedlable.
Using these models it is possible to accuratelgutate the
dynamic responses of parameters, which are notaleior
data are affected with high measurement lags or update
frequencies. These virtual measurements can be foseithe
development of model based control methods. Prapose
concept offers the possibility to contribute toward
improvements in engine reliability, e.g. combusttability
[17], component life extension [18] and performance
diagnostics [19].

Transient turbine over- temperature protection

As an illustration of model based approach, thergta of
gas turbine transient over-temperature control resgnted in
this section. To prevent turbine component damagdaded by
excessive, prolonged combustor outlet gas temperatihe
engine is operated at a turbine peak temperatateistseveral
degrees below the turbine vane’s critical tempeeatliypically,
the turbine component is protected by the enginatrob
parameter, which is based on the measured gas itatuge

The temperature of the combustion gases leaving the

combustor is not directly controlled because meament of
the extremely high temperature at the inlet ofhfgh pressure
turbine is very difficult and impractical. Hot gésmperature is
usually measured by a plurality of thermocouplespdsed
either at the outlet of turbine section or betwbagh pressure
and low pressure turbine. At these engine statiensrgy has
been already extracted from hot gas, and gas tetyperis
correspondingly reduced to a suitable level, whiohy be
practically measured.

With the engine operating at steady-state operating
condition, adequate engine life can be assesséniting peak
temperature based on the measured gas temperBiureg
engine acceleration, however, peak temperature rpay
exceeded transiently because the response of tasunegl gas
temperature does not reflect the true critical iheb
temperature.

Because the thermocouple probes at the turbineagsit
constructed for accuracy and durability, but not fick
response, temperature measurement results in awltdy
relatively slow response as compared to that of dhical
turbine hardware. Although consideration of thimperature
lag is not critical for engine accelerations ofdaturation, the
delay becomes most significant when attemptingcu@ately
compensate for thermocouple dynamics during rapid
accelerations of short duration.

In order to prevent transient temperature overskiaon
damaging turbine, model based temperature limitogtrol
parameter has been devised. Proposed model basmugter
can adequately reflect unmeasured critical turlbémeperature
during rapid engine transients [20].

In presented example rapid transients of singldt ges
turbine engine have been considered. During fuladlo
acceptance simulation, the response of VGV's (deiguide
vanes) has been varied. VGV demand is determinatd) s
least select from the speed and temperature sahe8plkeed
schedule is based on gas generator rotational speed
temperature schedule is based on the turbine apgrat
temperature. On fast load changes, however, the '¥@xe
limited against fuel demand. Rapid application oadd and
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increase of fuel demand during load acceptanceesad&V'’s
to move to fully open position. Several scenariesehbeen
simulated using different VGV opening rates, angsthcases
are presented in Fig. 7.
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Fig. 7. Temperature profilesduring rapid transient

Turbine Entry Temperature (TET) and Turbine Opersti
Temperature (Top) are presented and compared srfithire.
Turbine Entry Temperature is model based tempergtdBT)
generated using real-time model, and Turbine Ojeyat
Temperature is measured gas temperature (MGT) nautehy
engine thermocouples. Top is defined with followretation:

-T

o)

TOP = Tpte _T

inlet

+K; (T

inlet

(6)

where T, is average power turbine exit temperaturg e
is average inlet temperaturel,,, ambient reference

temperature andK;  is constant dependant on the fuel type.
op

One can observe that by reducing VGV opening rate,

transient thermal loading of engine is increasddoAt can be
clearly observed that Measured Gas Temperature) @dpbits

substantial lagging compared to Model Based Tentpera
(TET).

Proposed transient over-temperature control paemist
based on permissible thermal load to which turlisneubjected
during rapid transients. Turbine thermal load canderived
from heat flow that is transferred from hot gasrtetal, and is
defined as follows:

gh :hhAl(Thg _Tm) (7)

where hh is averaged heat transfer coefficient for hot sﬁe
is contact surface for hot sida?hg is hot gas temperature and

Tm is metal temperature.
Introducing expression for cooling effectiveness:

Ll
T~ T

coolant

Cat = (8)

g_

into expression for heat flow (Eq.7.) one can abfailowing
relation:

dé,

— hA1Ceff (Thg _Tcoolant)

10
at (10)

where coolant temperature can be substituted mihsured
compressor discharge temperatJF&)dam - Tcd , and hot gas
temperature can be equated with model based turbirtiy

temperatureThg =TET .

Assuming that heat transfer coef‘ficie‘ﬁ'ﬁ1 and cooling

effectivenessC; are constant during engine transients for the

conditions above nominal turbine entry temperatutejs
possible to rewrite heat flow equation in the faliog form:

8, =h,ACy [ (TET ~Ted it (11)
If we limit heat that can be transferred duringnsiants
from hot gas to metal, whelAT =TET -T, is above

threshold valueAT,, , we can deduce transient turbine over-

temperature limit as follows:
g,lim > [ATdt  for AT =TET-T,, AT,

lim

(12)
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8, lim

where normalized thermal loadg, lim =
hhA1Ceff

proposed as a new limiting parameter.

Proposed model based over-temperature control gaeam
has been evaluated for different rapid transients shown in
figure Fig.8. Transient over-temperature controtapaeter is
obtained by integration of the normalized thernmd when
the model-based temperature paraméér is in excess of the

threshold limit AT,

lim *

4 T § ‘ :
- [ ATdr s

§ ....... il I ATlim
L] y i \ + +
m I\ % %
TN e |
5 Sse o Mhom
g, |
N2
s
£
8 /

1

0 2 4Time[s]6 8 10

Fig. 8. Normalized thermal load parameter

Using control parameter based on MBT instead of MGT

control system can adequately reflect unmeasuréiicatr
turbine temperature during rapid engine transiertiss clearly
illustrates the advantage of real-time models iattegl into gas
turbine DCS, which can be used as a basis for dpaednt of
model based control and protection algorithms. presented
example has shown that the model
parameter, generated by real-time on-line model tras
potential to contribute towards better over-tempeema
protection and component life extension.

CONCLUSIONS

Implementation of aero-thermal engine models inés g
turbine control system has been discussed in thislys
Modular flexibility of DCS architecture offers eagxtension
of system capability through integration on-lines garrbine
models executing on dedicated hardware platforrha#t been
demonstrated the current state-of-art industrial SD€an
successfully support development of real-time moblesed
control concepts for industrial gas turbine engines

Real-time execution of non-linear models and their

integration through network communication withirstdbuted

system have been addressed in this paper. To awerco

limitation of potential model obsolescence, flegibhodular
modelling framework has been proposed.

based temperature

Hardware-in-the-loop facility has been considered aa
transitional architecture in this development peaomgme.
Modelling techniques of real-time dynamic simulagdor H-i-
L and On-line control applications have been preskn

This paper has laid out the benefits associatedh wit
implementation of real-time engine models into sidial gas
turbine distributed control systems. Discussed lo#iias range
from different model based control and protectifgodthms to
engine model based diagnostic and prognostics miethbhe
concept of model based control has been demordtretiag
the example of gas turbine transient over-tempsgatantrol.
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