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A B S T R A C T

Modelling the hydro-morphodynamics of mangrove environments is key for implementing successful protection
and restoration projects in a climatically vulnerable region. Nevertheless, simulating such dynamics is faced
with computational and time complexities, given the nonlinear and complex nature of the problem, which could
become a bottleneck for large-scale applications. This study investigates the effect of mangrove environments
on the hydro-morphodynamics of its region. A depth-averaged model was built using a novel finite element
model for simulating coastal models, within Thetis. The Sundarbans, the largest mangrove forest in the world
located between India and Bangladesh, is taken as a case study. The Sundarbans is regularly subjected to
tropical cyclones, the impacts of which endanger the lives of the region’s four million people. This is a
first-time application of a coupled hydro-morphodynamic model using discontinuous Galerkin finite element
discretisation for modelling mangrove environments in a real-world application. A wetting drying scheme was
implemented in the models in order to avoid numerical instabilities. The effect of mangrove environments is
demonstrated, by imposing periodic tidal boundary conditions using TPXO tidal solver, using experiments with
and without mangroves. The model is validated against the results of another study on the same region and
tidal gauge data. Mangrove environments are able to decrease water elevations and velocities by more than
97%, and prevent almost any sediment erosion when compared with the experiment with no mangroves.
1. Introduction

According to the World Meteorological Society (WMO) Secretary
General Professor Petteri Taalas, at the current rate of greenhouse gas
emissions, the increase in temperature will far exceed 1.5 ◦C to 2 ◦C
above pre-industrial levels (World Meteorological Organization, 2021).
Such rise in temperature has increased the loss of ice glaciers, which in
turn increased sea-level rise from 3.3 mm per year, between 2006 and
2015, to 4.4 mm in recent years (World Meteorological Organization,
2021). As the sea level rises, it is predicted that 268–286 million people
could be at risk of coastal flooding by 2030, with the number increasing
to up to 411 million people by 2060. In addition to flooding, the rise
in sea level is also increasing erosion rates, thus imposing threats to
people living at the coast. However, in areas where natural wetlands
are present, such as mangrove trees, it has been noticed that erosion
rates are negligible and surge levels have decreased. This makes the
protection and restoration projects of mangroves a vital strategy for cli-
mate change mitigation as was specified in the Second Working Group
contribution to the Sixth Assessment Report (AR6) of the Intergov-
ernmental Panel on Climate Change (IPCC_AR6_WGII) Climate Change

∗ Corresponding author.
E-mail address: fanousm2@coventry.ac.uk (M. Fanous).

2022: Impacts, Adaptation and Vulnerability’’ (Masson-Delmote et al.,
2022).

The implementation of a proper restoration or protection project
requires a robust numerical model to simulate responses to different
climatic stressors i.e. high waves, sea level rise, cyclones. Nonetheless,
with the importance of such projects, there are several challenges,
related to the numerical models, that could hinder their success. Put
simply, the model should be accurate enough to properly simulate the
given settings, continuously monitor change, and quantify mangroves
capacity in attenuating waves and preventing erosion.

Building such a model requires solving the hydro-morphodynamics,
which is computationally expensive, and such complexity can grow
exponentially for large-scale problems. Nonetheless, solving those com-
plex nonlinear relationships in the model is essential to properly im-
plement climate change mitigation strategies. If these issues were not
properly tackled, the ability to provide future predictions, about the
success and sustainability of protection and restoration projects, would
be less reliable and with high uncertainty.
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Table 1
Software summary for different dimensions and discretisation methods.

Model Dimension Discretisation Reference

MIKE 11 1D FDM Sholichin et al. (2017)
Cliffs 1D/2D FDM Tolkova (2014)
XBeach 1D/2D FDM Bolle et al. (2010)
COULWAVE 1D/2D FDM Lynett et al. (2004)
HEC-RAS 1D/2D FDM/FVM Alvarez et al. (2016)
FUNWAVE 1D/2D FDM/FVM Kennedy et al. (2000)
Celeris Base 2D FDM/FVM Tavakkol and Lynett (2020)
SWAN 2D FDM Ou et al. (2002)
MIKE 21 2D FVM Warren and Bach (1992)
ADCIRC 2D FEM/FVM Luettich and Westerink (2004)
NHWAVE Q3D FDM/FVM Ma et al. (2012)
COMSIM Q3D FDM/FVM Erduran and Kutija (2003)
Delft3D 2D/3D FDM Waldman et al. (2017)
TELEMAC 3D 2D/3D FEM/FVM Villaret et al. (2013)
ROMS 3D FDM Warner et al. (2008)
ECOMSED 3D FDM Harris et al. (2005)
MPAS-Ocean 3D FVM Ringler et al. (2013)

In terms of hydrodynamic and sediment transport applications,
umerical modelling has been extensively applied because of its ability
o simulate different conditions and its lower cost when compared with
lume and in-situ experiments (Brand et al., 2020). Such models can be
lassified as 1D and usually utilised when time is the key element, al-
hough it does not capture all complex features present in a flow; 2D (or
Dh), uses the nonlinear shallow water equations (NSWE) to capture
ore interactions between the waves and shoreline by averaging the
ain variables over the vertical; Boussinesq models that use Boussinesq

quations to incorporate frequency dispersion; quasi-3D models that
odel velocity in vertical layers; 3D models which can capture more

omplex flow interactions than the 2D ones; and oceanographic-type
odels which simulate the physical state and dynamic properties of

ceans (Sholichin et al., 2017; Warren and Bach, 1992; Tavakkol and
ynett, 2020; Ma et al., 2012; Waldman et al., 2017; Harris et al.,
005).

For these kind of problems, different discretisation methods could
e applied, such as the finite difference method (FDM), finite volume
ethod (FVM), and finite element method (FEM) (Prastica, 2018;
urohit et al., 2015; Peng, 2012). In addition, there exists a range
f commercially available software that can solve hydrodynamic and
ediment transport problems using the aforementioned discretisation
ethods and with different dimensions.

Table 1 provides examples of different software that solves hydrody-
amic and sediment transport problems for different dimensions using
ifferent discretisation methods.

Although the capabilities and accuracy of these modelling ap-
roaches have been greatly improved when implemented in the soft-
are mentioned above, the main issue among such numerical models

s their computational cost. In fact, there is always a trade-off between
ighly accurate, yet computationally expensive, models such as 3D
odels, and models that are not so accurate but are much faster

uch as the 1D models. Such issues become more prevalent when
erforming climate modelling analysis due to the large-scale spatial
omains required to properly assess the region of study.

In addition, the discretisation method plays an important role in the
ccuracy-computational complexity dilemma. To explain, FDM-based
iscretisation methods are computationally the cheapest, however they
ace issues and difficulties when modelling complex geometries and
eshes between imposing accurate boundary conditions and main-

aining stability (Shu and Tan, 2017). The FVMs, on the other hand,
ave better accuracy and are often used for advection-dominated prob-
ems, although they are nominally only first-order accurate (Kärnä
t al., 2018). Similar to FDM, FVM faces issues estimating the solu-
ions around complex corners (Shchepetkin and McWilliams, 2003).
urthermore, the finite element methods for unstructured grid mod-
2

ls, are based on the continuous Galerkin finite element (also known
as hybrid FE-FV) method like the Advanced Circulation Model (AD-
CIRC) (Luettich and Westerink, 2004). Although these models provide
better accuracy than FV models, they require stabilisation for advec-
tion problems and solving using a fully coupled system, which is less
efficient in parallel computing applications (Kärnä et al., 2018). Other
models have applied a discontinuous Galerkin (DG) finite element
discretisation that is locally fully conservative, similar to FVM, but with
a higher-order accuracy (Castillo and Gómez, 2021). This also helps in
decreasing computational time by allowing for parallel computations.

Several research studies have been conducted in the field of mod-
elling hydrodynamics and sediment transport in mangrove environ-
ments using numerical models (Wahid et al., 2007; Cannon et al., 2020;
Le Minor et al., 2019). However, several limitations were present in
such studies, such as using one-dimensional modelling (Wahid et al.,
2007), using finite difference method (Cannon et al., 2020), and using a
restricted or simplified spatial domain or region (Le Minor et al., 2019).

The aim of this work is to present a novel 2D depth-averaged model
for both hydrodynamic and sediment transport processes for mangrove
environments. This model is developed by appropriately adopting a FE-
DG method for simulating coastal and estuarine flows (Kärnä et al.,
2018); and is built on top of Firedrake, to create an automated system
for solving partial differential equations (PDEs) using the FEM. To
demonstrate its potential, we apply our approach to analyse the man-
grove environments of the Sundarbans region, the largest mangrove
ecosystem in the world. This work represents the first application of
a hydro-morphodynamic model for a large and complex problem using
the FE-DG method, to simulate the effect of vegetation on waves and
sediment transport in both of its modes: bedload and suspended. We
compare our model with Sindhu and Unnikrishnan (2013) based on the
hydrodynamic performance of the models when compared with Paradip
tidal gauge data. Our model achieved better accuracy especially in
estimating peak tidal heights. We implement the proposed approach
and related computations within Thetis.

This paper is organised as follows. In Section 2, we introduce
the hydro-morphodynamic equations and some corrections done to
avoid model instabilities and inaccuracies. In Section 3, we discuss the
discontinuous Galerkin method in details and its form when solving for
sediment transport and Exner equation. In Section 4, we present our
case study with the constructed domain, mesh, and applied conditions.
In Section 5, we discuss the results and demonstrate the effectiveness
of mangrove environments in attenuating waves and preventing erosion
through different experiments. Additionally, we performed a sensitivity
analysis test on use of different values of the friction factors. In Sec-
tion 6, we compare our results with another paper and with tidal data
to validate our model’s accuracy and robustness. Finally, in Section 7,
we conclude our work and discuss present limitations and possible
solutions.

2. Hydro-morphodynamic model

As stated above, the aim of this study is to introduce a novel 2D
depth-averaged model for both hydrodynamic and sediment transport
processes, or simply the hydro-morphodynamic model, for mangrove
environments. Therefore, it is necessary to outline the set of equations
required to model the hydro-morphodynamic process. The advantage
of hydro-morphodynamic model is that it can simulate both suspended
and bedload transport coupled with hydrodynamic movements. No-
tably, we used a 2D (2D depth-averaged model) instead of a 3D model
due to the fact that the depth scale is much smaller than the horizontal
in the Sundarbans region studied (less than 2.5 km deep and more
than 1000 km wide). Furthermore, we have included a slope effect
magnitude and angle corrections to account for any slope changes
for the morphodynamics. With respect to the hydrodynamics, wave
velocities in this region are very slow. Given that the Sundarbans region

has an average of 80 km length (distance between the land and sea
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extents of the mangroves), vertical gradients would not influence on
the hydrodynamics.

We construct the aforementioned hydro-morphodynamic model for
the large scale and complex problem (i.e., mangrove forest) by further
developing the work of Clare et al. (2021) who developed a hydro-
morphodynamic for a lab-based curved channel. By depth-averaging
from the bed, 𝑧𝑏, to the water surface, 𝜂, the hydrodynamic equations
of the 2D model are developed (Clare et al., 2021). With respect to the
boundary conditions, a kinematic boundary condition is applied to the
water surface as a free moving boundary, where the bed is assumed to
be impermeable, i.e water does not pass through the bed. Therefore,
the nonlinear shallow water equations used in this model are:
𝜕𝜂
𝜕𝑡

+ ∇ ⋅
(

ℎ𝐮
)

= 0, (1)

𝜕𝐮
𝜕𝑡

+ 𝐮 ⋅ ∇𝐮 − 𝜈∇2𝐮 + 𝑓𝐮⟂ + 𝑔∇𝜂 = −
𝜏b
𝜌ℎ
, (2)

𝜏𝑏
𝜌

= 𝑔𝑛2
|𝐮|𝐮

ℎ
1
3

, (3)

here ℎ = 𝜂−𝑧𝑏 is the depth, 𝜈 is the turbulent kinematic eddy viscosity,
nd 𝐮 is the depth-averaged velocity vector where its components, 𝐮𝟏
nd 𝐮𝟐, represent flow in the 𝑥 and 𝑦 direction, respectively. The term
𝐮⟂ is the Coriolis ‘‘force’’, where 𝐮⟂ is the velocity vector rotated

counter-clockwise over 90◦ and 𝑓 = 2𝛺 sin(𝜁 ), in which 𝛺 is the angular
frequency of the Earth’s rotation and 𝜁 is latitude.

In Eq. (3), the seabed roughness is represented using the Manning’s
quation for bed shear stress 𝜏𝑏 using the Manning’s coefficient 𝑛.

A ‘‘wetting and drying’’ term is added to prevent the model from
instability, when water depth becomes negative at the shore near the
mangrove trees, according to the formulation of Kärnä et al. (2011).
It should be noted that the wind effects were not included in the
proposed model, since we are mainly concerned with tide effects on
mangrove environments. Nonetheless, given access to the atmospheric
forcing data of the selected region, the proposed model can be further
developed to include wind effects, which is important to evaluate the
impact of the extreme climatic events (e.g., cyclones) on the mangrove
environments.

We take a Eulerian approach for solving the sediment equations
instead of the Lagrangian approach. This is to reduce the computational
complexity in solving the individual particles by taking the concentra-
tion of sediment particles and calculating sediment dynamics using an
advection–diffusion equation. We split the model domain into bedload
and suspended sediment zones with an interface 𝑧 = 𝑧𝑏 + 𝛿∗ where 𝛿∗
is the height of the bedload zone.

Applying the boundary condition, combining diffusion and disper-
sion effects, having a long sedimentation process, the depth-averaged
sediment concentration becomes:
𝜕
𝜕𝑡
(ℎ𝑐) + 𝜕

𝜕𝑥
(

ℎ𝑢1𝑐
)

+ 𝜕
𝜕𝑦

(

ℎ𝑢2𝑐
)

= 𝜕
𝜕𝑥

[

ℎ
(

𝑒𝑠
𝜕𝑐
𝜕𝑥

)]

+ 𝜕
𝜕𝑦

[

ℎ
(

𝑒𝑠
𝜕𝑐
𝜕𝑦

)]

+ 𝐸𝑏 −𝐷𝑏, (4)

here 𝑐 is the sediment concentration, 𝑒𝑠 is the sediment turbulent
iffusivity coefficient given by 𝑒𝑠 = 𝑣ℎ𝑠 ∕𝜎𝑠 in which 𝑣ℎ𝑠 is the horizontal
iscosity and 𝜎𝑠 is the turbulent Schmidt number. 𝐸𝑏 is the erosion flux,
efined by the sediment gradient boundary condition as

𝑏 = − 𝑒𝑠
𝜕𝑐
𝜕𝑧

|

|

|

|𝑧=𝑧𝑏
= 𝑤𝑠𝑐𝑏∗ , (5)

where 𝑤𝑠 is the settling velocity of the sediment particles, and 𝑐𝑏∗ is the
equilibrium near-bed sediment concentration; and the deposition flux,
denoted by 𝐷𝑏, defined by the concentration boundary condition as

𝑏 = 𝑤𝑠𝑐𝑏 = 𝑤𝑠𝑐||𝑧=𝑧𝑏 , (6)
3

where 𝑐𝑏 is the actual sediment concentration at the bed.
It should be noted that the above equation is derived following
standard practice, by assuming 𝛿∗ to be small, and the boundary
condition is applied at the bed .

The main challenge in solving Eq. (4) is calculating 𝐮𝑐 due to the
coupled nature of the hydrodynamic and sediment transport model. A
solution for that would be to rewrite Eq. (4) as an advection–diffusion
equation for 𝑐 following (Huybrechts et al., 2010):
𝜕
𝜕𝑡
(ℎ𝑐) + 𝜕

𝜕𝑥

(

ℎ𝑢adv1 𝑐
)

+ 𝜕
𝜕𝑦

(

ℎ𝑢adv2 𝑐
)

= 𝜕
𝜕𝑥

[

ℎ
(

𝜖𝑠
𝜕𝑐
𝜕𝑥

)]

+ 𝜕
𝜕𝑦

[

ℎ
(

𝜖𝑠
𝜕𝑐
𝜕𝑦

)]

+ 𝐸𝑏 −𝐷𝑏 (7)

with the advection velocity:

𝐮adv =
𝐮𝑐
𝑐

(8)

A correction factor is then applied 𝐹corr = 𝐮adv∕𝐮 to convert 𝐮 into 𝐮adv.
More details on calculating the correction factor can be found in Clare
et al. (2021). The final form of the sediment concentration equation
would then be:
𝜕
𝜕𝑡
(ℎ𝑐) + 𝜕

𝜕𝑥
(

ℎ𝐹corr 𝑢̄1𝑐
)

+ 𝜕
𝜕𝑦

(

ℎ𝐹corr 𝑢̄2𝑐
)

= 𝜕
𝜕𝑥

[

ℎ
(

𝑐𝑠
𝜕𝑐
𝜕𝑥

)]

+ 𝜕
𝜕𝑦

[

ℎ
(

𝑐𝑠
𝜕𝑐
𝜕𝑦

)]

+ 𝐸𝑏 −𝐷𝑏 (9)

ore in details about calculating the erosion and deposition terms can
e found in Clare et al. (2021).

.1. Bedload transport

For the bedload transport, we follow the equations developed
n Tassi and Villaret (2014), where the bedload transport flux is
alculated using the following equation:

𝐛 = 𝜙𝑠

√

𝑔
(

𝜌𝑠
𝜌𝑓

− 1
)

𝑑350(cos 𝜉, sin 𝜉) (10)

where cos 𝜉 = 𝑢̄1
√

𝑢̄21+𝑢̄
2
2

and sin 𝜉 = 𝑢̄2
√

𝑢21+𝑢̄
2
2

.

We choose the Meyer–Peter–Müller formula to define the non-
dimensional sediment rate 𝜙𝑠

𝜙𝑠 =

{

0, 𝜃′ < 𝜃cr ,

𝛼MPM
(

𝜃′ − 𝜃cr
)3∕2 , otherwise,

(11)

where 𝑑50 is the median sediment diameter, 𝜃𝑐𝑟 is the critical shields
parameter, 𝛼MPM is a coefficient equal to 8 (Tassi and Villaret, 2014),
and 𝜃′ the non-dimensional shields parameter having the following
equation:

𝜃′ =
𝛹𝜏𝑏

(

𝜌𝑠 − 𝜌𝑓
)

𝑔𝑑50
(12)

where 𝛹 is the skin friction correction and 𝜏𝑏 is the bed shear stress
acting against the velocity flow and equal in magnitude in both direc-
tions. For more details about the derivation of the former parameters,
see Clare et al. (2021), Tassi and Villaret (2014).

2.1.1. Slope effect
In order to properly reflect the change in the magnitude and angle

of water flow as the bed level changes, i.e gradient of the bed, we added
a magnitude correction factor and an angle correction factor since they
are not reflected in Eq. (10). Briefly, the effect of a downslope direction
is to increase the bedload flux, while it reduces the transport flux in an
upslope bedload direction.

1. Magnitude correction of bedload transport:
The magnitude correction method is based on the Koch and
Flokstra’s formula (Koch and Flokstra, 1980) given by:

𝐐𝐛∗ = 𝐐𝐛

(

1 − 𝛶
𝜕𝑧𝑏

)

(13)

𝜕𝑠
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where 𝑠 is the direction tangential to the current and 𝛶 is an
empirical factor having a default value of 1.3 (Tassi and Vil-
laret, 2014). This correction tends to smooth results and reduce
instabilities.

2. Angle correction of bedload transport:
The angle correction is taken into account by the following
formula:

tan 𝛼 = tan 𝛿 − 𝑇
𝜕𝑧𝑏
𝜕𝑛

(14)

where 𝛼 is the direction of solid transport with respect to the
flow direction, 𝛿 is the direction of bottom shear stress with
respect to the flow direction, and 𝑛 is the coordinate along the
axis perpendicular to the flow direction.
According to Talmon et al. (1995), the coefficient 𝑇 is calculated
as given below:

𝑇 = 1

𝛽2
√

𝜃
(15)

where 𝛽2 is an empirical coefficient, and 𝜃 is the Shields param-
eter (see Clare et al. (2021) for more details on the calculation
of the Shields parameter).

2.2. New bed level

The final step in the model setup is to compute the new bed level,
which is affected both suspended sediment and bedload transport, using
Exner equation as follow:
(

1 − 𝑝′
) 𝑑𝑧𝑏
𝑑𝑡

+ ∇ℎ ⋅𝐐𝐛 = 𝐷𝑏 − 𝐸𝑏 (16)

here 𝑝′ is the bed sediment porosity.

.3. Wet-dry domain

In a coastal simulation, there are three main domain types: (1)
ully wet deep in the ocean, (2) wet-dry where water wets the do-
ain over time, i.e at the beach, and (3) dry where water does not

each. However, since we are solving the nonlinear shallow water
quations, the model might crash when simulating dry regions due
o non-differentiability issues, like in very tall trees, which is why we
ecided to not include such regions in our simulations. Regarding the
et-dry domain, we decided to use a moving bathymetry, by including
wetting and drying parameter, that maintains a positive water depth
ithout affecting the accuracy of the model (Kärnä et al., 2011; Don-
elly et al., 2022). The modified total water depth is calculated in the
ollowing equation:

̃ ∶= 𝜂 − 𝑧𝑏 + 𝑓 (ℎ), (17)

here

(ℎ) ∶= 1
2

(√

ℎ2 + 𝛿2 − ℎ
)

, (18)

with 𝛿 being the wetting and drying parameter discussed in Kärnä et al.
(2011) who recommended to set it equal to

𝑑‖∇ℎ‖

where d is the length scale of the mesh. As a result of applying this
modification, the hydrodynamic equations will become:
𝜕𝜂
𝜕𝑡

+ ∇ ⋅
(

ℎ̃𝐮
)

= 0, (19)

𝜕𝐮
𝜕𝑡

+ 𝐮 ⋅ ∇𝐮 − 𝜈∇2𝐮 + 𝑓𝐮⟂ + 𝑔∇𝜂 = −
𝜏𝑏
𝜌ℎ̃
. (20)

In order to avoid non-differentiable functions, a numerical parameter
𝜁 is added to the depth-averaged velocity:

‖𝐮‖ ≈
√

‖𝐮‖2 + 𝜁2, (21)
4

where the value of 𝜁 should be chosen adequately to avoid model
crashes but not too large since this could leave to massive dissipation of
the velocity due to friction. In our models, we have chosen a minimal
value of 0.1 for the norm smoothing operator 𝜁 . This ensures model
differentiability and prevents model crashing while the effect on the
friction term was kept minimal in such a way that it does not affect the
velocity.

Furthermore, the sediment equation will be modified as follows:
𝜕
𝜕𝑡
(ℎ̃𝑐) + 𝜕

𝜕𝑥
(

ℎ̃𝐹corr 𝑢̄1𝑐
)

+ 𝜕
𝜕𝑦

(

ℎ̃𝐹corr 𝑢̄2𝑐
)

(22)

= 𝜕
𝜕𝑥

[

ℎ̃
(

𝑐𝑠
𝜕𝑐
𝜕𝑥

)]

+ 𝜕
𝜕𝑦

[

ℎ̃
(

𝑐𝑠
𝜕𝑐
𝜕𝑦

)]

+ 𝐸𝑏 −𝐷𝑏

2.4. Hydro-morphodynamic application

2.4.1. Hydrodynamic spin-up
When simulating hydro-morphodynamics within Thetis, some insta-

bilities could occur early on in the simulation since the water elevations
might not have reached a stable state. To explain, when the simulation
starts, the elevation and velocity fields are initially set to 0. Therefore,
the transition to a quasi-steady state solution for elevation and velocity
fields could trigger unrealistic bedlevel changes. Thus, as a common
practice, we have initialised the simulation by first spinning-up the hy-
drodynamics (Gerritsen et al., 2008). Then, when these fields stabilise,
morphodynamic equations will be introduced.

2.4.2. Morphological acceleration factor
Additionally, to decrease computational time, since changes in sed-

iment morphology take a long time, a morphological acceleration
factor is usually introduced (Morgan et al., 2020) to amplify those
changes and save computational time. Applying that factor, 𝑚, to Exner
equation:
(

1 − 𝑝′
)

𝑚
𝑑𝑧𝑏
𝑑𝑡

+ ∇ℎ ⋅𝐐𝐛 = 𝐷𝑏 − 𝐸𝑏. (23)

The above equation means that at every time-step 𝑑𝑡, the hydrodynamic
and sediment change are equivalent to 𝑚𝑑𝑡.

3. Finite element discretisation

After defining the equations to be solved for the hydro-morphody-
namic model, as discussed in Section 2, a discontinuous Galerkin-
based (DG) finite element discretisation will be first developed for the
aforementioned hydro-morphodynamic model and then implemented
in Thetis, a finite element coastal ocean model built using the Firedrake
code generating framework (Kärnä et al., 2018). The DG method was
first proposed, for mathematical properties of the neutron transport
equation, by Lesaint and Raviart in 1979 (Zienkiewicz et al., 2013).
This method is proven to be robust for solving Navier Stokes prob-
lems (Fehn et al., 2018). In DG, an unstructured mesh is used where it
is tessellated by triangular elements, and a finite element space is then
defined on the mesh. The definition of the variables on a discontinuous
space requires solving the variables on element edges with the union
of the edges denoted by 𝛤 . Thus, the average operator {{.}} and jump
operator [[.]] across the interior on scalar and vector fields are defined
below:

{{𝐗}} = 1
2
(

𝐗+ + 𝐗−) (24)

[[𝜒]]𝐧 = 𝜒+𝐧+ + 𝜒−𝐧− (25)

⌈ [𝐗]]𝐧 = 𝐗+ ⋅ 𝐧+ + 𝐗− ⋅ 𝐧− (26)

where 𝐧 =
(

𝑛𝑥, 𝑛𝑦, 0
)

is the horizontal projection of the outward

pointing unit normal on the element edge, and ‘‘+ ’’ and ‘‘-’’ denote
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Fig. 1. Geographical location of the Sundarbans.
either side of the interior edge (Clare et al., 2021). The DG discreti-
sation is actually similar to the finite volume method since it is local
and fully conservative, yet with higher accuracy (Kärnä et al., 2018).
Furthermore, this method has received lots of attention recently in
hydro-morphodynamic applications since it is well suited for advection
dominated problems and facilitates the use of unstructured meshes
which are important for irregular geometries in coastal areas (Weinberg
and Wieners, 2021)

A semi-implicit Crank–Nicolson time-stepping approach is applied
since it is second order accurate and fast to run as it only needs one non-
linear solve per time-step. In addition, this time integrator approach
does not dissipate tidal waves too much, and thus avoids having very
smooth solutions (unlike the fully implicit backward Euler).

3.1. Sediment transport

In Thetis, an upwinding scheme is used in advection for sediment
concentration 𝑐 where at each edge, 𝑐 is equal to the upstream value
with respect to its velocity, 𝑐𝑢𝑝. Thus, the weak form of the advection
term 𝐮 ⋅ ∇ℎ𝑐 in Eq. (9) can be given by:

∫𝛺
𝜓𝐮 ⋅ ∇ℎ𝑐𝑑𝑥 = −∫𝛺

𝑐∇ℎ ⋅ (𝐮𝜓)𝑑𝑥 + ∫𝛤
𝑐up[[𝜓𝐮]]𝐧𝑑𝑠 (27)

Where 𝛺 is the tessellated domain.
Regarding the weak form of the diffusivity term, −∇ℎ.

(

𝑐𝑠∇ℎ𝑐
)

,
the Symmetric Interior Penalty Galerkin (SIPG) stabilisation method is
applied to ensure stability with a penalty parameter, 𝜎 (see Kärnä et al.
(2018) for more details). Hence, the weak form of the diffusivity term
is:

− ∫𝛺
𝜓∇ℎ ⋅

(

𝜖𝑠∇ℎ𝑐
)

𝑑𝑥

= ∫𝛺
𝜖𝑠
(

∇ℎ𝜓
)

⋅
(

∇ℎ𝑐
)

𝑑𝑥 − ∫𝛤
[[𝜓]]𝐧 ⋅

{{

𝜖𝑠∇ℎ𝑐
}}

𝑑𝑠

− ∫𝛤
[[𝑐]]𝐧 ⋅

{{

𝑒𝑠∇ℎ𝜓
}}

𝑑𝑠 + ∫𝛤
𝜎
{{

𝜖𝑠
}}

[[𝑐]]𝐧 ⋅ [[𝜓]]𝐧𝑑𝑠

(28)

Finally, the weak form of the erosion and deposition term, 𝐸𝑏 −𝐷𝑏, is
given as:

(Source Term) 𝜓𝑑𝑥 =
(

𝐸𝑏 −𝐷𝑏
)

𝜓𝑑𝑥 (29)
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∫𝛺 ∫𝛺
Applying Crank–Nicolson time integrator, the final equation would be:

∫𝛺

𝑐(𝑛+1)𝑖 − 𝑐(𝑛)𝑖
𝛥𝑡

𝜓𝑑𝑥 = (1 − 𝛩)(𝐹 (𝑛+1)
𝑖 + 𝐹 𝑛𝑖 ) (30)

where 𝐹 𝑛+1𝑖 is the sum of the weak forms given in Eqs. (27),(28),(29)
and 𝛩 = 0.5. Note that for forward Euler, 𝛩 = 0 and for a backward
Euler, 𝛩 = 1. This is commonly known as the ‘‘Theta scheme’’ (Mbehou,
2018).

3.2. Exner equation

According to Clare et al. (2021), to avoid unstable solutions when
solving the Exner equation, as discussed in Section 2.2, the bedlevel,
𝑧𝑏, is defined on a continuous grid, and a continuous Galerkin (CG)
discretisation space is used to project the hydrodynamic and sediment
transport variables from the DG space. The weak form of the divergence
term, ∇ℎ ⋅𝐐𝐛, in Eq. (16) is then given below:

∫𝛺
𝜓∇ℎ ⋅𝐐𝐛𝑑𝑥 = −∫𝑑𝛺

(

𝐐𝐛 ⋅ 𝐧
)

𝜓𝑑𝑠 + ∫𝛺

(

𝐐𝐛 ⋅ ∇ℎ
)

𝜓𝑑𝑥 (31)

Applying Crank–Nicolson, Eq. (16) is solved as follow:

∫𝛺

⎛

⎜

⎜

⎝

(

1 − 𝑝′
)

𝑧(𝑛+1)𝑏𝑖
− 𝑧(𝑛)𝑏𝑖
𝛥𝑡

⎞

⎟

⎟

⎠

𝜓𝑑𝑥 = (1 − 𝛩)(𝐺(𝑛+1)
𝑖 + 𝐺𝑛𝑖 ) (32)

where 𝐺(𝑛+1)
𝑖 is the sum of Eqs. (29) and (33).

4. Case study location: Sundarbans

The Sundarbans is the largest single tract mangrove forest in the
world with an area covering 10,000 km2 distributed between Bangladesh
(60%) and India (40%). The water elevation at the Sundarbans varies
between 0.5 m and 3 m with 70% of the region under 1 m (Mukul et al.,
2019). The Sundarbans region is adversely affected by extreme climatic
events, particularly tropical cyclones, the frequency and intensity of
which is increasing in a warming world. This has added pressure on
the mangrove environments where a recent study showed that the
mangrove extent decreased from 2307 km2 in 1968 to 1851 km2 in
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Fig. 2. Mesh generated using Gmsh with varying resolution from 1.5 km to 8 km.
2016, and linear extrapolation of the current trends suggests that the
extent could further reduce to 1376–1470 km2 by 2066 (Sievers et al.,
2020).

4.1. Computational domain

The modelled region covers the entire shelf of the Bay of Bengal in
addition to the entire Sundarbans mangrove forest spanning both India
and Bangladesh, as shown in Fig. 1.

A mesh generation domain, qmesh (Avdis et al., 2018), and the mesh
generation tool, Gmsh (Geuzaine and Remacle, 2009) were employed
to produce an unstructured mesh covering the area of interest with
varying mesh resolution from 1.5 km at the Sundarbans to 8 km at the
southern boundary of the Bay of Bengal. The generated mesh is shown
in Fig. 2.

The bathymetry of the region was obtained from satellite imagery
data from the General Bathymetric Chart of the Oceans (GEBCO)
(Lemenkova, 2020) which has a resolution of about 15 arc seconds
and is suitable for our region, which has a maximum length of about
570 km and a maximum width of about 1070 km. The maximum
depth reached at the modelled region of the Bay of Bengal is about
2685 m while the maximum elevation of modelled mangrove trees is
about 8 m. Note that some trees have a height of more than 20 m,
however, since the maximum tidal elevation reached at the bay of
Bengal is about 4 m, the model would reach some instabilities when
modelling these dry regions. To further explain our reasoning behind
this idea, modelling dry regions is not trivial, especially, for hydro-
morphodynamics. To remedy this issue, one could set a very large
wetting and drying parameter so that the model accounts for any
dry region. However, this would lead to too much wave inundation
thus neglecting the effect of the mangroves in dissipating waves and
resulting in inaccurate results. As a result, we chose a smaller value for
the wetting and drying parameter, 2, in order to consider the full effect
of mangrove environments on incoming waves which is the main aim
of our study. This will not affect the numerical simulation results in any
way as the unreached wave heights are considered a fully dry region
which is not affected by the waves. Thus, a maximum elevation of 8 m
was selected in this model to ensure that this height is well enough to
6

Table 2
Classification of land use type and their respective Manning’s coefficient.

Land use type Manning’s coefficient

Open water/sand 0.02
Scattered brush/shrub/scrub 0.05 (0.035 to 0.07)
Forest/estuarine forested wetland 0.10 (0.08 to 0.12)
Dense woods (e.g. dense willows) 0.15 (0.11 to 0.20)

cover any incoming wave extent and height, but at the same time will
avoid the model to unnecessarily to crash. Fig. 3 shows the bathymetry
of the region.

The major tidal harmonic constituents at the Bay of Bengal are 𝑀2,
𝑆2, 𝑁2, 𝐾1, and 𝑂1 (Sindhu and Unnikrishnan, 2013). However, to
improve the accuracy of the numerical model, additional tidal con-
stituents were added such as 𝑀4, 𝑀𝑓 , 𝑃1, 𝑄1, 𝐾2, and 2𝑁2. These
harmonic constituents were used to generate tidal waves at the sea
boundary of the region from the TPXO tidal harmonic database (Egbert
and Erofeeva, 2002). No boundary conditions were imposed at the
mangrove land boundary in order to examine the full effect of the
incoming waves in terms of inundation and wave height reach.

The simulated periods followed those by Sindhu and Unnikrishnan
(2013), which will be used as a validation for the results presented in
this paper, that were from 20 June 1981 to 30 September 1981. The
spin-up period was ten days for the model with mangrove trees and
the model without mangrove trees; and the time-step was 12 s. More
details will be found in Section 5.

In order to simulate the complex bathymetry and interactions be-
tween the waves and mangrove environments, several spatially vary-
ing parameters were introduced such as the Manning coefficient, bed
height, and viscosity. In McIvor et al. (2012), Manning’s coefficient for
mangrove environments was determined as 0.15 which represents a
dense forest. Table 2 shows the difference between Manning’s coeffi-
cient for different forest environments.

As the water depth increases, Manning’s coefficient was set to be the
same as seabed. To determine Manning’s coefficient for seabed, a fine
sand bed was assumed which gives a Manning’s value of about 0.012
according to the British Geological Survey bed classification (Mackie
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Fig. 3. Bathymetry of the modelled region.
Table 3
British Geological Survey bed classification and associated grain size observations
subsequently applied in calculating roughness length and Manning coefficient.

Bed classification 𝑑50 (mm) 𝑧0 (mm) 𝑛
(

sm−1∕3)

Bedrock 768≤𝑑50<2048 64.00≤𝑧0<170.7 0.045≤𝑛<0.053
Boulder 256≤𝑑50<768 21.33≤𝑧0<64.00 0.037≤𝑛<0.045
Cobble 64≤𝑑50< 256 5.333≤𝑧0< 21.33 0.029≤𝑛<0.037
Very coarse gravel 32≤𝑑50<64 2.667≤𝑧0<5.333 0.026≤𝑛<0.029
Coarse gravel 16≤𝑑50<32 1.333≤𝑧0<2.667 0.023≤𝑛<0.026
Medium gravel 8≤𝑑50<16 0.667≤𝑧0<1.333 0.021≤𝑛<0.023
Fine gravel 4≤𝑑50<8 0.333≤𝑧0<0.667 0.019≤𝑛<0.021
Very coarse sand 2≤𝑑50<4 0.167≤𝑧0<0.333 0.017≤𝑛<0.019
Coarse sand 1≤𝑑50<2 0.083≤𝑧0<0.167 0.015≤𝑛<0.017
Medium sand 0.5≤𝑑50<1 0.042≤𝑧0<0.083 0.013≤𝑛<0.015
Fine sand 0.25≤𝑑50<0.5 0.021≤𝑧0<0.042 0.012≤𝑛<0.013
Very fine sand 0.125≤𝑑50<0.25 0.010≤𝑧0<0.021 0.010≤𝑛<0.012
Silt, clay, mud 0.0625≤𝑑50<0.125 0.005≤𝑧0<0.010 0.009≤𝑛<0.010

et al., 2021). For very deep water levels, friction becomes negligible
and tidal elevations are insensitive to the friction coefficient (Sindhu
and Unnikrishnan, 2013). Table 3 shows the distribution of Manning’s
coefficient according to different sediment sizes.

The effect of changing viscosity is minimal in such large regions
(Sindhu and Unnikrishnan, 2013), and they are mostly used for cali-
bration purposes (Li and Huang, 2013), where suitable values for these
parameters follow this equation:

𝜈 = 𝛿𝑥 ∗ 𝑈, (33)

where 𝛿𝑥 is the mesh element size and U is a suitable velocity metric
(typically tidal current). Finally, bed height was adjusted to reflect the
depth of the region where at the coast, bed height was minimal and
increased with increasing depth. In Sindhu and Unnikrishnan (2013),
the same mesh element size of 9.5 km × 9.5 km was used, and after
sensitivity analysis, the horizontal eddy viscosity was set at 1500 m2/s
as it achieved the best agreement between observed and simulated
elevations.
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Table 4
Parameter values distribution according to varying depth.

y-coordinate Manning’s
coefficient
𝑛
(

sm−1∕3)

Bed height
m

Horizontal
viscosity
𝜈
(

m2 s−1
)

2.5 × 106<y<2.4 × 106 0.15 0.25 1500
2.4 × 106<y<2.35 × 106 0.012 0.5 500
2.35 × 106<y<2.25 × 106 0.002 3 80
2.25 × 106<y<2 × 106 0.0015 20 300
𝑦 > 2 × 106 0.001 30 48

5. Results

After building the hydro-morphodynamic model using the equations
discussed in Sections 2 and 3, we demonstrate the effectiveness and
accuracy of the proposed model on quantifying the ability of mangrove
environments to attenuate waves and prevent erosion. To address that
subject, two different experiments were conducted: one with mangrove
environments and the other without them. Note that in all cases, the
morphological acceleration factor was set at 50.

5.1. Experiment 1: With mangroves

As discussed in Section 4, some spatially varying parameters were
introduced to properly simulate the effect of mangrove environments
on wave attenuation and sediment stabilisation. Table 4 shows the
variation of Manning’s coefficient, bed height, and horizontal viscosity
as a function of increasing depth using y-coordinate values. Note that
viscosity values varied, unlike in Sindhu and Unnikrishnan (2013),
since in the mesh resolution in this paper varied from 1.5 km to 8 km
as was mentioned previously in 4.1.

The time step was set at 12 s, and the mesh resolution increased
from 8 km at the sea boundary to 1.5 km at the Sundarbans, which
is suitable for such large domain used in this study. The boundary
conditions used were already mentioned in details in Section 4. Fig. 4
shows the state of the region after the hydrodynamic spin-up. It can be
noticed that the Sundarbans region had almost no water elevation.
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Fig. 4. Initial elevation of the region after hydrodynamic spin-up.
Fig. 5 shows the change in water elevation, velocity, and seabed
evolution across the modelled domain at peak (left-hand column) and
end of tide (right-hand column). From Figs. 5(a) and 5(b), the tidal
waves propagate from the Bay of Bengal at the southern boundary to
reach the Sundarbans mangrove forest at the northern boundary. At
the peak of the tide, wave heights reached a maximum value of about
1.2 m, which is just before hitting the mangrove environments. Once
entered the Sundarbans, Fig. 5(b) shows how water elevation quickly
dissipates and the waves are attenuated. At the end of the cycle, most
water elevation had been attenuated, and water goes back to 0.03 m
representing a 97.5% wave attenuation caused by the friction generated
from mangrove environments. As a result, water propagation deep
in the mangrove environment is minimal, where Figs. 5(c) and 5(d)
show how the depth-averaged velocity magnitude decreases from about
0.45 m/s before hitting the mangroves to 0.01 m/s after hitting the
mangroves, which is equivalent to a 97.7% decrease in water velocity.

Regarding sediment erosion, negligible sediment change was ob-
served from Figs. 5(e) and 5(f), especially at the Sundarbans region, due
to the low water velocity at that region which is not significant enough
to move sediment particles and the complex root structure of mangrove
environments which stabilises the bed and prevent any erosion.

5.2. Experiment 2: Without mangroves

In the other experiment, mangrove trees were removed by replacing
the height of those trees with 0 m and decreasing Manning’s coefficient
in this region to a value of 0.0025 sm−1/3 similar to Sindhu and
Unnikrishnan (2013). The bed reference height and horizontal viscosity
were kept the same as the previous experiment.

Fig. 6 shows the change in elevation, velocity, and seabed for this
case study at peak (left-hand column) and end of tide (right-hand
column). Here, the changes in all fields are much more significant than
the previous experiment. Figs. 6(a) and 6(b) show that tidal heights
reached a maximum height of more than 2 m at peak tide and 1.55 m
at the land boundary of the region at the end of the tide.

From Fig. 6(d), the depth-averaged velocity magnitude reached
2.7 m/s at the land boundary which indicates the capability of water to
go beyond the modelled region and further inundate more land regions,
which could endanger human lives in the immediate vicinity.

Most significantly, sediment erosion is now clearly visible in this
region, especially where the mangrove environment was previously
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present, which is evident as shown in Figs. 6(e) and 6(f). Such results
show the dangers this region could be in without the presence of
mangrove environments, and particularly if faced with an extreme
climate event such as a cyclone.

For comparing the results obtained from the two experiments dis-
cussed above, we subtracted the elevation, velocity, and seabed fields
for the peak and end of tide simulations. Fig. 7 shows the results of the
differences between the previous experiments for all fields.

Figs. 7(a) and 7(b) show how significant the wave heights differ-
ences are between the experiments with and without mangroves. The
height difference reached around 0.7 m at peak tide and more than
1 m at end of tide due to the absence of mangrove environments. This
observation is also similar for both velocity and bedlevel changes.

From these results, we can conclude that mangrove environments
are able to attenuate waves heights and velocities by more than 98%,
and prevent almost entirely any sediment erosion when compared to
the same region without mangroves. This highlights the effectiveness
of mangrove environments in protecting the coast and preventing any
further inundation of water coming from the sea.

We have also included results of one full tidal cycle for the elevation
(Figs. A.12 & A.14) and bedlevel changes (Figs. A.13 & A.15) for the
experiments with and without mangroves in Appendix.

5.3. Experiment 3: Comparing with experiment 1 - sensitivity analysis

In this section, we performed a sensitivity analysis test to evaluate
the impact of different values of the friction factors on the model’s
performance with the similar conditions and parameters used in Sindhu
and Unnikrishnan (2013). The main difference between this experiment
and the previous ones is mostly in changing horizontal viscosity to
be constant at 1500 m2/s and Manning’s friction according to the
following criteria:

n = 0.12 for y ≤ 2.5 × 106

n = 0.002 for 2.5 × 106 < y ≤ 2.42 × 106

n = 0.0015 for y < 2.42 × 106.

(34)

Note that the main purpose of decreasing Manning’s friction factor
at the mangrove environments was also to investigate the effect of
decreasing the friction factor under the assumption that the mangrove
environments would follow a forest/estuarine forested wetland land
type instead of dense woods as shown in Table 2.
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Fig. 5. Simulation results for mangrove experiment.
Fig. 8 shows the change in elevation, velocity, and bedlevel for this
experiment. From Figs. 8(a) and 8(b), it can be noticed that water
elevation reached similar heights, about 1 m, when compared with
experiment 1 before decreasing to 0.03 m after encountered man-
grove environments. Similarly, the depth-average velocity magnitude
decreased from 0.45 m/s to 0.002 m/s beyond the mangroves as shown
9

in Figs. 8(c) and 8(d). Finally, the profile of the seabed at peak tide and
at the end of the tide, shown in Figs. 8(a) and 8(e) is very similar to
that in experiment 1.

This experiment shows the effect of having such a large horizontal
viscosity value on water elevation since the former acts as a sponge that
leads to the dissipation of wave heights. This effect is visible mainly
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Fig. 6. Simulation results for the experiment without mangroves.
at the mangrove environments where water velocity was much less
than that in experiment 1; however, in very deep regions, the effect of
viscosity is negligible. In addition, the effect of decreasing Manning’s
friction was not observed (since it would have been expected to see
increase in water elevations after decreasing friction) which could be
10
due to the large area of mangrove environments in this region (about
76 km in length and 145 km in width) that will dissipate most of the
wave energy reaching to the end of the region.

Fig. 9 compares elevation, velocity, and bedlevel differences be-
tween Experiments 3 and 1 at both peak and end of tide cycles. The
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Fig. 7. Difference between experiments with and without mangroves at peak tide and at end of tide.
differences shown in this figure confirm the previous analysis of chang-

ing the Manning’s parameter as the differences are almost negligible.
11
Thus, it is concluded that our model obtained similar results between

the defined conditions and the conditions from the other experiment.
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Fig. 8. Simulation results for sensitivity experiment.
6. Model validation: Comparing with Sindhu and Unnikrishnan
(2013) and tidal gauge data

In Sindhu and Unnikrishnan (2013), the authors compared the
performance of their developed model with some data available from
tidal stations, namely Paradip, Visakhapatnam, and Chennai. However,
12
since none of these stations are included in our domain, we decided
to increase the domain in order to cover Paradip tidal station. Fig. 10
shows the newly created domain which covers Paradip tidal station,
and thus it will be used for validating our model’s performance with
the model from Sindhu and Unnikrishnan (2013) and the tidal data
from that station. On a side note, the main reason behind not selecting
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Fig. 9. Difference between sensitivity and mangrove experiments at peak tide and at end of tide.
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Fig. 10. New domain created to extend towards Paradip tidal station.
this domain for all above experiments was to avoid very long simulation
times as the current benchmarking experiment took about two weeks to
complete. In addition, the wetting and drying parameter was removed
as this experiment is not modelling mangroves anymore but just the
tidal elevations at Paradip.

Due to the lack of data available from both the other experiment
and Paradip for 1981, it was decided to choose another year with
climatically similar conditions to 1981. To achieve this criteria, the
Dipole Mode Index (DMI) was selected as a reference for climatically
similar years. The DMI is an indicator for temperature change from
East to West across the tropical Indian Ocean (McPhaden and Nagura,
2013). It measures the strength of the Indian Ocean Dipole (IOD) which
is an indicator of climate variability in the Indian Ocean. Both 1981 and
2013 had negative DMI values for August with 1981 having 6 consecu-
tive months with negative DMI values (June–November) while 2013
had eight consecutive months with negative DMI values (February–
September) according to the NOAA extended reconstructed sea surface
temperature V5 dataset. In addition, the 6-month running mean DMI of
1981 was −0.2 and the 8-month running mean for 2013 was −0.182.
As a result, 2013 was chosen as a reference for a climatically similar
year to 1981. In addition, the tidal data for Paradip for August 2013
is available, thus we ran the simulation for the whole month of August
2013 and plotted the results against the tidal data of that station.

Fig. 11 shows the simulated water elevations at the selected region
after adjusting the data to mean-sea level which is 1.66 m (Sindhu and
Unnikrishnan, 2013).

The obtained results show that our model is capable at simulating
the modelled region accurately where very similar wave structures and
wave heights were obtained in comparison with the tidal station. The
maximum achieved tidal heights of the numerical model was 1.16 m vs
1.2 m for the observed data for a total error of 3.3%, whereas both the
simulated and observed minimum tidal data were 1 m. On the other
hand, the model in Sindhu and Unnikrishnan (2013) overestimated the
peak tide height by over 10 cm (7.2% error). It is important to note
the slight differences between the simulated and observed data at the
beginning of the simulation. Although the model had a 10 day spin-
up period to stabilise its hydrodynamics, more time should have been
given for the spinning period due to the large domain modelled in this
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experiment. Other reasons to justify the differences between the ob-
served and simulated could be the presence of complex geometry near
the station which is not properly modelled in the numerical simulation.
The sensitivity of the global tidal model to the bathymetry, especially
to steep depth change where diffusivity is maximum, could be another
reason. Finally, increasing mesh resolution would also improve the
accuracy of the model but at the expense of time.

Nonetheless, we believe that our model is suitable and produces
valuable results since it uses a more accurate numerical scheme (finite
element discontinuous Galerkin vs finite difference scheme), a better
global tidal solver, TPXO, which solves for both elevation and velocity
with more tidal harmonics unlike the used model, FES2004, that just
solves for elevation, and has a higher mesh resolution than the other
model.

7. Conclusions and outlook

This study is a first-time application of a coupled hydro-
morphodynamic model using discontinuous Galerkin finite element
discretisation for a real-world case using next-generation coastal ocean
models like Thetis. The Sundarbans, the largest mangrove forest in the
world, was taken as a case study, as it is one of the most threatened
mangrove environments due to the threat of multiple severe climate
events across the region. By presenting magnitude and angle correction
factors for bedload transport, adding a wet-dry parameter/domain
to avoid numerical instabilities, using spatially varying parameters,
and spinning-up the hydrodynamics, the developed model showed
the importance of mangrove environments in attenuating waves and
preventing erosion. These environments reduced wave heights by more
than 97% and prevented any erosion when compared with the same
region but without mangroves.

We validated the performance of our model by comparing its simu-
lation results with another model i.e., Sindhu and Unnikrishnan (2013)
in accurately estimating water elevation at a specific tidal gauge. Our
model showed better accuracy with an error of 3.3% in comparison to
7.2% when estimating peak tidal heights. However, this region lacked
multiple in-situ hourly data of water levels over the Bay of Bengal.

Nonetheless, it would be beneficial to check and refine the findings
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Fig. 11. Comparison of simulated tidal elevation (m with respect to chart datum) with the observed tidal elevation obtained from tide gauge records at Paradip August 2013.
Fig. A.12. Tidal height changes for the experiment with mangroves.
reported in the present study, when data from more tidal stations
become available for the simulated years.

On the other hand, and since this model is developed by solving
the depth-averaged Navier Stokes, two main limitations arise. First,
the assumptions made in this model are not translated to quantified
uncertainty in the output, which is due to the nature of Navier Stokes’
solution as it is just a mathematical model. Second, the time taken to
spin-up the hydrodynamics and then to model the morphodynamics is
quite significant as the former accounts to 25 h and the later to about
10 h, with the morphological acceleration factor of 50, rising to 20 days
without the acceleration. This high computational time would limit the
benefits of using such numerical models, especially when continuous
monitoring of the environment is required as in a mangrove restoration
project.
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A possible solution to the aforementioned limitations would be to
use machine learning models in two possible scenarios: (a) as a full
surrogate where the results of the numerical model would be used as
an input and output data to the machine learning model, and the latter
would have to figure a relationship between the input and the output;
(b) as a physics-informed model which requires much less amounts
of data from the numerical model since prior knowledge, in the form
of boundary and initial conditions, would be used as a penalty/loss
term to help the model converge accurately to the output. In either
way, such models would possibly have much faster predictions than the
numerical model solutions, and an uncertainty quantification method
could be added to better understand the confidence of the model with
unobserved data.
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Fig. A.13. Bedlevel changes for the experiment with mangroves.

Fig. A.14. Tidal height changes for the experiment without mangroves.
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Fig. A.15. Bedlevel changes for the experiment without mangroves.
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Appendix

The figures in this section show a full tidal cycle evolution for the el-
evation and bedlevel for the experiments with and without mangroves.
For each figure, the cycle goes from top to bottom and from left to right.
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