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Rationally Irrational: When People Do Not Correct
Their Reasoning Errors Even If They Could

Miroslav Sirota, Marie Juanchich, and Dawn L. Holford
Department of Psychology, University of Essex

Why is it that sometimes people do not correct their reasoning errors? The dominating dual-process theories
of reasoning detail how people (fail to) detect their reasoning errors but underspecify how people decide to
correct these errors once they are detected. We have unpacked the motivational aspects of the correction pro-
cess here, leveraging the research on cognitive control. Specifically, we argue that when people detect an
error, they decide whether or not to correct it based on the overall expected value associated with the cor-
rection—combining perceived efficacy and the reward associated with the correction while considering
the cost of effort. Using a modified two-response paradigm, participants solved cognitive reflection prob-
lems twice while we manipulated the factors defining the expected value associated with correction at the
second stage. In five experiments (N = 5,908), we found that answer feedback and reward increased the
probability of correction while cost decreased it, relative to the control groups. These cognitive control crit-
ical factors affected the decisions to correct reasoning errors (Experiments 2 and 3) and the corrective rea-
soning itself (Experiments 1, 4 and 5) across a range of problems, feedbacks, types of errors (reflective or
intuitive), and cost and reward manipulations pre-tested and checked in five separate studies (N =951).
Thus, some people did not correct their epistemically irrational reasoning errors because they followed
the instrumentally rational principle of the expected value maximization: They were rationally irrational.
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Prior research has documented that people are prone to commit-
ting reasoning errors, often labeled as irrational errors, because
they violate normative principles of epistemic rationality such as
normative theories of probabilistic or logical reasoning (e.g.,
Shafir & LeBoeuf, 2002). Sometimes people are unaware of their
errors, but mounting evidence shows that people often sense or
might even be fully aware of these errors but do not correct them
(e.g., De Neys, 2012; Walco & Risen, 2017). Why do people not
correct their reasoning errors once they realize that they have
made a mistake? Here, we studied the motivational roots of decisions
on whether to correct errors or not by testing a formalized model of
mental effort allocation in executive functioning (Shenhav et al.,

2013). Understanding the motivational forces behind why people
do (not) correct their errors has a range of practical and theoretical
implications. Regarding the practical implications, understanding
the factors that lead to a higher chance of error correction would
allow us to design more effective interventions aiming to enhance
reasoning performance in many applied domains (e.g., Mamede
et al.,, 2007). Regarding the theoretical implications, the current
research can corroborate or falsify the model of effort allocation in
reasoning and it can also extend the currently dominating models
of reasoning: dual-process theories.

Dual-process theories explain reasoning as an interaction between
two types of cognitive processes: intuitive (Type I) processes that are
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usually described as fast, effortless, and automatic; deliberate (Type
II) processes that are usually described as slow, effortful, and reflec-
tive (De Neys & Pennycook, 2019; Evans, 2008, 2011; Kahneman,
2011; Sloman, 1996; Stanovich, 1999). Dual-process theories have
successfully accounted for various effects and biases in reasoning,
judgment, and decision-making (De Neys, 2006; Evans & Over,
2013; Stanovich & West, 1998; Thompson et al., 2011; Toplak et
al., 2011), as well as in moral cognition (Bago & De Neys,
2019a), prosocial cooperation (Bago et al., 2021; Rand et al.,
2012), magical thinking, superstitious, and paranormal beliefs
(Risen, 2016; Walco & Risen, 2017), and online behavior such as
spreading misinformation and fake news (Bago et al., 2020).

Studying the motivational forces behind the error correction
process can extend the dual-process literature in two theoretically
important ways. First, it would allow a more fine-grained under-
standing of the correction process that goes beyond the current
focus on error detection. Prior research has enabled us to better
understand error detection processes in reasoning and other
higher cognition. Specifically, prior research has identified and
formalized how our minds detect errors, focusing mainly on inter-
nal conflict detection (Bhatia, 2017; De Neys, 2012; De Neys et
al., 2013; De Neys & Glumicic, 2008; Pennycook et al., 2015;
Srol & De Neys, 2021), with theoretical discussions and empirical
tests predominantly concentrated on how error detection activates
deliberate processes (Ackerman & Thompson, 2017; Bago & De
Neys, 2017; Banks & Hope, 2014; De Neys & Pennycook, 2019;
Evans, 2008, 2019; Kahneman & Frederick, 2002; Sloman, 1996;
Srol & De Neys, 2021; Travers et al., 2016). However, despite
some notable exceptions (e.g., Evans, 2011), formalization and
understanding of the correction processes have remained rudi-
mentary. Indeed, at least in some versions of the dual-process the-
ories (e.g., Kahneman & Frederick, 2002, 2005), the correction
process is reduced to a step that occurs automatically if an error
is detected (Patel et al., 2019; Risen, 2016). Recent experimental
evidence puts into question this assumption behind the automatic-
ity of correction processes (e.g., Bago & De Neys, 2019a, 2019b;
Bago et al., 2021; Walco & Risen, 2017).

Second, our approach allows us to decompose the motivational
forces behind the correction process. Motivation is known to play
an important role in reasoning, based on prior research in dual-
process theories. For instance, prior research found that individual
differences involved in people’s motivation to be rational and
their need for cognition reliably predicted normative performance
in a range of reasoning, judgment, and decision-making tasks
(Frederick, 2005; Sirota et al., 2014; Stanovich & West, 1998,
2000; Toplak et al., 2014). These individual differences in motiva-
tion even predicted performance when cognitive abilities and exec-
utive functions were statistically controlled for (e.g., Stanovich &
West, 1998). In addition, prior research found that various manipu-
lations increasing participants’ motivation to engage in more effort-
ful thinking—for instance, direct or indirect instructions to spend
more time on a task (Lawson et al., 2020; Sirota, Theodoropoulou,
et al., 2021), increasing accountability by justifying answers (Isler
etal., 2020; Sieck & Yates, 1997), and providing a monetary reward
for accurate answers (Enke et al., 2021)—Iled to, at least for some
types of tasks (e.g., those that did not require additional knowledge),
an improved normative performance. Notwithstanding the impor-
tance of this evidence, it merely shows that motivation to engage
in more effortful thinking improves reasoning. However, this

research lacks any formalized decomposition of the factors contrib-
uting to the motivation to engage in the effortful activity during the
error detection and error correction phase.

To formalize this decomposition process, we leveraged the cur-
rent literature on motivational aspects of cognitive control using the
cost and benefit associated with the effort (e.g., Kool et al., 2017;
Kurzban et al., 2013; Shenhav et al., 2017). For instance, the
Expected Value of Control (EVC) model explains how people
become motivated to engage in a particular task, while integrating
research on motivation and cognitive control into a computational
and neuropsychologically implemented mechanism of cognitive
control allocation (Shenhav et al., 2014, 2017, 2021). Even though
the control model was initially developed and tested using less cog-
nitively complex tasks (e.g., a Stroop task; Fromer et al., 2021;
Shenhav et al., 2013) than those typically used in reasoning
research (e.g., syllogistic problems), it would be parsimonious to
assume that similar cognitive control allocation processes operate
over higher cognitive processes (Pennycook, 2018).

In a nutshell, according to the EVC model, people decide how
much and what type of effort to exert to accomplish a task by con-
sidering the chances that the allocated control will allow them to
attain the desired outcome and by weighting the costs and benefits
of allocating control to the task (Shenhav et al., 2021). When applied
to error correction, people aim to maximize the overall expected
value associated with the correction determined through the proba-
bility of correcting the error, given the effort (i.e., efficacy), expected
benefits, and cost associated with the correction, which can be for-
malized as follows (Shenhav et al., 2013):

EVC(cs) = Z P(x;|cs)*v(x;) — cost(c). (D

The decision of whether to engage in correction or not will there-
fore depend upon the EVC. This is a combination of the conditional
probability of reaching the correct answer (x;) given the exerted cog-
nitive control (¢) needed and given the current state (s) and the value,
or benefits, associated with the desired state, v(x;), minus the cost
associated with the exerted cognitive control (c¢). For instance, if a
person has a low control efficacy, then even a relatively high benefit
such as a financial reward will not result in a high control intensity
(e.g., when using ice cream as a reward, I can motivate my 8-year-
old daughter to correct her errors in simple multiplication problems
but not complex derivation problems). A person can also decide not
to correct their answer despite a relatively high control efficacy and
benefit because they perceive a very high expected cost of control
(e.g., even ice cream will not suffice if there are too many multipli-
cation problems requiring substantial effort and time). Thus, this
model decomposes the motivation for whether or not to correct rea-
soning errors. Consequently, a seemingly suboptimal engagement in
correction leading to an incorrect, epistemically irrational answer
could be the result of an optimal effort engagement determined by
an instrumentally rational cost—benefit analysis, pitting the potential
benefit of correction against its associated costs.

Prior research in reasoning offers some evidence to support the
EVC model. First, negative evaluative performance feedback,
which indicates to a reasoner that insufficient control intensity has
been employed, leads to intensifying control and, sometimes, to
improved performance (Bago et al., 2019; Ball, 2013; Ball et al.,
2010). Furthermore, correlational evidence exists about the
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perceived control efficacy. For instance, more mathematically anx-
ious people perform worse in numerical cognitive reflection prob-
lems (Juanchich et al., 2020; Sirota, Dewberry, et al., 2021).
Finally, as we documented above, monetary and various non-
monetary rewards lead to increased effort and, under some circum-
stances, also to increased accuracy (Enke et al., 2021; Isler et al.,
2020; Lawson et al., 2020). However, more dedicated tests of the
EVC model’s components are needed to better understand the moti-
vational forces behind the error correction.

The Present Research

In the present research, we tested whether and under which condi-
tions people correct their reasoning errors once they have recognized
them. To do so, we modified a two-response paradigm, originally
developed to parse (more) intuitive from (more) analytical thinking
(Bago & De Neys, 2017; Thompson et al., 2011). In our modified par-
adigm, participants answered the same reasoning problems twice. In
the first stage, participants solved the reasoning problems without
any time restrictions (except for Experiments 4 and 5, where time
restriction was used to elicit intuitive reasoning). In the second
stage, participants were unexpectedly asked to reconsider their initial
answers to the same set of reasoning problems. We manipulated the
variables of interest in the second stage of responding. Thus, our mod-
ification of this paradigm differed in three important aspects. First, our
participants were not prompted to answer as quickly as possible in the
first stage of responding (with the exception of Experiments 4 and 5);
rather, they were provided with as much time as they needed to solve
the problems. Second, our participants were not aware beforehand that
they would be responding twice; they were unexpectedly asked to
reconsider their initial answers to the same set of reasoning problems
presented in the first stage. Third, our participants were not responding
after each problem; rather, they saw the same problems presented in
two separate blocks.

We devised several tests of the effect of feedback, reward, and cost
across five experiments. Specifically, in Experiment 1, we tested
whether participants could solve more problems on repeated exposure,
whether answer feedback (correct vs. incorrect answer) to their initial
answers improved the correction, and whether a performance-based
reward improved the rate of correction. In Experiments 2 and 3, we
changed the nature of the feedback, exchanging the answer feedback
for explanatory feedback. The explanatory feedback allowed us to
make the participants fully aware of their reasoning errors and the rea-
sons why they were incorrect; thus, it provided the unequivocal
knowledge available to correct the errors. To minimize the cognitive
effort involved, we offered the participants only two options: the cor-
rect and incorrect (but default) answer. This allowed us to test the
effect of additional cost (Experiments 2 and 3) and reward
(Experiment 3) in the conditions where the perceived control efficacy
was maximal. Finally, we tested whether reasoning cost (Experiment
4) and reward (Experiments 4 and 5) affect corrective reasoning of
intuitively generated errors. Thus, in Experiments 2 and 3, we tested
the effect of reward and cost on the decision-making underpinning the
allocation of control (i.e., decisions to execute correction). In
Experiments 1, 4, and 5, we tested the effect of reward and cost on
the control over reasoning itself (i.e., the corrective reasoning).

In general, we hypothesized that our participants would assign
more cognitive effort to repeated problems, resulting in higher accu-
racy (Hypothesis 1 in Experiment 1, hereafter, Hypothesis el.1), and

the feedback would serve as a signal to intensify mental effort result-
ing in higher accuracy (Hypotheses e1.2, e2.1). We also hypothe-
sized that participants would perform a cost—benefit analysis, such
that accuracy would be depreciated by cost (Hypotheses e2.2,
e3.1, e4.1-e4.4) and amplified by reward (Hypotheses e1.3, 3.2,
ed.1-e4.4, e5.1-e5.2). We used numerical and verbal problems of
the Cognitive Reflection Test because these should be particularly
sensitive to increased mental effort translating into a higher solution
rate and should not require additional knowledge to solve the prob-
lems correctly (Frederick, 2005).

Finally, we also tested several predictions associated with correct-
ness confidence for the initially incorrect trials, which were not
derived from the EVC model. We reasoned that if we observed the
predicted changes in accuracy, there should also be corresponding
changes in meta-cognitive perception such as correctness confi-
dence. Indeed, robust evidence indicates that reasoners’ correctness
confidence is sensitive to accuracy and confidence changes are
observed even when reasoners do not know the normatively correct
answer to the problems (e.g., De Neys, 2014; De Neys et al., 2011,
2013; De Neys & Feremans, 2013).

Experiment 1

In a factorial design, we tested how feedback and performance-
based rewards affect the solution rate of 10 open-ended cognitive
reflection problems. After the first round of responding, we asked par-
ticipants to solve the same problems again. In this repeated stage of
responding, we manipulated whether participants received answer
feedback (participants either learnt about the most common incorrect
answer or not) and a performance-based reward (participants were
either paid based on their performance for correct answers or not).

Guided by the EVC model, we formulated three hypotheses. First,
we assumed that participants would allocate additional cognitive
control to the same problems upon repeated exposure, which
would translate into increased accuracy. Thus, we hypothesized
that participants in the baseline condition (i.e., those who did not
receive feedback or performance-based reward) would spontane-
ously correct some of their errors relative to the level of correction
that occurred due to random error (Hypothesis el.1). We tested the
spontaneous correction conservatively: against an estimated random
error of switching from a correct to an incorrect answer in the base-
line condition rather than against zero. Second, we assumed that
feedback would signal to the participants who made mistakes the
need for allocating more cognitive control to the problems, which
should translate into increased accuracy relative to the baseline con-
dition. Therefore, we hypothesized that answer feedback (vs. no
feedback) would increase the probability of correction (Hypothesis
el.2). Finally, we hypothesized that providing a reward—a
performance-based monetary incentive—would increase the proba-
bility of correction (Hypothesis e1.3) because we assumed that the
incentive would increase cognitive control.

We also tested two predictions associated with correctness confi-
dence for the initially incorrect trials. Specifically, for participants
who gave an initially incorrect answer, we predicted that receiving
the feedback showing the incorrect intuitive answer would
“shake” participants’ confidence and lead to a decrease in confi-
dence at the second stage relative to the participants without feed-
back (Hypothesis el.4), whereas being rewarded (vs. not) would
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lead to an increase in accuracy and therefore in correctness confi-
dence as well (Hypothesis el.5).

Method
Participants

We recruited 1,210 participants from the online panel Prolific in
exchange for a flat fee of £1.00 for a 12-min-long questionnaire.
The sample size was based on an a priori stopping rule to reach
the sample size of 1,200 participants; the 10 additional participants
were due to the online recruiting method implemented by Prolific.
The target sample size was based on a power analysis adjusted for
the fact that we were interested in the correction of the initially
incorrect trials. We aimed to detect a small-to-medium effect of
Cohen’s f=0.15 using a 2 x 2 between-subjects analysis of vari-
ance (ANOVA) with 5% Alpha and 90% power (Cohen, 1988),
which required 469 participants. However, the effects can be
detected only in trials with incorrect responses, which we conser-
vatively estimated to be at least 40% based on recent data (Sirota,
Dewberry, et al., 2021). This means that in the most extreme sce-
nario, 60% of participants would not make any errors. Therefore,
we multiplied the resulting sample size by 2.5 (i.e., the ratio of
1/0.40). This resulted in 1,173 participants for the required sample
size, which we rounded up to 1,200 to account for a possible attri-
tion rate. Participants were eligible to take part only if they (a) had a
minimal 90% approval rate in previous Prolific studies, (b) had not
participated in previous studies using the Verbal or Numerical CRT
run by our lab, (c) were current UK residents, and (d) were at least
18 years old.

The participants’ ages ranged from 18 to 84 years (M =35.8,
SD=11.6 years). Participants were mostly women (69.3%;
30.7% men). The sample varied in terms of education: 1.4% did
not complete high school education, 38.0% completed high school,
42.2% had a college degree, 15.3% had a master’s degree, and
3.1% had a PhD or other professional degree. The sample also var-
ied in terms of occupation; the most common occupation categories
were management and professionals (25.6%), followed by unem-
ployed, students, and homemakers (24.0%), sales and office
(12.7%), service (6.8%), government (4.5%), retired (3.6%), and
some other less common occupations and unclassified
occupations.

Design

We employed a modified two-response paradigm (Thompson et
al., 2011): Participants first answered 10 cognitive reflection prob-
lems and then were unexpectedly asked to answer the same prob-
lems again. The problems were presented in a random order to
each participant in both stages. In a 2 (answer feedback: no feed-
back vs. feedback) x 2 (performance-based reward: no reward vs.
reward) between-subjects design, we manipulated the answer
feedback by presenting the most common incorrect answer and
reward by providing a performance-based monetary incentive
associated with correction for this second stage of answering (an
additional £0.10). Participants read short instructions at the
onset of the second stage of the study just before seeing the
same problems again. For instance, the participants who received
feedback and a performance-based reward read the following
instructions:

In the next section, we will ask you to solve the same 10 word problems
again.

We will give you a useful hint for solving the problem this time. In our
hint, we are going to show you the most common mistake that people
make with each of these problems. This means that if your previous
answer matches the mistake we have provided in our hint, then you
did not initially provide the correct answer to the problem.

If you want to keep your previous answer, please write down the same
answer in the space provided. However, if you want to change your
answer, please write down the new answer in the space provided.

For the next 10 word problems, you will receive a 10p bonus payment
for each correct answer that you give (in addition to your participation
fee and regardless of your previous answers). Thus, if you provide cor-
rect answers to the 10-word problems you will receive your participation
fee of £1 plus an extra £1 (so, £2 in total). If you do not provide correct
answers to any of the word problems you will still receive your partici-
pation fee of £1 but no extra payment (so, £1 in total).

In the no-feedback conditions, participants did not see the second
paragraph providing a useful hint, and the participants in the
no-performance-based-reward conditions did not see the last para-
graph describing the bonus payment. For each problem, the partici-
pants in the feedback conditions were provided with answer
feedback (e.g., HINT: “Nunu” is NOT the correct answer) and the
participants in the performance-based-reward conditions were paid
a £0.10 bonus payment for each correct response. Participants
were randomly allocated to the conditions by the Qualtrics built-in
randomizer, which operates automatically using the Mersenne
Twister algorithm (Matsumoto & Nishimura, 1998). Thus, this
study was a double-blind, randomized, controlled trial.

Materials and Procedure

After providing informed consent, participants answered 10 open-
ended CRT problems. Five numerical cognitive reflection problems
were taken from the Expanded Cognitive Reflection Test (Frederick,
2005; Toplak et al., 2014), and five problems were used from the
Verbal Cognitive Reflection Test (Sirota, Dewberry, et al., 2021).
The problems were presented in a random order. We measured the
time taken to solve each problem. Participants also answered ques-
tions about their correctness confidence and prior familiarity with
each of the questions. The confidence question (“How confident
are you that the answer you have just provided is correct?”’) was mea-
sured on a visual analogue scale ranging from 0 to 100 (verbally
anchored at 0 = fotally not sure to 100 = totally sure). The familiar-
ity question (“Have you answered this word problem prior to taking
this survey?”’) was measured using two options (yes/no). After
answering all 10 problems, we measured the perception of effort
allocated to solving the problems (“How much effort did you put
into solving these problems?”) on a 7-point Likert scale (1 = none
at all, 2 =very little, 3 = a little, 4 = a moderate amount, 5=a
lot, 6 = a great deal, T = maximal possible).

In the second stage, participants were asked to answer the same 10
problems and the associated confidence questions again. They were
always reminded of their initial answer and were offered the chance
to either keep it or change it. For instance, for the “Mary’s father” prob-
lem, a participant in the feedback and no-performance-based-reward
condition with an incorrect initial answer read:
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Please answer the same word problem again. We will give you a hint this
time.

Mary’s father has 5 daughters but no sons — Nana, Nene, Nini, Nono.
What is the fifth daughter’s name probably?

Your previous answer was: Nunu
HINT: “Nunu” is NOT the correct answer

If you want to keep your previous answer, please write the same answer
below.

If you want to change your previous answer, please write the new answer
below.

The participants in the no-feedback conditions did not see the
answer-specific feedback (i.e., the “hint”) and were only reminded
of their initial answer. Finally, the participants in the reward condi-
tions saw the same materials but were told to be rewarded for each
correct response (see exact wording of all materials used in the
Online Supplemental Material B).

After completing the problems in the second stage, the partici-
pants answered a subjective effort question concerning this second
stage with identical wording to the first stage. They were also
asked whether they used any external help to answer the problems
during the second stage (“In this last round of answering, have
you tried to answer these word problems by looking at some external
sources [e.g., the internet, books, asking friends]?”’) using a 6-point
Likert scale (0 =none of them, 1 =very few of them, 2 = few of
them, 3 = some of them, 4 = almost all of them, 5 = all of them).
To encourage honest reporting of their efforts, participants were
reassured that they would receive their payment—a flat participation
fee and, if applicable, a performance-based fee—regardless of their
answer to that question. Finally, the participants completed a medi-
cal probability judgment task unrelated to this research, answered
some socio-demographic questions, and were debriefed.

Transparency and Openness

We conducted all studies presented in this manuscript in accor-
dance with the ethical standards of the American Psychological
Association and obtained ethical approval from the Ethics
Committee of the Department of Psychology of the University of
Essex. We have reported how we determined our sample size, all mea-
sures, manipulations, and exclusions in all of the studies. Experiments
1, 4, and 5 were not pre-registered. Experiments 2 and 3 were pre-
registered. The materials, data sets, and pre-registrations are publicly
available on the Open Science Framework at https:/osf.io/hvqad/
(Sirota et al., 2022).

Results
Manipulation Checks

We first evaluated the effect of feedback and reward manipulation
on the subjective mental effort reported in Stage 2 (adjusted for base-
line effort reported in Stage 1) and the average time spent on
the problems in Stage 2 (adjusted for the baseline time taken in
Stage 1) (see Table 1). Participants allocated more cognitive control
in the conditions with feedback and reward. The subjective mental
effort increased when the Stage 2 problems were accompanied by
the feedback relative to the mental effort reported in Stage 1, whereas

it decreased when Stage 2 did not feature any feedback, F(1,
1,204) =12.02, p <.001, Cohen’s f= 0.10. The subjective mental
effort increased when the performance was rewarded, relative to
the baseline effort, and decreased when it was not, F(1, 1,204) =
27.51, p <.001, Cohen’s f=0.15. Their interaction between feed-
back and reward was not significant, F(1, 1,204) = 0.82, p = .364,
Cohen’s f=0.03. The average time spent on each problem overall
decreased in the second stage, but it decreased less when the prob-
lems were accompanied by the feedback, F(1, 1,206)= 36.50,
p <.001, Cohen’s f=0.17, and when participants were rewarded
for correct solutions, F(1, 1,206) =9.54, p =.002, Cohen’s f=
0.09. Their interaction between feedback and reward was not signifi-
cant, F(1, 1,206) = 0.78, p = .377, Cohen’s f= 0.03. The observed
differences in time spent on each problem according to the feedback
could be explained by longer text (seven words more, ~10% longer)
in the feedback conditions relative to other conditions. However, this
only partially explains the substantial 810 s difference between the
conditions.

Effect of Feedback and Reward on the Probability of a
Correction

On average, participants correctly answered slightly more than a
third of the problems in the first stage, with negligible variation
across the conditions (see Table 1). Participants improved their per-
formance in the second stage, but we also observed differences
according to the manipulated conditions (see Table 1). To test our
model-derived hypotheses, we calculated the probability of correc-
tion on the initially incorrect trials—Only 16 participants did not
make any initial errors. By correction, we mean when a participant
changed their response from an initially incorrect answer to a correct
one (rather than making changes to the initially incorrect answer).
We used all of the initially incorrect trials rather than only the ini-
tially intuitively incorrect trials expressed in the feedback for two
reasons. First, the non-intuitively incorrect answers represented a
non-negligible source of errors (2,589 incorrect non-intuitive
responses represent 34% of all incorrect responses); their removal
would substantially decrease the statistical power. Second, for
most of the items the non-intuitive errors were quite similar to the
intuitive errors (e.g., “Nuno,” “Nonu,” etc. instead of “Nunu”) or
blatantly incorrect (e.g., “don’t know,” “no idea”); their removal
would thus obscure the rate of spontaneous correction and the effect
of the reward. In addition, 153 participants reported that they used
some external help at least for one of the questions (one of the 16 par-
ticipants reported using external help in the second stage). This
affected the probability of correction: Participants who reported
using external help (M = 0.30, SD = 0.33, n = 153) managed to cor-
rect their answers more often than participants who did not use exter-
nal help (M=0.20, SD=0.26, n=1,042), #(2,315.4)=6.81,
p <.001, Cohen’s d = 0.38. Therefore, we removed the data from
these participants. These two exclusion steps still left us with suffi-
cient power to test our hypotheses (n = 1,042).

The participants in the condition without feedback and
performance-based rewards tended to spontaneously correct their
initial errors more than estimated by random error, #(237) = 7.96,
p <.001, Cohen’s d = 0.52 (Figure 1). As predicted, the rate of cor-
rection varied according to the conditions (Figure 1). The partici-
pants who received answer feedback were more likely to correct
their errors than those without feedback, F(1, 1,038)=50.07,
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Table 1

Effect of Feedback and Reward on Subjective Effort, Time Spent on Problems, Correctness, and Correctness Confidence

No performance-based reward

Performance-based reward

No feedback Feedback No feedback Feedback Total
Variables M (SD) M (SD) M (SD) M (SD) M (SD)
All trials

Subjective effort change —0.13 (0.85) —0.02 (0.72) +0.06 (0.72) +0.25 (0.79) +0.04 (0.78)
Mean time change (s) —20.3 (28.0) —12.9 (26.6) —17.1 (24.0) —-7.3(19.2) —14.4 (25.1)
Correct responses (%)

First stage 39.7 (27.2) 35.9 (25.9) 36.7 (26.8) 35.8 (26.6) 37.0 (26.6)

Second stage 45.7 (28.4) 46.8 (29.3) 44.7 (29.8) 51.1 (30.0) 47.0 (29.4)
Confidence (0-100)

First stage 72.9 (17.0) 72.4 (17.9) 71.4 (18.4) 73.7 (16.5) 72.6 (17.5)

Second stage 78.4 (17.1) 72.0 (21.1) 75.8 (19.6) 72.5 (21.1) 74.6 (19.9)

Incorrect valid trials

P(correction) 13 (21) 23 (.27) .16 (:24) 27 (.28) .20 (.26)
Confidence change +7.0 (13.1) —1.2(19.2) +6.7 (13.0) —2.25 (21.7) +2.6 (17.6)

Note. All trials: N = 1,210; incorrect valid trials: N = 1,042.
p <.001, Cohen’s f=0.22. Those who received the reward for cor-
rect responses tended to correct their errors more than those who did
not, F(1, 1,038) =4.95, p =.026, Cohen’s f=0.07. Feedback and
reward did not interact, F(1, 1,038) = 0.08, p = .774, Cohen’s f = 0.01.
To further test the robustness of our conclusions regarding the
effects of feedback and reward on the probability of correction, we
conducted a trial-level analysis using a logistic mixed-effects
model. We transformed the data into a long format and created a
correction variable (0 = not successful/l = successful correction)
for each problem that had an initially incorrect answer. We ran a

Figure 1
Effects of Feedback and Reward on the Probability of Correcting
an Originally Incorrect Response
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Note. N = 1,042; circles represent means; error bars represent 95% confi-
dence intervals. A random error of correction: The dot-dashed line indicates
the mean of the estimated random error of correction, which was calculated
as the mean level of correction from correct to incorrect responses in the
no-feedback and no-performance-based-reward condition (n=244); the
shaded area represents 95% confidence intervals of the estimated random
rTor.

model with a random intercept within participants and CRT
items and with the two manipulations as fixed effects (a full
random-structure model did not converge). The feedback and
reward increased the probability of correction, OR =1.57, 95%
CI [1.40, 1.76], z=17.67, p <.001; OR=1.17, [1.04, 1.31], z =
2.63, p=.009, respectively, without evidence of interaction,
OR=1.01, [0.90, 1.13], z=0.14, p = .886. Hence, using a trial-
level analysis corroborated our hypotheses that feedback and
performance-based reward motivated participants to correct their
initially incorrect answers. Thus, the results supported our model-
derived Hypotheses el.1, el.2, and el.3.

Effect of the Feedback and Reward on Correctness
Confidence

On average across the problems, participants expressed relatively
high confidence with the answers they provided in the first stage,
but without any remarkable differences in their confidence across
the conditions (see Table 1). Participants’ confidence slightly
increased in the second stage, but the direction and size of the change
depended on the feedback (see Table 1). To test our hypotheses con-
cerning relevant confidence changes, we subtracted the initial confi-
dence from the confidence in the second stage for problems where
participants gave an initial incorrect answer and did not seek external
help (N =1,042). As predicted, participants who received feedback
showed a slight decrease in confidence, whereas those who did not
receive feedback had an increase in confidence; the difference
between these two feedback groups was statistically significant, F(1,
1,038) = 65.35, p <.001, Cohen’s f=0.25. Contrary to our predic-
tion, however, the rewards did not cause any notable differences in
confidence, F(1, 1,038)=0.39, p=.534, Cohen’s f=0.02. The
interaction term was also not significant, F(1, 1,038)=0.11,
p=.735, Cohen’s f=0.01. Thus, only one hypothesis (Hypothesis
el.4) but not the other (Hypothesis e1.5) was supported.

Discussion

Overall, we found support for the predictions of the EVC
model (Shenhav et al., 2016): The answer feedback and
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performance-based-rewards motivated participants to allocate more
cognitive control when given the problems again and, in turn,
increased the probability of correcting their mistakes. Participants
in the no-reward and no-feedback condition also tended to correct
some of their errors above and beyond the estimated random correc-
tion error. Hence, at least some participants could have provided a
correct answer in the first round of answering if they had been moti-
vated to allocate more cognitive effort to solving the problems.
However, we did not manipulate control efficacy and the cognitive
cost of correction, which are critical components of the EVC model.
Even though we excluded those who reported that they searched for
the answer online at least for one problem, we cannot completely
exclude the possibility that some participants did not disclose that
they searched for the answers online. We addressed these limitations
in the subsequent experiments by adjusting the two-response para-
digm so that it eliminated any motivation to search for the answers
online while testing the effect of efficacy, reward, and cognitive cost.

Experiment 2

In Experiment 2, we aimed to further test the EVC model while
overcoming the limitations of Experiment 1. To do so, we rede-
signed the cognitive reflection problems used in Experiment 1 in a
way that would allow participants to indisputably detect the errors
in their prior reasoning and offered the opportunity to correct
these errors while imposing on participants different levels of
costs associated with the correction.

First, participants were asked to solve cognitive reflection prob-
lems with two-answer options instead of open-ended problems
and those in the feedback condition were provided with explanatory
feedback that featured the correct answer and a detailed explanation
of why the correct answer was correct and the intuitive answer was
incorrect. These two changes effectively brought participants’ con-
trol efficacy—the first term of Equation 1, the conditional probabil-
ity of reaching the correct answer (x;) given the exerted control (c)
needed and given the current state (s)—close to 1 (this was indeed
the case as shown in Pre-test 1, see the online supplemental material
A). Second, participants were either asked (or not) to complete an
additional task if they attempted to correct their initial answer.
This allowed us to test the effect of the cognitive cost linked to cor-
rection but dissociated from the control efficacy linked to the pri-
mary cognitive reflection problems. In other words, we
externalized the cognitive cost associated with the correction using
anovel and pre-tested cognitive cost task (see Pre-test 2, online sup-
plemental material A).

Strictly speaking, such externalizing of the cognitive cost means
that the designed task represents two control allocation events—
the control allocated to the decision whether to correct a wrong
answer or not and the control over categorization itself. Each of
these processes could be decomposed using the EVC model.
Thus, we do not claim that the allocated control studied here is
only control over reasoning, as was the case in Experiment
1. However, we construe this task as a joint control event. In decid-
ing whether or not to correct their answer, all participants had to allo-
cate some control to the process of correction by evaluating the
explanation and justification of the correct answer. In some condi-
tions, participants also had to allocate some control to the categori-
zation task. To decide whether the correction was worth it,
participants therefore had to weigh up the benefits of correction

(e.g., the value attached to being correct and the monetary value
for being correct in some conditions). They also had to weigh up
the costs associated with such correction (e.g., intrinsic cost to eval-
uate the justification; the cost associated with the cognitive effort and
time invested in completing the additional [categorization] task). In
such a case, this joint control event goes beyond simple action selec-
tion (i.e., whether to proceed with the categorization task or not)
since participants undergo a cost-benefit analysis of correction.
Indeed, in a simple conceptualization check, we found that if partic-
ipants (N =401) were asked only to choose between two otherwise
indifferent options, with only one involving completing a categori-
zation task, 21% selected such a high-cost option (i.e., the decision
to allocate control over categorization). However, if the decision also
involved providing a correct answer to a reasoning problem, as was
used in Experiment 2, 68% selected such an option, which is signifi-
cantly more than if they were simply choosing between actions,
Xz(l) =88.83, p<<.001, Cramer’s V=047 (see the Online
Supplemental Material A). Thus, participants weighed up the costs
and benefits of the categorization task as well as the costs and ben-
efits of the correction decision.

The EVC model predicts that when people perceive a very high
(close to 1) probability of providing the correct response while
encountering minimal cost they will correct their reasoning errors.
Thus, we expected that participants would correct their reasoning
errors more when provided with explanatory feedback compared
with those without feedback (Hypothesis e2.1). Furthermore, we
expected that participants would correct their reasoning errors less
often when the costs associated with the correction were increased
compared with those who only faced baseline costs (e.g., costs asso-
ciated with response switching; Hypothesis e2.2). Finally, we
hypothesized the interaction between cost and feedback.
Specifically, we expected a stronger effect of increased costs (vs.
baseline costs) in the feedback conditions than in the no-feedback
conditions (Hypothesis e€2.3). Such an interaction effect hinges on
the assumption that people are not sufficiently capable of correcting
their errors without feedback and thus their lack of ability obscures
the depreciating effect of cognitive costs.

We also tested three predictions associated with changes in cor-
rectness confidence between the two stages. We assumed that any
changes in problem-solving accuracy would manifest in changes
in correctness confidence. First, we predicted that people would
have a higher increase in their correctness confidence when provided
with explanatory feedback compared to no feedback (Hypothesis
e2.4). Second, we predicted that people would have a lower increase
in their correctness confidence when facing an increased cost com-
pared to a baseline cost (Hypothesis €2.5). Finally, we predicted
that people would have a higher increase in their correctness confi-
dence with feedback (vs. no feedback) while facing only a baseline
cost compared with facing an increased cost (Hypothesis €2.6).

Method
Participants

We recruited 1,753 participants from the online panel Prolific in
exchange for a flat fee of £1.30 for a 15-min questionnaire. The sam-
ple size was based on an a priori stopping rule to reach the sample
size of 1,750 participants; the three additional participants were
due to the online recruiting method implemented by Prolific. The tar-
get sample size was based on a power analysis, which assumed to


https://doi.org/10.1037/xge0001375.supp
https://doi.org/10.1037/xge0001375.supp
https://doi.org/10.1037/xge0001375.supp
https://doi.org/10.1037/xge0001375.supp
https://doi.org/10.1037/xge0001375.supp

8 SIROTA, JUANCHICH, AND HOLFORD

detect a small effect of Cohen’s f=0.1 in 2 x 2 ANOVA, which
yielded n = 787 (Cohen, 1988). The resulting number was adjusted
for the fact that such an effect would be detected only in the trials
with initially incorrect responses. In our pre-test we found, on aver-
age, 55% correct responses to the cognitive reflection problems with
the two-answer options we used here (see Pre-test 1, the online sup-
plemental material A). In the most extreme scenario, this would
mean that 55% of participants would not make any errors, so we
multiplied the sample size by 1/0.45, resulting in 1,750 (1,749
rounded up). Participants were eligible to take part only if they
had a minimal 80% approval rate in previous studies, did not partic-
ipate in the previous studies using the Verbal CRT run by our lab,
were UK nationals and current UK residents and were at least 18
years old. Some participants were excluded automatically if they
were timed out by the system or if they failed three manipulation
checks (see the online supplemental material B). We did not exclude
anybody for responding too quickly.

The participants’ ages ranged from 18 to 82 years (M =344,
SD =12.5 years); 62.5% were women, 37.1% were men, and
0.5% were of other gender identity. The sample varied in terms of
the highest achieved education: 1.3% did not complete their high
school education, 37.4% completed high school education, 43.9%
completed a college degree, 14.3% completed a master’s degree,
and 3.1% completed a PhD or other professional degree. The sample
also varied in terms of occupation; the most common occupation cat-
egory was management and professionals (28.5%) followed by stu-
dents (15.7%), unemployed (9.7%), sales and office (9.0%),
government (5.4%), service (5.0%), retired (3.9%), and some
other less common occupations such as construction and production
workers and unclassified occupations.

Design

We employed a two-response paradigm similar to Experiment 1:
The participants first answered the cognitive reflection problems and
then were unexpectedly asked to answer the same problems again. In
a 2 (feedback: no feedback vs. explanatory feedback) x 2 (cost:
baseline cost vs. increased cost) between-subjects design, we manip-
ulated the presence of explanatory feedback and increased cost asso-
ciated with correction in the second stage of answering. In the
feedback and increased-cost condition, participants read the follow-
ing instructions:

In the next section, we will ask you to solve the same eight word prob-
lems again.

This time, we will give you feedback on your previous answer: we will
tell you whether your answer was correct or not and explain why this is
the case. You will have the opportunity to provide a new answer to the
same problem, so if you initially made an incorrect answer then you
should change your initial answer.

If you decide to change your original answer you will then have to
complete a word categorisation task each time you decide to change
your original answer.

Before we start, we are going to ask you to complete an example of the
word categorisation task on the next page.

The participants in the baseline-cost conditions did not see the
sentence in the third paragraph (about the additional task), whereas
the participants in the no-feedback conditions did not see the first

sentence of the second paragraph (about getting feedback). For
each problem, the participants in the explanatory-feedback condi-
tions were provided with complete feedback on their answer (e.g.,
“Your original answer was ‘Nunu.” This is incorrect. The correct
answer is ‘Mary.’”) and the explanation for the correct answer (see
the example in Materials and Procedure below). The participants
in the cost conditions had to solve an additional cost task if they
wished to change their original answer (see the example below).
As in Experiment 1, this study was a double-blind randomized con-
trolled trial with automatic randomization to the conditions.

Before running the study, we pre-tested whether the explanatory
feedback was effective. We asked 100 participants (77.0%
women, 22.0% men, and 1.0% other gender; with ages ranging
from 19 to 67 years, M = 34.5, SD = 10.9 years) on Prolific to com-
plete the cognitive reflection problems presented in a modified
two-response paradigm. The feedback was effective: After receiving
the explanatory feedback, the initial solution rate (M = 0.56, SD =
0.23) increased substantially (M =0.97, SD=0.08), #(99)=—
18.71, p <.001, d = —1.87; it was also indistinguishable from the
maximal performance assuming a random correction error (i.e.,
0.97), t(99)=—-047, p=.636, d=—0.05. The random error
(0.03) was determined based on the observation that 3 out of 100
participants mentioned distraction/an answer error as the reason for
not correcting their reasoning error (see Pre-test 1, the online supple-
mental material A).

Materials and Procedure

After providing informed consent, participants answered eight of
the cognitive reflection problems used in Experiment 1. The prob-
lems featured a multiple-choice answer format with two-answer
options: the correct answer and the “intuitively appealing” incorrect
answer (Sirota & Juanchich, 2018). We excluded two problems from
the set of problems used in Experiment 1 because we found that the
solution rate in the “match” problem was too high in the first stage
already and in the “sell-a-pig” problem the solution rate did not
reach a maximal level even after explaining the feedback (see
Pre-test 1 in the online supplemental material A). The problems
and answer options were presented in a random order. For each
item, participants also evaluated their confidence in their answers
as in Experiment 1. Participants were also exposed to three instruc-
tional manipulation check questions: Two were transformed from
the unused cognitive reflection problems asking participants to
select one of two answer options and were intermixed with other
problems in the first stage. The third one occurred after answering
all the problems in the first stage and instructed the participants to
select a number 11 out of a set of five numbers.

Participants were then unexpectedly asked to answer the same eight
problems and the associated confidence questions again. They were
always reminded of their initial answer and were offered the chance
to either keep or change it. However, the instructions differed according
to the conditions to which the participants were allocated. For instance,
for the “Mary’s father” problem, the participants with an incorrect initial
answer in the feedback and increased-cost condition read:

Please answer the same word problem again.

The problem was: Mary’s father has 5 daughters but no sons — Nana,
Nene, Nini, Nono. What is the fifth daughter’s name probably?
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A/ Nunu
B/ Mary

Feedback: Your original answer was “Nunu.” This is incorrect. The cor-
rect answer is “Mary.”

Explanation: Here we explain why the fifth daughter’s name is Mary.

The father has four daughters whose names all begin with N: Nana,
Nene, Nini and Nono, but also we learned at the beginning of the first
sentence that he is Mary’s father. Since Mary is a female name, his
fifth daughter must be Mary.

The answer “Nunu” is a common incorrect response that people give
when they overlook the fact that the father is also Mary’s father.

If you want to keep your original answer, please select “Nunu” from the
options below.

If you want to change your original answer, please select “Mary” from
the options below.

Note: If you do decide to change your original answer you will have to
complete a version of the word categorisation task you went through ear-
lier in order to make the change.

The participants in the no-feedback conditions did not see the
answer feedback and the explanation of the answer—only the
reminder of their initial answer. The participants in the baseline-cost
conditions did not see the reminder of the cost associated with
changing the answer (i.e., the note at the very bottom of the instruc-
tions). Again, the answer options (e.g., “Nunu,” “Mary”) were ran-
domized; the presentation order of the problems was randomized as
well. The participants who answered the initial set of problems cor-
rectly received the same information, but the feedback said that the
answer they provided was correct (see the online supplemental mate-
rial B for complete wording of the materials).

Just before answering the problems in the second stage, all partic-
ipants completed a word-categorization task to experience the time
and mental effort needed to complete the task. This was done
because the participants in the increased-cost conditions who
decided to change their original answer in the second round of
answering were asked to complete one of the four variants of the
word-categorization task (inspired by Heled et al, 2012).
Participants thus experienced the cognitive effort of categorization.
In the task, participants had to sort 10 words (e.g., “under,”
“pool,” “mother”) into three categories: (a) five letters and at least
two vowels; (b) four letters and at least two vowels, and (c) all
other words. To proceed to the next question, participants had to cat-
egorize all the words correctly. We measured the time they took to
complete the task. Every time they completed it, they were reminded
that they had to complete the task because they wanted to change
their answer. We developed and pre-tested this cost task in two
phases. In Phase 1, participants (N =251, 64.5% women, 35.1%
men, and 0.4% other gender; with ages ranging from 18 to 74
years, M =29.9, SD=10.5 years) assessed three sorting tasks
with increased difficulty—using one, two, and three sorting dimen-
sions to consider as the categorization rules for easy, medium, and
hard sorting tasks, respectively—and syllogistic problems measur-
ing belief bias as a benchmark task since these are often substituted
for cognitive reflection problems (Baron et al., 2015; Markovits &
Nantel, 1989). Using two sorting dimensions of categorization
rules (i.e., the medium level of difficulty with sorting according to
the number of letters and vowels) was the best match with the belief

bias syllogistic problem in terms of the subjective and behavioral
measures of the cognitive costs (e.g., Cooper-Martin, 1994; Dunn
et al., 2016; Pollock et al., 2002). In Phase 2, participants (N =99,
63.6% women, 34.3% men, and 2.0% other gender identity; with
ages ranging from 18 to 69 years, M = 34.1, SD = 12.3 years) com-
pleted the medium sorting task using a list with 10 and 20 words as
well as a cognitive reflection problem. The 10-word list categoriza-
tion task was the closest match with a cognitive reflection problem in
terms of cognitive cost (for more details, see Pre-test 2, online sup-
plemental material A).

After completing the second stage of responding, participants
who did not correct their initially incorrect answer at least once
saw a set of four follow-up questions probing their reason for non-
correction. The reasons suggested in the questions were either asso-
ciated with the control effectivity (e.g., “I did not know how to cor-
rect my answer”’) or the perceived cost (e.g., “I thought it would take
too much mental effort to correct the answer”). The questions were
presented randomly and measured on a 7-point Likert scale (1 =
strongly disagree, 2 = disagree, 3 = somewhat disagree, 4 = nei-
ther agree nor disagree, 5= somewhat agree, 6 =agree, 7=
strongly agree). Finally, the participants completed a task unrelated
to this research, answered a socio-demographic question, and were
debriefed.

Results

Effect of the Explanatory Feedback and Correction Cost on
the Probability of Correction

On average, in the first stage of answering, participants correctly
solved more than half of the problems with no noticeable differences
across the conditions (Table 2). In the second stage, participants cor-
rectly answered, on average, around 21% more problems than in the
first stage. However, they did so with obvious differences across the
conditions—unsurprisingly, the most striking improvement was
observed when they received the explanatory feedback (Table 2).
To test our model-derived hypotheses, we calculated the probability
of correction on the initially incorrect trials after excluding 143 par-
ticipants who did not make any initial errors, which still left us with
sufficient power to test our hypotheses (N = 1,610).

We found that, on average, the participants tended to correct their
initial errors (Table 2). They corrected their errors in the baseline-
cost and no-feedback condition above and beyond the estimated ran-
dom error of correction (see Figure 2). More importantly, the prob-
ability of correction visibly depended on the manipulation of
feedback and cost: When the participants received explanatory feed-
back, they were very likely to correct their errors but their probability
of correcting their errors dropped when they faced an increased cost
of correction (see Figure 2). The inferential tests confirmed these
observations. As predicted, the effect of the explanatory feedback
(vs. no feedback) statistically significantly increased the probability
of correction, with a large effect size, F(1, 1,606)=2,891.69,
p <.001, Cohen’s f=1.34. The effect of the increased cost (vs.
baseline cost) statistically significantly decreased the probability of
correction, with a medium effect size, F(1, 1,606)=25.99,
p <.001, Cohen’s f=0.18. Finally, as predicted, the interaction
was—despite its small effect size—statistically significant, F(1,
1,606) = 5.88, p =.015, Cohen’s f= 0.06. In Figure 2, we can see
that the interaction was driven by a more pronounced effect of the
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Table 2

Effect of Feedback and Cost on Correctness and Correctness Confidence

Baseline cost

Increased cost

No feedback Feedback No feedback Feedback Total
Variables M (SD) M (SD) M (SD) M (SD) M (SD)
All trials
Correct responses (%)
First stage 58.8 (25.4) 56.8 (26.7) 57.8 (25.7) 56.9 (25.9) 57.6 (25.9)
Second stage 64.9 (25.6) 96.8 (9.7) 62.3 (25.9) 92.9 (17.4) 78.9 (25.9)
Confidence (0-100)
First stage 82.8 (12.7) 81.1 (13.5) 81.4 (12.8) 81.5(13.1) 81.7 (13.0)
Second stage 87.2 (12.2) 96.7 (8.4) 87.8 (12.0) 93.2 (14.7) 91.2 (12.6)
Incorrect valid trials
P(correction) .21 (.30) 95 (.15) .18 (.28) .85 (.29) .55 (.44)
Confidence change +6.5 (16.5) +22.4 (23.4) +10.4 (18.1) +14.0 (30.0) +13.3 (23.4)

Note. All trials: N=1,753 (n per condition in the order listed in the table: n =437, n =437, n =442, n =437); incorrect valid trials: N=1,610 (n per

condition in the order listed in the table: n = 398, n = 399, n = 406, n = 407).

cost on the probability of correction in the feedback conditions F(1,
1,606) = 28.33, p <.001 (using the Holm adjustment), Cohen’s
d=0.43, relative to the effect of the increased cost in the
no-feedback conditions, F(1, 1,606) =3.57, p=.059 (using the
Holm adjustment), Cohen’s d =0.12.

We conducted a pre-registered trial-level analysis using a logistic
mixed-effect model, which confirmed the robustness of the main
and interaction effects. We ran a model with a random intercept for par-
ticipants and items and with the two factors and their interaction (using
deviation coding) as fixed effects since the maximal random-structure
model was not able to be estimated. The feedback increased the

Figure 2
Effects of Feedback and Cost on the Probability of Correcting an
Originally Incorrect Response
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Note. N =1,610; circles represent means; error bars represent 95% confi-
dence intervals. A random error of correction: The dot-dashed line indicates
the mean of the estimated random error of correction, which was calculated
as the mean level of correction from correct to incorrect responses in the
no-feedback and baseline-cost condition (n =437); the shaded area repre-
sents 95% confidence intervals of the estimated random error.

probability of correction, OR = 16.56, 95% CI [13.41, 20.46], z=
26.03, p < .001, and the cost decreased the probability of correction,
OR=0.64, [0.55, 0.73], z=—6.31, p<<.001. The interaction
between feedback and cost was significant, OR = 0.79, [0.69, 0.91],
z=—3.33, p <.001. To unpack the interaction, we conducted simple
effects analyses of the cost. The simple effect of cost in the
no-feedback condition was significant (the estimated marginal
means in the baseline and increased cost conditions: M =0.11,
SE=0.01; M=0.07, SE=0.01, respectively), OR=0.81, [0.67,
0.97], z= —2.30, p = .022. The effect of cost was also significant in
the feedback condition but the effect was more pronounced (the esti-
mated marginal means in the baseline and increased-cost conditions:
M=098, SE<0.01; M=0.93, SE=0.01, respectively), OR=
0.50, [0.41, 0.62], z= —6.37, p < .001. Therefore, using a trial-level
analysis corroborated our model-testing hypotheses assuming the
effect of feedback and cost and their interaction. In contrast with the
main analysis, the simple effect of cost on probability of correction
in the no-feedback conditions was also statistically significant.
Overall, these results supported our model-derived Hypotheses e2.1,
e2.2, and e2.3.

Effect of the Feedback and Cost on the Correctness
Confidence

Across all items, on average, participants expressed relatively
high confidence with the answers they provided in the first stage
without any remarkable differences across the conditions (see
Table 2). Participants’ confidence substantially increased in the sec-
ond stage of answering but the direction and size of the change
depended on the feedback (see Table 2).

To test our hypotheses concerning relevant confidence changes,
we subtracted participants’ initial confidence from their confidence
in the second stage for the problems tested in prior hypotheses
(N =1,610). As predicted, participants who received the full explan-
atory feedback had a greater increase in confidence than those who
did not receive the feedback, F(1, 1,606)=74.94, p <.001,
Cohen’s f=0.22. We also found that those with the increased cost
had a lesser increase in confidence than those who did not face the
increased cost, F(1, 1,606)=3.89, p=.049, Cohen’s f=0.05.
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The interaction between feedback and cost was statistically signifi-
cant, F(1, 1,606) =29.57, p <.001, Cohen’s f=0.14. As shown
in Table 2, unpacking the interaction revealed that cost had an oppo-
site effect on participants’ confidence, as a function of people’s self-
efficacy. Therefore, when participants received explanatory feed-
back, imposing the additional cost led to lower increased confidence
F(1, 1,606) = 6.00, p = .014, Cohen’s d = —0.23; without the feed-
back, however, imposing the additional cost led to higher increased
confidence, F(1, 1,606) =27.49, p < .001, Cohen’s d =0.31 (both
using the Holm adjustment). This pattern reversal can be explained
through different levels of uncertainty as to the correct answer: Only
relatively confident participants decided to change their answer in
the no-feedback conditions, which resulted in a higher confidence
increase, whereas the participants who did not correct themselves
in the explanatory feedback conditions depreciated their correctness
confidence because they knew they were wrong. Thus, all three
hypotheses (Hypothesis e2.4—2.6) were supported.

Secondary Analyses: Effect of the Feedback and Cost on
the Reasons for Not Correcting

In this pre-registered secondary analysis, we investigated how par-
ticipants mentally represented the reasons for not correcting their
answers. To do so, we investigated the reasons why participants
did not correct their initially wrong answer using a set of follow-up
questions; only those participants who did not correct at least one of
their initially incorrect responses rated these scales. The structure
and relative endorsement of the reasons differed across the condi-
tions (Table 3). The dominant reason in the no-feedback conditions
was the belief that the incorrect answer was not incorrect, whereas in
the feedback conditions the reasons were mixed. In the feedback
condition with baseline cost, the main reason for not correcting
one’s answer was the belief that the incorrect answer was not incor-
rect, whereas in the feedback condition with the increased cost, the
main reasons were that it would cost too much time and mental
effort.

We expected that participants would rate a lack of knowledge and
belief in the correctness of their mistakes higher in the no-feedback
conditions relative to the feedback conditions. We also expected that
they would rate time and mental effort as the reason for not

Table 3
Effect of Feedback and Cost on the Reasons for Not Correcting Their
Errors

Baseline cost Increased cost

No No
feedback Feedback feedback Feedback Total

Reasons M (SD) M (SD) M (SD) M (SD) M (SD)

Didn’tknow how 2.2 (1.9) 1.7(1.1) 22(1.8) 19(1.3) 2.1(1.7)

It was not wrong 6.2 (1.1) 5.1 (2.0) 6.1(1.2) 33(2.3) 57(.7)

Too much time 1.6(1.1) 1.8(1.3) 19(.3) 422.2) 2.0(1.6)
Too much

mental effort 1.7(1.2) 22(1.8) 19(1.4) 352.1) 2.0(1.6)

Note.  All participants with at least one no-correction trial: n =916 (n per
condition in the order listed in the table: n =369, n=57, n=379, n=
111); all the follow-up measures used a scale ranging from 1 = strongly
disagree to 7 = strongly agree.

correcting in the cost conditions more than in the no-cost conditions.
First, the participants in the no-feedback conditions agreed more that
they lacked knowledge, #(341.17) =3.10, p =.002, Cohen’s d =
0.21, and that they did not make an initial mistake, #(341.17) =
12.45, p < .001, Cohen’s d = 1.60, as the reasons for not correcting
their initial errors than those in the feedback conditions. In the feed-
back conditions, however, we also noticed that the belief that there
was no initial mistake appeared to be stronger in the baseline relative
to the increased-cost condition (Table 3). Second, the participants in
the baseline-cost condition agreed less with “too much time,” ¢
(820.67) = —8.44, p <.001, Cohen’s d = —1.15, and “too much
mental effort,” #(896.27) = —5.64, p <.001, Cohen’s d = —0.88,
as the reasons for not correcting their initial errors than those in
the increased-cost conditions. Yet, again, we noticed that the effect
of cost on agreement with too much time and too much mental effort
appeared to be more pronounced in the feedback condition relative to
the no-feedback condition (Table 3).

To sum up, participants’ reasons for not correcting their mistakes
reflected our manipulations. When participants did not have explan-
atory feedback, they did not correct their mistakes mainly because
they believed their initial wrong answers were correct; when pro-
vided with feedback, they believed this much less. Participants
also took into account the costs of correcting their answer (i.e.,
time and mental effort) when the increased cost was experimentally
induced and it became the dominant reason for not correcting the
answer in the feedback condition.

Discussion

In Experiment 2, we confirmed the critical predictions of the EVC
model. According to the model, a higher perceived probability of
reaching the correct answer given the mental effort (i.e., efficacy)
should manifest in the increased probability of error correction. To
optimize the expected value of correction, however, any additional
cognitive control should depreciate such probability of correction.
Indeed, when participants’ efficacy approached maximal values,
they corrected their reasoning errors almost perfectly. However,
even when participants were fully aware of their reasoning errors
and knew how to correct them, they were less likely to correct
their errors if the additional cognitive cost was experimentally
imposed. Interestingly, the effect of increased cost was much more
pronounced in the full explanatory conditions. This was also mani-
fested in the confidence ratings and the reasons expressed for not
correcting their answers. One limitation of Experiment 2, however,
was that we did not test the effect of reward. The effect of reward
would be important to test again given the limitations surrounding
the effect of reward identified in Experiment 1. Besides, from a
model-testing perspective, it would be important to test the effect
of reward and cost jointly. We therefore addressed these limitations
in Experiment 3.

Experiment 3

In Experiment 3, we tested the joint effect of two terms in the EVC
model: the reward and the cost associated with the correction. This
contrasts with the previous experiments, where these two terms
were tested separately. To do so, we always provided full explanatory
feedback to our participants. We created three conditions: a baseline-
cost condition, an increased-cost condition, and an increased-cost
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condition accompanied by a performance-based reward. This was
preferred to a full factorial design of the cost and reward because a
ceiling effect prevented us from providing a fair test of the additional
effect of the reward in the baseline-cost condition. (Indeed, using the
data of Experiment 2, where the mean solution rate in the explana-
tory feedback condition was M =0.95, 95% CI [0.92, 0.97], the
mean of this new condition would have to be roughly 1 to demon-
strate a statistically significant increase of the reward in this condi-
tion.) Testing the effect of the reward with full explanatory
feedback eliminates the motivation for searching for correct answers
online (as some participants did in Experiment 1) because we pro-
vided participants with the correct answer and its explanation.

We pre-registered two model-testing hypotheses. First, we pre-
dicted that participants would correct their reasoning errors less
often when the costs associated with the correction were increased
compared with those with baseline costs and no reward
(Hypothesis e3.1). Second, we predicted that participants would cor-
rect their reasoning errors more often when the costs associated with
the correction were increased but the reward for correction was
increased as well, compared with those with increased costs and
no reward (Hypothesis €3.2).

We also had expectations for associated changes in correctness
confidence. We predicted that people would have a lower increase
in their correctness confidence in the increased-cost condition rela-
tive to the baseline condition (Hypothesis €3.3). We also predicted
that people would have a higher increase in their correctness confi-
dence in the increased-cost and reward condition relative to the
increased-cost condition (Hypothesis €3.4).

Method
Participants

We recruited 1,452 participants from the online panel Prolific in
exchange for a flat fee of £1.30 for a 15-min questionnaire. The sam-
ple size was based on an a priori stopping rule to reach the sample
size of 1,449 participants; the three additional participants were
due to the online recruiting method implemented by Prolific. The tar-
get sample size was based on a power analysis, which yielded n =
652 to detect the effect of Cohen’s d = 0.22 (50% size of the effect
of the cost on correction found in the feedback conditions of
Experiment 2) in the planned contrasts with 5% Alpha and 80%
power (Cohen, 1988) using an independent samples #-test. The
resulting number was adjusted for the fact that such an effect
would be detected only in the trials with initially incorrect responses
(i.e., multiplied by 1/0.45). Thus, the final estimated sample size was
1,449. Participants were eligible to take part only if they had a min-
imal 80% approval rate in previous studies, did not participate in pre-
vious studies using the Verbal CRT run by our lab, were UK
nationals and current UK residents, and were at least 18 years old.
Some participants were automatically excluded if they were timed
out by the system or failed three instructional manipulation checks
(see Online Supplemental Material B). We did not exclude any par-
ticipants for too quick responses when they completed the question-
naire. We removed one participant who completed the questionnaire
twice.

The participants’ ages ranged from 18 to 81 years (M = 34.8,
SD =12.5 years); 66.4% were women, 33.1% were men, and
0.5% were of other gender identity. The sample varied in terms of

the highest achieved education: 1.2% did not complete their high
school education, 38.1% achieved high school education, 45.6%
achieved a college degree, 12.6% achieved a master’s degree, and
2.5% achieved a PhD or other professional degree. The sample
also varied in terms of occupation; the most common occupations
were management and professionals (30.5%), students (14.9%),
sales and office (9.8%), unemployed (8.6%), service (5.7%), govern-
ment (5.0%), retired (4.6%), and some other less common occupa-
tions such as farmers or construction workers and unclassified
occupations.

Design

Using the two-response paradigm of Experiment 2, the participants
received the feedback and effort manipulations in the second stage of
answering. In a simple between-subjects design, participants were allo-
cated to one of three conditions: (a) the baseline condition—with base-
line cost and no performance-based reward, in which the correction
involved no additional cost and no additional reward, (b) the increased-
cost condition—with an increased cost and no performance-based
reward, in which the correction involved an increased cost induced
by an additional categorization task but no additional reward, and (c)
the increased-cost and performance-based-reward condition—with
an increased cost and also an additional reward, in which the correction
involved an increased cost induced by an additional categorization task
and an additional reward of £0.20 for each correction of an initially
incorrect answer. The reward compensated participants for roughly
2.5 min of their time when using the minimal flat fee on Prolific (£5
per hour), which was substantially more than they would spend solving
a single word-categorization task (Mdn = 1.3 min; see Pre-test 2,
Online Supplemental Material A). The exact wording of the manipu-
lation was slightly changed compared to Experiment 2. The partici-
pants in the increased-cost-and-reward condition saw the Stage 2
instructions as described below:

In the next section, we will ask you to solve the same eight word prob-
lems again.

This time, we will give you feedback on your previous answer: we will
tell you whether your answer was correct or not and explain why this is
the case. You will have the opportunity to provide a new answer to the
same problem, so if you initially made an incorrect answer then you can
change your initial answer.

However, if you decide to change your original answer you will then
have to complete a word categorisation task each time you decide to
change your original answer. This will cost you extra time and effort.

You will get extra £0.20 for correcting your originally incorrect
response (i.e., as a bonus payment).

Before we start, we are going to ask you to complete a word categorisa-
tion task on the next page.

In the baseline condition, the participants read the instructions
above but without the bolded sentences in paragraphs three and
four (explaining the additional cost and reward). In the increased-
cost condition, participants read the sentences in paragraph three
(explaining the additional cost) but not four (explaining the reward).
For each problem, the participants in all the conditions were pro-
vided with explanatory feedback (e.g., “Your original answer was
‘Nunu.’ This is incorrect. The correct answer is ‘Mary.’”’) and the
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explanation for the correct answer (see the example below). For each
problem, the participants in the cost conditions were reminded that
they would have to complete an additional categorization task if
they changed their initial answer. Finally, the participants in the
reward condition were reminded that for each problem they would
receive a bonus payment of £0.20 for each correction and received
the bonus payment after completing the study. Again, this study
was a double-blind randomized controlled trial because Qualtrics
automatically randomly allocated participants to the conditions.

Materials and Procedure

We used the same materials and procedure as employed in
Experiment 2. In brief, after providing informed consent, partici-
pants answered eight cognitive reflection problems with two answer
options and the associated confidence questions (as well as three
instructional manipulation check questions). Participants were then
unexpectedly asked to answer the same eight problems and the asso-
ciated confidence questions again. They were assigned to one of the
three conditions and all answered the same word-categorization task
as in Experiment 2 to experience the time and mental effort needed
to complete the task. When answering the problems, they were
always reminded of their initial answer and were offered the chance
to either keep or change it. The instructions differed according to the
condition to which the participants were allocated. For instance, for
the “Mary’s father” problem, the participants with an incorrect initial
answer in the increased-cost-and-reward condition read:

Please answer the same word problem again.

The problem was: Mary’s father has 5 daughters but no sons — Nana,
Nene, Nini, Nono. What is the fifth daughter’s name probably?

A/ Nunu
B/ Mary

Feedback: Your original answer was “Nunu.” This is incorrect. The cor-
rect answer is “Mary.”

Explanation: Here we explain why the fifth daughter’s name is Mary.

The father has four daughters whose names all begin with N: Nana,
Nene, Nini and Nono, but also we learned at the beginning of the first
sentence that he is Mary’s father. Since Mary is a female name, his
fifth daughter must be Mary.

The answer “Nunu” is a common incorrect response that people give
when they overlook the fact that the father is also Mary’s father.

If you want to keep your original answer, please select “Nunu” from the
options below.

If you want to change your original answer, please select “Mary” from
the options below.

Note: If you do decide to change your original answer you will have
to complete a version of the word categorisation task you went
through earlier in order to make the change.

Note: If you correct your initially incorrect response, you will
receive extra £0.20 as a bonus payment.

Participants in the baseline condition did not see the reminder of
the costs associated with changing the answer or the reward
reminder, whereas those in the increased-cost-but-no-reward condi-
tion saw only the cost reminder. Again, in both stages of answering,

the answer options (e.g., “Nunu,” “Mary”’) were randomized and
the presentation order of the problems was randomized as well.
The participants who answered the initial set of problems correctly
received the same information, but the feedback said that the
answer they provided was correct (see Online Supplemental
Material A). The participants in the increased-cost condition who
decided to change their original answer in the second round of
answering were asked to complete one of the four variants of the
word-categorization task (the same variants as in Experiment 2;
see Online Supplemental Material B). To proceed to the next ques-
tion, they had to categorize all the words correctly. The participants
in the reward condition were rewarded with an extra £0.20 for each
corrected answer. In contrast with Experiment 2, the participants
did not answer any follow-up questions. The participants then
entered an unrelated second part of the experiment, which was
designed to be much shorter for the participants who were assigned
to the conditions with correction costs than for the participants
without them. This was done to secure fair compensation for all
participants. Finally, the participants answered socio-demographic
questions and were debriefed.

Results

Effect of the Cost and Reward on the Probability of
Correction

On average, in the first stage of answering, participants correctly
solved more than half of the problems with no noticeable differ-
ences across the conditions (Table 4). In the second stage, partici-
pants mostly corrected their errors upon receiving the explanatory
feedback, but we also observed more pronounced differences
between the conditions (Table 4). To test our model-derived
hypotheses, we calculated the probability of correction on the ini-
tially incorrect trials—119 participants did not make any initial
errors, which still left us with sufficient power to test our hypothe-
ses (N=1,333).

We found that, on average, the participants’ probability of correct-
ing their initial errors was very high, but it also varied according to the

Table 4
Effect of Cost and Reward on Correctness and Correctness
Confidence

Baseline cost Increased cost

Total
No reward  No reward Reward
Variables M (SD) M (SD) M (SD) M (SD)
All trials

Correct responses (%)

First stage 58.4(25.5) 57.8(26.6) 55.1(26.2) 57.1(26.1)

Second stage 97.1 (08.9) 90.9 (19.1) 96.4 (10.6) 94.8 (13.9)
Confidence (0-100)

First stage 81.5(14.7) 81.4(13.1) 81.9(13.1) 81.6(13.7)

Second stage 96.9 (08.3) 92.3(184) 96.2(11.0) 95.1 (13.4)

Incorrect valid trials

P(correction) 95 (.17) .84 (.30) .94 (.20) 91 (.23)

Confidence change +22.2 (23.7) +12.4 (35.2) +20.0 (24.7) +18.2 (28.6)

Note. All trials: N = 1,452 (n per condition in the order listed in the table:
n =484, n =484, n = 484); incorrect valid trials: N = 1,333 (n per condition
in the order listed in the table: n =441, n = 440, n = 452).


https://doi.org/10.1037/xge0001375.supp
https://doi.org/10.1037/xge0001375.supp
https://doi.org/10.1037/xge0001375.supp

14 SIROTA, JUANCHICH, AND HOLFORD

conditions (see Table 4). The participants without the increased cost
associated with the correction were very likely to correct their errors,
but their probability to correct their errors dropped when they faced an
increased cost. The reward (i.e., a performance-based payment) asso-
ciated with correction compensated for this increased cost (see
Figure 3). The observed differences were confirmed when we ran
inferential statistical tests. The omnibus ANOVA was statistically sig-
nificant, F(2, 1,330) =29.61, p < .001, Cohen’s f=0.21, and it was
followed by two planned contrasts to test our focal hypotheses. First,
as predicted, the effect of the increased cost statistically significantly
decreased the probability of correction relative to the baseline cost,
with a medium effect size, F(1, 879) =42.01, p <.001, Cohen’s
f=0.22. Second, as predicted, the effect of reward statistically signifi-
cantly increased the probability of correction relative to no reward in
the increased-cost condition, with a medium effect size, F(1, 890) =
33.40, p < .001, Cohen’s f=0.19 (Figure 3).

Similar to the previous experiments, we conducted a pre-
registered trial-level analysis using a logistic mixed-effect model,
which confirmed the robustness of these model-testing conclusions.
We used a mixed-effect logistic regression to analyze the effect of
the manipulation following a similar logic behind the two critical
planned contrasts. To test the first contrast, we ran a model with ran-
dom intercepts for participants and items and with the manipulation
as a fixed effect (a maximal random-structure model returned a sin-
gular fit warning). The increased cost significantly decreased the
probability of correction, OR = 0.51, 95% CI [0.34, 0.78], z= —
3.15, p =.002. To test the second contrast, we ran a model with a
random intercept within participants and items and with the manip-
ulation as a random effect. Reward in the increased-cost conditions
increased the probability of correction, OR = 2.95, [1.24, 6.98], z =
2.45, p = .014. Thus, both model-testing hypotheses postulating the
effect of cost (Hypothesis e3.1) and reward (Hypothesis €3.2) on the
probability of correction were corroborated.

Figure 3
Effects of Cost and Reward on the Probability of Correcting an
Originally Incorrect Response
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Note. N = 1,333; circles represent means; error bars represent 95% confi-
dence intervals. The probability of correction ranges from O to 1. Reward/
No Reward refers to the presence/absence of a performance-based reward.

Effect of the Correction Cost and Reward on Correctness
Confidence

On average, participants expressed relatively high confidence in
the answers they provided in the first round (around 82%) but
again without any remarkable differences in their confidence across
the conditions (Table 4). Participants’ confidence increased in the
second stage (around 95%), and we observed some differences
between the conditions (see Table 4).

To test our pre-registered hypotheses concerning relevant confi-
dence changes, we subtracted the initial confidence from the confi-
dence after the feedback for the items tested in prior hypotheses
(i.e., initially incorrect items) in the sample of participants who
made at least one initial error (N =1,333). Participants showed
increased confidence after receiving feedback and to what extent it
increased depended on the condition to which they were allocated.
The omnibus ANOVA was statistically significant, F(2, 1,330) =
14.66, p <.001, Cohen’s f=0.15—two planned contrasts tested
our focal hypotheses. First, as predicted, the correctness confidence
increase was statistically significantly lower in the increased-cost (no
reward) condition relative to the baseline cost, F(1, 879) =23.72,
p <.001, Cohen’s f=0.16. Second, as predicted, the correctness
confidence increase was statistically significantly higher for those
who received a reward relative to no reward despite the imposed
additional cost of correction, F(1, 890)=14.08, p<.001,
Cohen’s f=0.13. The size of these effects was small to medium.
Thus, both hypotheses—the negative effect of cost on confidence
increase (Hypothesis €3.3) and the positive effect of reward on con-
fidence increase (Hypothesis e3.4)—were confirmed.

Discussion

In Experiment 3, we found further support for the critical predic-
tions of the EVC model. While keeping the probability of reaching
the correct answer close to 1 and constant across the conditions, we
demonstrated the deteriorating effect of cost and the facilitating
effect of reward on the probability of a correction. A joint test of
the effect of cost and reward allowed us to provide direct evidence
for the compensatory effect of reward on correction imposed by
increased cost. Furthermore, the observed changes in correction
behavior were mirrored by changes in participants’ confidence in
the quality of their answers: The increase in confidence was lower
when correction came at a cost, except if the cost was mitigated by
a reward.

Experiment 4

Experiments 2 and 3 focused on whether or not participants
decided to correct their reasoning errors, but did not focus directly
on the control exerted over the reasoning itself, as was the case in
Experiment 1. Therefore, we designed Experiment 4, where partic-
ipants tried to solve the cognitive reflection problems that they did
not initially get right, as in Experiment 1, while overcoming the lim-
itations of Experiment 1. First, we used a new, pretested set of cog-
nitive reflection problems that were not searchable on the internet.
Thus, any effect of reward could not be ascribed to external help.
Second, we used the original (unmodified) version of the dual-
response paradigm, eliciting the intuitive reasoning first and then
the correction phase involving mental effort (Bago & De Neys,
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2017; Thompson et al., 2011). The intuition was elicited by instruc-
tions and strict limitations on the reading and reasoning time. We
expected this to lead to participants making more errors and accept-
ing that they did make a mistake more readily than in the paradigm
used in prior experiments. Finally, in the second stage of responding,
we asked participants to complete the cognitive reflection problems
along with a simple counting task within a 40-s time limit. The
counting task required participants to count instances of the letter
A in a 10 x 10 matrix and served as a good benchmark for the
involvement of Type II processes since it required focused attention
and working memory (Healy & Nairne, 1985; Logie & Baddeley,
1987). This allowed us to manipulate the reward (by rewarding rea-
soning accuracy) and cost (by rewarding counting accuracy at the
expense of reasoning accuracy) of reasoning. We created three con-
ditions: a baseline condition, a cost condition manipulated by a
performance-based reward given for performance in the competing
task, and a reward condition manipulated by a performance-based
reward given for performance in the cognitive reflection task.
Aligned with the EVC model, we expected that the cost and reward
involved in the task would determine the effort allocated to the reason-
ing task, thus affecting people’s probability of correcting their reason-
ing errors (Hypothesis e4.1) and counting accuracy (Hypothesis e4.3)
relative to the baseline. We also hypothesized that the cost and reward
would have opposite effects on the probability of correction
(Hypothesis e4.2) and counting accuracy (Hypothesis e4.4).

Method
Participants

We recruited 1,101 participants from the online panel Prolific in
exchange for a flat fee of £1 for a 10-min questionnaire. The sample
size was based on an a priori stopping rule to reach the sample size
of 1,100 participants; the additional participant was due to the online
recruiting method implemented by Prolific. The target sample size
was based on a power analysis. To detect a small effect of Cohen’s
f=0.12 in a one-way ANOVA assuming o.=0.05 and p=0.05
and three groups, we needed N = 1,077 (N =906 for each contrast
with two groups). The resulting number was adjusted upwards to
adjust for attrition rate—we assumed that only a few participants
would not make any errors since the first answers were severely time-
restricted. Participants were eligible to take part only if they had a min-
imal 80% approval rate in previous studies, had not participated in the
previous studies using the CRT run by our lab, were UK nationals, and
were at least 18 years old. Four participants were excluded due to their
IP addresses being identical. The analytical sample was 1,097.

The participants’ ages ranged from 18 to 87 years (M =41.7,
SD =14.5 years); 49.8% were women, 49.6% were men, and
0.6% were of other gender identities. The sample varied in terms
of the highest achieved education: 1.8% did not complete their
high school education, 35.6% completed high school education,
46.3% completed a college degree, 12.9% completed a master’s
degree, and 3.4% completed a PhD or other professional degree.
The sample also varied in terms of occupation; the most common
occupation category was management and professionals (31.2%)
followed by sales and office (11.1%), retired (9.1%), unemployed
(8.6%), students (7.8%), government (6.2%), service (5.9%), and
some other less common occupations such as construction and pro-
duction workers and unclassified occupations.

Design

We used a slightly modified two-response paradigm (Thompson
et al., 2011): The participants first answered six cognitive reflection
problems intuitively, and then, they were unexpectedly asked to
answer the incorrectly answered problems again. In the first stage
of responding, intuitive reasoning was elicited by imposing a strict
time limit (around 10s; see precise time for each problem in
Pretest 3, Online Supplemental Material A). Participants completed
all the problems in the first stage before moving to the second stage,
where they were given the same problems again. In the second stage,
participants were told that each of the cognitive reflection problems
would be accompanied by a counting task presented on the same
page and that they would have 40 s to complete both of them.
Within this time limit, they could allocate as much time as they
wanted to the word problem or the counting task. For this second
stage of responding, we allocated participants to one of the three
groups in a between-subjects design: baseline condition, cost condi-
tion, and reward condition. In the baseline condition, participants
were encouraged to answer both the word problem and the counting
task correctly. In the cost condition, the participants were told that
they would be paid £0.40 for answering each counting task correctly.
The cost manipulation induced an opportunity cost for participants if
they exerted effort on the cognitive reflection problem at the expense
of the counting task. The manipulation also induced cognitive cost
associated with the decision whether to prioritize the counting or rea-
soning task and possible switching between the tasks. In the reward
condition, the participants were told that they would be paid £0.40
for answering each word problem correctly (thus incentivizing cor-
rection of the cognitive reflection problem). For instance, in the
reward condition, the participants read the instructions below:

Try your best to answer the word problem and the counting task
correctly.

You will get an extra £0.40 for answering the word problem cor-
rectly (i.e., as a bonus payment).

So if you are presented with all six word problems and answer each of
them correctly, you will receive £2.40 as a bonus payment.

The experiment was a double-blind randomized controlled trial
with automatic randomization of the conditions.

Materials and Procedure

After providing informed consent, participants provided their intu-
itive answers to six cognitive reflection problems. The content of the
problems was modified so that it would be very difficult and time-
consuming to find the solution via an internet search. For instance,
the widget problem was modified to this self-driving car problem:
“A car factory in Dongguan has 100 new industrial robot arms that
can manufacture 100 self-driving cars in 100 min. How many min-
utes must 200 industrial robots take to manufacture 200 self-driving
cars?” All problems featured a multiple-choice answer format with
four-answer options: the correct answer, the “intuitively appealing”
incorrect answer and two other incorrect answers (Sirota &
Juanchich, 2018). The problems and answer options were presented
in a random order to each participant. To elicit intuitive answers, we
put the participants under time pressure by giving them just enough
time to read the problems rather than time to think about them. We
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determined the reading times in a pretest in which we asked 100 par-
ticipants (50.0% women, 50.0% men; with ages ranging from 18 to
89 years, M =41.0, SD = 13.8 years) on Prolific to read each prob-
lem in an online questionnaire (see Pretest 3 in the online supplemen-
tal material A for more details). Time pressure is a well-proven
method for eliciting intuitive responses, and it is as effective as
time pressure combined with a working memory load generated by
a concurrent task (Bago & De Neys, 2017, 2019b).

Participants were then unexpectedly informed that they would
again be required to answer the problems that they had not answered
correctly (one at a time, presented in a random order). In addition, they
were asked to complete a counting task. In the counting task, they
were shown a table with 10 columns and 10 rows (i.e., 100 cells),
with each cell containing a letter “A” or “H.” For an example, see
Figure 4. The participants had to count how many letter “As” there
were. The six matrices were designed to have a letter “A” appearing
in each matrix approximately but not exactly 50 times (i.e., 54, 46,
56, 48, 53, 47). Participants had to answer each cognitive reflection
problem (that was previously incorrect) as well as this counting task
within a 40-s limit. Both tasks were presented on the same page,
and participants could see a countdown timer. This time limit was
fixed, so participants could not progress more quickly; after 40 s,
they were automatically moved to the next page. Based on the pretest,
the time limit of 40 s should have been sufficient for participants to
solve the cognitive reflection problem correctly if they decided to allo-
cate the time to it or to complete the concurrent counting task, but not
both (see Pretest 3 in the online supplemental material A). Participants
solved a set of practice problems and were then allocated to one of the
three conditions: baseline condition, cost condition, and reward con-
dition (see instructions above). Before seeing a new set of tasks,
they were reminded of the instructions, and the word problem and
counting tasks were clearly identified in each pair of the tasks to
avoid possible confusion.

Figure 4
An Example of the Counting Task
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Finally, the participants completed a short questionnaire unrelated
to this research, answered a socio-demographic question, and were
debriefed.

Results

Effect of the Cost and Reward on the Probability of
Correction

On average, in the first intuitive stage of answering, participants
correctly solved around one-third of the problems with no noticeable
differences across the conditions (Table 5). To test our model-
derived hypotheses, we calculated the probability of correction for
the initially incorrect trials, excluding four participants who did
not make any initial errors, which still left us with sufficient power
to test our hypotheses (N = 1,093).

We found that, on average, the participants’ probability of cor-
recting their initial errors was relatively modest (one-third) and var-
ied across conditions (see Table 5). The participants with the
increased cost associated with the correction were slightly less
likely to correct their errors, whereas those rewarded with a
performance-based payment were more likely to correct their errors
relative to the baseline condition (see Figure 5). The omnibus
ANOVA testing for these differences was statistically significant,
F(2, 1,090) =6.47, p=.002, Cohen’s f=0.11, and it was fol-
lowed by two planned contrasts to test our focal hypotheses.
First, we tested the effect of both terms relative to the baseline.
To do so, we reversed the effect of cost relative to the baseline
mean to avoid the effect of cost and reward canceling each other
out. The effect of cost (reversed relative to the baseline mean)
and reward statistically significantly increased the probability of
correction relative to the baseline, with a small effect size, F(1,
1,090) =4.27, p =.039, Cohen’s f=0.06. Second, we tested the
differential effect of the two terms. As predicted, the effect of
cost and reward statistically significantly changed the probability
of correction: Cost decreased the probability of correction, whereas
reward increased the probability, with a small effect size, F(I1,
1,090) = 12.88, p <.001, Cohen’s f=0.13. Thus, we found sup-
port for both hypotheses—the negative effect of cost and positive
effect of reward—on the probability of correction (Hypothesis
e4.1) and their differential effect (Hypothesis e4.2).

Table 5
Effect of Cost and Reward on Reasoning and Counting Accuracy
Baseline Cost Reward Total
Accuracy
variables M (SD) M (SD) M (SD) M (SD)
All trials
Correct responses (%)
First stage 26.3(23.5) 28.6(21.9) 27.5(23.9) 27.7(23.5)
Incorrect valid trials
P(correction) .35(.29) 31(.27) .39 (.32) .35 (.30)
Counting accuracy  0.38 (0.31) 0.30 (0.31) 0.53(0.32) 0.41 (0.33)

Note. All trials: N=1,097; incorrect valid trials: N=1,093 (n per
condition in the order listed in the table: n =363, n = 366, n = 364). The
cost and reward conditions are relative to the task: For reasoning accuracy,
reward refers to the condition in which participants were rewarded for
reasoning accuracy, whereas for counting accuracy, reward refers to the
condition in which participants were rewarded for the counting task.
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Effect of Cost and Reward on Counting Accuracy

We were also interested in the effect of cost and reward on accuracy
in the counting task. On average, participants achieved around 41%
accuracy with some remarkable differences across the conditions
(Table 5). To aid interpretation in this section, we refer to cost and
reward relative to the counting task (e.g., reward here refers to the con-
dition in which participants were rewarded for the counting task). The
participants with the increased cost for completing the counting task
were less accurate, whereas those rewarded with a performance-based
payment for the counting task were more accurate relative to the base-
line condition (see Figure 5). We used identical analytical steps to test
our hypotheses as above on the same sample (N = 1,093).

The omnibus ANOVA was statistically significant, F(2, 1,090) =
53.25, p <.001, Cohen’s f=0.31. We conducted two planned con-
trasts to test our focal hypotheses. First, the effect of the cost (reversed
relative to the baseline mean) and reward statistically significantly
increased counting accuracy relative to the baseline, with a medium
effect size, F(1, 1,090)=34.48, p<.001, Cohen’s f=0.18.
Second, we tested the differential effect of the cost and reward, statisti-
cally significantly affecting accuracy, with a large effect size, F(1,
1,090) = 103.65, p < .001, Cohen’s f= 0.38. Thus, both hypotheses
—the effect of cost and reward on counting accuracy (Hypothesis
e4.3) and their differential effect (Hypothesis e4.4)—were confirmed.

Discussion

The results of Experiment 4 further supported the critical predic-
tions of the EVC model. The cost and reward affected the probability

Figure 5

Effects of Cost and Reward on Counting and Reasoning Accuracy
for an Originally Incorrect Response (i.e., the Probability of
Correction)
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Note. N = 1,093; circles and squares represent means; error bars represent
95% confidence intervals. The probability of correction and counting accu-
racy ranges from O to 1. The cost and reward conditions are relative to the
task; for instance, for reasoning accuracy, reward refers to the condition in
which participants were rewarded for reasoning accuracy, whereas for
counting accuracy, reward refers to the condition in which participants
were rewarded for the counting task.

of correction in reasoning over cognitive reflection problems in the
expected direction. Two important points are worth mentioning.
First, the observed effects of cost and reward were more substantial
for the counting accuracy. This might be because of the varying
complexity of the tasks. The cognitive reflection problems require
complex problem representation skills and an ability to execute
mathematical/verbal reasoning operations. On the other hand, count-
ing tasks require much simpler counting skills, which we can reason-
ably expect in all our participants. Thus, intensifying effort may
produce more impressive outputs in counting tasks than in problem-
solving tasks. Second, our manipulation clearly varies cost as oppor-
tunity cost, which might be indexing the cost and benefit computa-
tions of the deployment of computational mechanisms (Kurzban et
al., 2013); however, it might not necessarily vary the intrinsic cost of
control (e.g., Kool & Botvinick, 2013). The manipulation might
vary the intrinsic cost indirectly; for instance, there is an intrinsic
cost in choosing between the two competing tasks, in trying to per-
form the two tasks simultaneously, in overcoming the possible temp-
tation to start with the easier task or rushing through the harder task.
Nevertheless, future research should manipulate the intrinsic cost
directly.

Experiment 5

In Experiment 5, we extended the study of control allocation over
corrective reasoning while making the step of the correction duration
explicit. Specifically, in this experiment, participants first tried to
solve a cognitive reflection problem within a restrictive time limit.
Then, those who did not solve it correctly could decide how much
control over reasoning to allocate in the correction stage. We mea-
sured the participants’ decisions by asking whether they wanted to
correct their answer and how much time they wanted to allocate to
the problem. This was in order for us to demonstrate the effect of
reward directly on the control allocation measure and, the down-
stream effect, accuracy (i.e., the probability of correction). Aligned
with the EVC model, we expected that the reward would increase
the amount of time people allocated to making their corrections
(Hypothesis e5.1) and the probability of correcting their reasoning
errors (Hypothesis e5.2) relative to the baseline.

Method
Participants

We recruited 401 participants from the online panel Prolific in
exchange for a flat fee of £0.40 for a 4-min questionnaire. The sam-
ple size was based on an a priori stopping rule to reach the sample
size of 400 participants; the additional participant was due to the
online recruiting method implemented by Prolific. The target sample
size was based on a power analysis. To detect a small effect of
Cohen’s d=0.4 in an independent samples r-test oo =0.05 and
B =0.20, we needed N = 200 participants. However, based on a pre-
test, we assumed around 50% of participants would answer correctly
and not have a reason for corrective reasoning, so we doubled the
final number. Participants were eligible to take part only if they
had a minimal 80% approval rate in previous studies, had not partic-
ipated in the previous studies using the CRT run by our lab, were UK
nationals, and were at least 18 years old. None of the participants was
excluded.
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We asked 401 participants (50.1% women, 49.6% men, and 0.2%
of another gender; with ages ranging from 18 to 79 years, M = 38.2,
SD = 12.6 years) on Prolific to complete an online questionnaire
using a sex-balanced sampling strategy. The sample varied in
terms of education: 1.7% had less than a high school education,
33.7% had completed high school, 43.9% had a college degree,
17.2% had a master’s degree, and 3.5% had a PhD or other profes-
sional degree. The sample also varied in terms of occupation; the
most common occupation categories were management and profes-
sionals (33.4%), followed by government workers (8.7%), sales and
office workers (8.0%), students (7.4%), unemployed (6.5%), and
some other less common categories.

Design

We used yet another modification of the two-response paradigm
(Thompson et al., 2011). The participants first answered a cognitive
reflection problem within a restrictive time limit of 15 s. We told par-
ticipants whether their response was correct or not. Then, those who
did not answer or answered incorrectly were offered an option to cor-
rect their answer and choose the time they would allocate to it (up to
60 s). At this stage, they were offered either no additional reward in the
control condition or an extra payment of £0.30 for the correct answer
in the reward condition. The experiment was a double-blind, random-
ized, controlled trial with automatic randomization of the conditions.

Materials and Procedure

After providing informed consent, participants answered some
tasks unrelated to this experiment and then proceeded to the task
reported here. Participants were instructed to solve a cognitive reflec-
tion problem within a restrictive time limit of 15 s to elicit an intuitive
response. This was the adapted version of the Mary’s father problem
used in Experiment 4, which prevented participants from easily find-
ing the solution on the internet. (Mark’s father loves ales, politics, and
the United Kingdom. He has four children, and the names of the first
three are England, Wales, and Scotland. The name of the fourth child
is: ...) Participants could choose from four answer options. After the
time limit, they were provided with answer feedback (i.e., whether
their answer was correct or not). Those whose answer was not correct
were offered an opportunity to correct their response or to continue the
study without correction. (“Do you want to skip to the next part or cor-
rect your response?”’: “Skip this problem,” “Correct your answer.”) If
participants selected the correction option, they chose how much time
to spend on the problem by selecting one of six time periods. (“You
can choose now for how long you will be able to see and answer
the problem. How much time do you want to spend on the problem?”:
“10s,”“205,” ... “60 s.”) Critically, when choosing whether to cor-
rect their answer or not, those in the reward condition also learnt that
they would get an extra payment for correctly answering the problem.
(“We will pay you an extra £0.30 as a bonus payment if you answer
the problem correctly.”) The problem was then presented for the
selected period of time (e.g., 30 s). Finally, participants completed a
short questionnaire unrelated to this research, answered a socio-
demographic question and were debriefed.

Results

In the first stage of answering, 44.4% of participants correctly
solved the problem, 44.9% answered incorrectly, and 10.7% did

not answer within the time limit. This means that a large number
of participants (n=223) did not answer the problem correctly,
which provided sufficient power to test our hypotheses.

Most participants attempted to correct their answers (95.1%),
although the allocated time (M =29.4 s, SD=18.7s) was far
from the maximum time they could have allocated for the correction.
To test our hypotheses, we treated the decision to skip the problem as
awillingness to invest zero seconds in the correction and combined it
with the measure of willingness to invest from 10 to 60 s in the cor-
rection. We observed variability across the conditions. On average,
those in the reward condition tended to be willing to invest more
time (M = 32.4, SD = 19.1, n = 116) than those in the baseline con-
dition (M = 26.1, SD = 17.8, n = 107). This difference was statisti-
cally significant and of a small-to-medium effect size, #(220.99) = —
2.56, p =.011, Cohen’s d = 0.34. Thus, we found support for the
hypothesis that a reward would increase the time allocated to the
correction.

Regarding accuracy, most participants (63.0%) who attempted to
correct themselves corrected their initial error. We also observed
substantial variability across the conditions. Those in the reward
condition were more likely to correct their mistake than those in
the baseline condition (72.6% vs. 49.5%, respectively; see
Figure 6). This difference was statistically significant and of a
medium effect size, x*(1) = 10.94, p < .001, Cramer’s V=0.23.
Thus, we confirmed our hypothesis that the reward would increase
the probability of correction compared with the baseline condition.

Discussion

In Experiment 5, we further confirmed the critical predictions of
the cognitive control literature over control allocated to corrective
reasoning in a verbal cognitive reflection problem. The reward
increased the time participants allocated for correction.

Figure 6
Effect of Reward on Reasoning Accuracy for an Originally
Incorrect Response (i.e., the Probability of Correction)
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Importantly, it also substantially boosted the probability of correc-
tion (i.e., accuracy) relative to the baseline condition, in which
there was no additional financial reward given for performance.

General Discussion

Do people always correct their errors when they know they have
committed them? It is often assumed that if they do not, it is only
because they are unable to. In this paper, we investigated the possi-
bility that people might choose not to correct their errors even when
they know how to. In five well-powered experiments, we studied
whether and when people correct their reasoning errors when they
are unexpectedly exposed to the same cognitive reflection problems
a second time. In Experiment 1, we found that after repeated expo-
sure to the same open-ended problems, participants spontaneously
corrected some of their errors. Participants were more likely to
correct their errors when they received answer feedback and when
they were rewarded for the correct responses. In Experiments 2
and 3, participants virtually always corrected their errors in
two-answer-choice problems when provided with explanatory feed-
back. Critically, however, increased cognitive costs imposed by an
additional categorization task associated with the correction system-
atically depressed the probability of correction (Experiments 2 and
3), which was counteracted by increasing the reward associated
with the correction (Experiment 3). In Experiment 4, cost decreased,
and reward increased the probability of correction. Finally, in
Experiment 5, reward increased the time that participants allocated
to correction and the probability of correction (i.e., accuracy). We
found reward and cost had medium-sized effects on correction
decision-making underpinning the allocation of control to an addi-
tional task required to proceed with the correction (Experiments 2
and 3) and small- to medium-sized effects on control over corrective
reasoning (Experiments 1, 4, and 5). We also found that participants
were aware of the reasons for non-correction and that the feedback,
cost, and reward effects were mostly manifested as related confi-
dence changes.

These findings corroborate the idea that people perform a cost and
benefit analysis before engaging in cognitive effort allocation. This
supports and complements models developed to address motiva-
tional aspects of cognitive control using cognitively simpler tasks
(Shenhav et al., 2014, 2016, 2017). For instance, according to the
EVC model, reasoners monitor their performance (e.g., negative
feedback, internal conflicts) and adjust how much and what kind
of control to engage in. To do so, they evaluate their perceived effi-
cacy to correct the error while taking into consideration the costs and
benefits associated with the correction. The evidence we present sup-
ports these ideas in several respects. First, repeated exposure to the
same problem allowed participants to allocate more mental effort
to the same problem, which manifested in higher levels of spontane-
ous correction. In prior research, when participants were asked to
second-guess their answer to a bat-and-ball problem while excluding
their original error, they selected the option closer to the correct
response but did not provide a higher rate of correct answers
(Bago et al., 2019). Here, however, we had higher power aggregated
across many problems and participants to detect such a possible
effect. Second, the positive effect of answer feedback we found in
Experiment 1 on the probability of correction can enhance the mon-
itoring process and signal to a reasoner that more/a different kind of
control is needed. This is aligned with prior reasoning research

which found that feedback prolonged the processing time and, in
turn, improved reasoning, at least for some participants (Ball,
2013; Ball et al., 2010; Janssen et al., 2020). The effect of explana-
tory feedback is also aligned with these findings even though, admit-
tedly, the effect is trivial because the participants also learned the
correct response in the feedback. The purpose of such feedback
was to maximize the control efficacy of our participants, so we
could observe the effects of cost and reward independently of effi-
cacy. Finally, the positive effect of reward and the negative effect
of cost on the probability of correction shows that control allocation
follows the cost-and-benefit analysis (Shenhav et al., 2014). As such,
this evidence is aligned with the wider cognitive psychology litera-
ture, which demonstrates the positive effect of external reward on
performance (e.g., Camerer & Hogarth, 1999; Neyse et al., 2016),
as well as correlational evidence for the association between cogni-
tive cost and internal rewards of control and performance (Shenhav
et al., 2017).

Our findings also have implications for the existing models of
dual processes that currently dominate research on reasoning and
judgment. First, our findings further demonstrate the theoretical
need to untangle error detection and error correction processes in
dual-process theories. Some current dual-process theories implicitly
assume that once the reasoning error is detected, people will correct
it automatically (e.g., Kahneman & Frederick, 2002). This assump-
tion was criticized on theoretical grounds and empirically rebutted in
the domain of belief formation such as superstitious beliefs (Risen,
2016, 2017; Walco & Risen, 2017). Here, we complemented such
evidence by demonstrating that people do not always correct their
reasoning errors, even when they have detected the error in their rea-
soning and they have sufficient knowledge available to correct it.
Thus, decoupling error detection and correction processes in models
of reasoning beyond belief formation can help us better understand
how people reason strategically.

Second, the cognitive control literature extends the dual-process
theories by specifying the motivational factors influencing the deci-
sion to engage in correction. So far, we know that motivation to
engage in mentally effortful activity leads to improved reasoning
(e.g., Stanovich & West, 1998), but the understanding of the factors
underlying this motivation is rudimentary. The EVC model, for
example, provides a useful framework to decompose motivational
factors and study them systematically for both error detection and
error correction processes. In future, dual-process theories should
try to integrate motivational forces of error detection and correction
explicitly in their models. Approximating such an extension, Evans
(2011) proposed that motivational factors play an important role in
setting the level of critical effort, which determines correction pro-
cesses. The current model can extend this by decomposing the moti-
vational factors into perceived efficacy in detecting and correcting
errors as well as benefits and costs associated with such processes.
Engagement of Type Il processes during the error correction process,
specifically with cognitive reflection problems, can result in better
text comprehension and more appropriate problem representation,
carrying out calculations more carefully and double-checking
answers, or deploying more effective problem-solving strategies.

Third, in a more speculative endeavor, our findings might shed
more light on the underlying motivational mechanism of two differ-
ent Type II processes: correction and justification. Some dual-
process models formalized (Evans, 2011; Pennycook et al., 2015)
or at least thematized (Bago & De Neys, 2020; De Neys &
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Pennycook, 2019) two different Type II processes as (a) correcting
the default answers and (b) justification/rationalization of the default
answers. These models remained mostly silent about the mechanism
deciding whether the correction or justification should be triggered.
However, Evans (2011) proposed that motivational factors play an
important role in setting the level of critical effort, which determines
whether a reasoner will endorse the default answer as justified or try
to correct it; thus, the justification of the default answer happens first.
In line with this proposal, we speculate here that a reasoner can cal-
culate the EVC needed for justification of the default answer and cor-
rection of the default answer if recognized as wrong. For instance, a
reasoner might unsuccessfully attempt to correct a default incorrect
answer, dynamically lowering her estimate of the probability of
reaching the correct answer and, in turn, switch into the justification
of the default answer. Future research might test whether such con-
siderations take place and which components affect such decision-
making more profoundly.

As with any research, our study features many limitations that
should be addressed in future work; three of them should be dis-
cussed in detail here. First, though not consequential to our con-
clusions, our manipulation of cost and reward can be improved.
To directly manipulate the correction costs in our research, we
“externalized” the mental effort and associated it with a secondary
task (Experiments 2 and 3). Such an approach has some advan-
tages (e.g., controlling for efficacy) but also limits us to imposing
control over an alternate task and not the reasoning task itself.
Future studies assessing the effects of cost on control over reason-
ing could ensure those cost manipulations are intrinsic to reasoning
and affect control over reasoning more directly. In Experiment 4,
we offered one possible manipulation of cost affecting control
over reasoning. However, future research should finetune such
operationalizations and also explore other ways to measure and
manipulate costs directly. This might be achieved, for instance,
by manipulating the perception of the expected cost for each prob-
lem or using the “externalized” correction cost but with open-
ended cognitive reflection problems or structurally identical cogni-
tive reflection problems with a modified content to make sure rea-
soning is taking place.

Similarly, we focused on the external reward, which was, in addi-
tion, relatively small in comparison with previous research (e.g.,
Fromer et al., 2021; Neyse et al., 2016). In our experiments, the
reward was always contingent on the performance (the correct
answer) even though the monetary value varied across the experi-
ments (Experiments 1, 3, 4, and 5). This effect of different monetary
values might be an interesting empirical question for future studies.
Other operationalization of rewards such as enhanced social reputa-
tion and accountability might also be important to test. Furthermore,
intrinsic rewards such as high satisfaction of solving a problem
might be tricky to manipulate but worthy of exploring in future
research since these might be the main source of reward in everyday
life for people solving tricky word problems correctly.

Second, we focused on explicit error detection using external
feedback. We assumed that similar mechanisms operate over internal
conflict monitoring. Future research should test the validity of this
assumption empirically. Finally, we focused on feedback and how
this informs the conditional probability of correction given the
exerted effort. However, the explanatory feedback confounds per-
ceived efficacy with providing knowledge. The perceived control
efficacy should be manipulated independently in future research

given the important role that perceived efficacy plays in reasoning,
for instance, the role of mathematical anxiety in solving numerical
cognitive reflection problems (e.g., Juanchich et al., 2020).
Researchers could try to manipulate the perceived problem-solving
and control efficacy directly by manipulating the contingency
between control efficacy and reward (Fromer et al., 2021).

To conclude, people do not automatically correct the errors they
have unequivocally detected even when they have sufficient knowl-
edge to do so. Instead, they decide whether or not to correct these
errors following rational principles based on the value of control
optimization. Paradoxically, following such principles might lead
to keeping more reasoning errors, dubbed as irrational, in the cogni-
tive reflection reasoning problems. The presented evidence empha-
sizes the importance of motivational factors in reasoning. It
corroborates the EVC model applied to reasoning and extends the
currently dominating models of dual-process theories.
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