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Abstract

This work explores several routes towards achieving single-polariton nonlinearity. Exciton-

polaritons are part-light part-matter quasiparticles arising from the strong coupling of excitons

and cavity photons in micron-sized optical cavities. Owing to their excitonic component, po-

laritons can be described as “dressed photons” with nonlinear interactions several orders of

magnitude larger than in typical optical materials. However, interactions between microcavity

polaritons have remained weak, with the single-polariton nonlinearity being much smaller than

the cavity linewidth. In this thesis, two approaches are studied as a way of circumventing this

limitation and entering the nonlinear regime. The first approach involves narrowing the emission

linewidth of a polariton condensate through optical confinement so that the linewidth approaches

the interaction constant. The second approach involves exploiting the giant nonlinearities of Ry-

dberg excitons in cuprous oxide, first in nanoparticles to study the effect of quantum confinement

and then inside a microcavity to create highly nonlinear Rydberg exciton-polaritons.

The main result presented in this thesis are: (1) An optically trapped polariton condensate

in a state-of-the-art GaAs-based microcavity approaches but still remains away from the regime

of single-polariton nonlinearity. The condensate is characterised by an ultra-narrow linewidth

as evidenced by the temporal decay of its coherence. The latter also exhibits an oscillatory be-

haviour originating from a beating between two condensate modes. (2) Rydberg excitons states

are resolved up to principal quantum number n = 6 in the absorption spectrum of clusters of

cuprous oxide nanoparticles. Rydberg excitons are also resolved for single nanoparticles; how-

ever, the spectrum is dominated by effects inherent to the nanoparticle system, thus hindering

the study of the nonlinearity of Rydberg excitons in this quantum-confined structure. (3) Strong

coupling between cavity photons and Rydberg excitons can be achieved by embedding a thin

cuprous oxide crystal as the active layer of an optical microcavity. Even though the microcavity

is below the nonlinear regime for all strongly coupled Rydberg states, non-classical light can

be observed by reducing the mode volume and suppressing the phonon-background of cuprous

oxide in future microcavities.

This thesis is a major step towards realising single-polariton nonlinearity for future quan-

tum applications. The results presented in this work highlight the limitations of traditional

GaAs-based semiconductor microcavities while establishing Rydberg polaritons with their huge

nonlinearities as a promising route for achieving a scalable, strongly correlated photonic plat-

form.
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Chapter 1

Introduction

1.1 Motivation

A long-standing goal in quantum photonics has been the realisation of strong interac-

tions (nonlinearities) between individual photons. In the ultimate limit of single-photon nonlin-

earity, the system enters a regime where individual photons interact so strongly with one another

that the propagation of light pulses consisting of one, two, or more photons varies significantly

with photon number. The regime of single-photon nonlinearity would thus permit controlling

the response of a quantum system to an external drive, for example, through the presence of

a single photon in a quantum optical device [1–5]. This capability would propel the field of

integrated quantum photonics, which suffers from weak photon interactions as typical optical

nonlinearities are too small to go beyond linear optical interaction, even in the best nonlinear

crystals. Achieving and utilising strong single-photon nonlinearities could enhance the perfor-

mance of classical nonlinear devices, enabling, for instance, ultrafast energy-efficient all-optical

transistors [3]. Additionally, nonlinear optical switches activated by single photons could enable

optical quantum information processing [6] and communication [7], while a scalable network of

strongly correlated photons, where interactions between neighbours can be individually tuned,

is essential for quantum simulations [8].

However, even though light fields can interact inside nonlinear optical media, the nonlin-

earity in conventional materials is insignificant at the light powers associated with individual

photons. Despite this limitation, the potential payoff of realising nonlinear single-photon de-

vices is significant. Therefore, considerable effort has been dedicated to achieving single-photon

nonlinearity across a wide range of materials with platforms ranging from single atoms in opti-

cal resonators [9–12] to ultracold atomic ensembles [13–15]. Interestingly, instead of using real

atoms, it is also possible to use artificial atoms in a solid-state system, such as quantum dots

in semiconductors [4, 16–18] or nitrogen-vacancy centres in diamond [19–21]. One of the main
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advantages of using a solid-state platform is the possibility of integrating single-photon nonlin-

earities in nanophotonic circuits in a single chip for quantum technologies. However, current

implementations, e.g., quantum dot systems, while being very successful at the single-particle

level, have been unsuccessful at reconfigurability, which is only achievable through fabricating a

new system.

An interesting system for realising correlated and highly-interacting photons is exciton-

polariton, or simply polariton, in an optical microcavity. Polaritons - hybrid light-matter quasi-

particles emerging from the strong coupling of excitons and cavity photons in micron-sized

semiconductor structures - can interact nonlinearly due to their excitonic component and can

travel fast due to their photonic component. They can be used to create reconfigurable systems

by means such as optical excitation, and networks can be made by etching [22] or optical pattern-

ing of a microcavity chip [23–25]. An additional feature is the ability to create and manipulate

polariton condensates, quantum objects characterised by a macroscopic occupation of a single

quantum state with extended temporal and spatial coherence [26]. The nonlinear character of

polariton condensates leads to a wealth of fascinating phenomena, including superfluidity [27]

and the formation of quantised vortices [28] and dark solitons [29].

So far, interactions between microcavity polaritons have been weak, i.e. the single-polariton

nonlinearity has been much smaller than the cavity linewidth. There are two approaches to

overcoming this challenge and achieving single-polariton nonlinearity: manufacturing higher

quality microcavities or enhancing the polariton-polariton interactions. The first approach,

i.e., improving the quality of the microcavity structure, results in a reduction of losses from the

cavity, manifested as an increase in the photon and polariton lifetimes and a simultaneous cavity

linewidth narrowing. If the improvement is good enough, an ultranarrow cavity linewidth will

approach the nonlinearity constant, and the system will enter the nonlinear regime. Fabricating

higher quality microcavities can reduce cavity losses but improving the current well-established

semiconductor growth technology is a major technological hurdle. In the current state-of-the-art

semiconductor microcavities, such as those based on Gallium-Arsenide (GaAs), the polariton-

polariton nonlinearity is several orders of magnitude smaller than the polariton decay rate.

The second approach towards achieving single-polariton nonlinearity involves improving the

nonlinear interaction of polaritons by enhancing the interaction of the underlying excitons.

One candidate system capable of providing enhanced exciton-exciton interactions is cuprous ox-

ide (Cu2O). Cuprous oxide is an abundant direct-bandgap semiconductor in which excitons were

first discovered [30, 31]. In 2014, a seminal work by Kazimierczuk et al. [32] demonstrated that

Cu2O can host giant Rydberg excitons because of its large Rydberg energy (Rx ≈ 100 meV,

which is ∼25 times larger than GaAs). Rydberg excitons are highly excited states with a

principal quantum number n > 1, similar to Rydberg atoms. These excited states have giant
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wavefunction extensions as the average distance between the electron and the hole constituents

can extend to thousands of lattice sites, as large as a micron. Such extensions are 100 times

larger than that of the ground state exciton in GaAs, almost five times larger than the optical

wavelength of the exciting photon, and comparable to the size of the current micropillar micro-

cavities (∼2 µm). Moreover, Rydberg excitons have narrower linewidth compared to GaAs.

The unique properties of Rydberg excitons lead to the emergence of nonlinear phenomena.

Owing to their giant dimensions, Rydberg excitons repel each other strongly due to the repul-

sion of their electron clouds and become highly nonlinear at much smaller densities than other

traditional semiconductors. In a process called the “Rydberg blockade” effect, the strong dipole-

dipole interaction between such excitons could become so large that the presence of one exciton

prevents the excitation of another in its vicinity due to the strong “blueshift” of the exciton

transition [32]. This “antibunching” behaviour is commonly used in single-photon sources [33].

Theoretical calculations demonstrate that the polariton-polariton interaction strength g in Cu2O

for medium Rydberg states (6 ⩽ n ⩽ 15) is three to five orders of magnitude stronger than in the

state-of-the-art quantum wells such as GaAs (g(GaAs) ≈ 6 µeV/µm2 for the ground state) [34].

The aim of this work is to explore these two approaches towards achieving single-polariton

nonlinearity. The first approach is implemented by realising an ultranarrow polariton con-

densate in a state-of-the-art GaAs-based microcavity. The condensate will be decoupled from

the decoherence-inducing exciton reservoir by optical trapping, i.e., by spatial patterning the

excitation laser so that the condensate is confined within an optical potential. This practice

aims to reduce the condensate linewidth to values approaching the interaction constant. The

second approach involves exploiting the giant nonlinearities of Cu2O Rydberg excitons in two

systems. First, quantum confined Rydberg excitons will be studied in nanoparticles of Cu2O.

The nanoparticle system enables the study of the effect of quantum confinement on these giant

excitons and constitutes a scalable system through nanofabrication techniques like focused ion

beam and etching. Second, hybridising Rydberg excitons with photons to form highly nonlinear

polaritons in Cu2O will be studied as an additional route towards achieving strong interactions.

Since the nonlinearity of Rydberg excitons in Cu2O is more than three orders of magnitude

stronger than that of the GaAs exciton, the weakly correlated polariton system is expected to

enter the strong correlation regime for the first time in a semiconductor system. The nonlin-

earity associated with Rydberg exciton-polaritons is strong enough to achieve the holy grail of

polaritonics, i.e., single polariton nonlinearity, a long-standing goal with both fundamental and

technological significance [35].
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1.2 Thesis Structure

This thesis is organised as follows: First, Chapter 2 introduces the basic concepts of polariton

physics and Rydberg excitons, starting with an in-depth discussion on excitons (Section 2.1)

and cavity photons (Section 2.2). The coupling between the latter leads to the notions of

exciton-polaritons (Section 2.3) and polariton condensates (Section 2.4). This chapter finished

by presenting an introduction to the newly-emerged field of Rydberg excitons (Section 2.5). In

Chapter 3, the experimental methods used in this work are presented. This includes details

on the sample preparation (Section 3.1) along with details on the optical spectroscopy and

interferometry setups (Section 3.2). Chapters 4, 5 and 6 present the results obtained in the

course of this work. The temporal coherence of an optically trapped condensate is studied

in Chapter 4 as a way of probing the condensate linewidth. Chapter 5 details the observation

of quantum confined Rydberg exciton in nanoparticles of Cu2O. Chapter 6 demonstrates the

ability to realise Rydberg exciton-polaritons by embedding a thin Cu2O crystal inside an optical

microcavity. Finally, Chapter 7 summarises the obtained results and provides an outlook for

future projects.
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Chapter 2

Concepts

In this chapter, the concepts most important to this work are presented in more detail. First, the

idea of the exciton is introduced in Section 2.1, followed by a discussion of semiconductor-based

microcavities in Section 2.2. Then, the strong coupling between quantum well excitons and

cavity photons is addressed in Section 2.3, followed by a discussion of polariton condensation in

Section 2.4. Finally, Section 2.5 reviews the most relevant concepts related to Rydberg excitons

in cuprous oxide.

2.1 Excitons

Simply put, a polariton is a mixed light-matter excitation arising in semiconductors. There

are many candidate excitations that can form the matter component of polaritons, but the

most commonly used one is the exciton. Excitons in semiconductors are correlated electron-hole

pairs that travel across the crystal, bound by the Coulomb interaction, similar to a positronium

atom. They are the elementary electronic excitations in semiconductors and appear as sharp

peaks in the photoluminescence (PL) spectrum. A model system for the study of excitons

is the semiconductor quantum well, which is a thin layer of semiconductor material confining

excitons to length scales of the order of their de Broglie wavelength in one dimension (the growth

direction), thus inducing quantisation effects.

In Section 2.1.1, a basic hydrogenic picture of excitons will be presented; a more thorough

description can be found in Chapter 4 of Ref. [36] and Chapter 6 of Ref. [37]. Then, Section 2.1.2

discusses the effect of exciton confinement in semiconductor quantum wells.
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2.1.1 Excitons in Bulk Semiconductors

The quantum mechanical description of electrons in solid-state crystals requires the solution

of the Schrödinger equation in the case of the spatially periodic crystal lattice. The most

important consequence of this theoretical approach is that the energy spectrum consists of

allowed and forbidden energy bands1 and that an electron state can be characterised by its

quasi-momentum p (or quasi-wavevector k = p/ℏ). The energy in an allowed band is a periodic

function of k, so it may be considered only in a certain region of k-space known as the first

Brillouin zone.

In the ground state of a semiconductor, a certain number of the lowest allowed bands are

completely filled with electrons (populated according to the Pauli principle), while higher bands

are empty. In most cases, only the upper filled band and the first empty band are of interest.

These bands are known as the valence band (VB) and the conduction band (CB), respectively.

The conduction and valence bands are separated by a forbidden energy gap Eg. This energy

gap is also known as the bandgap of the semiconductor. In most semiconductors, the value of

Eg is of the order of 1-3 eV. For GaAs Eg ≈ 1.52 eV [38] and for Cu2O Eg ≈ 2.172 eV [32, 39]

at cryogenic temperatures.

Exciting an electron in the valence band to the conduction band requires energy equal to

or higher than the energy gap. As the electron is excited, an unoccupied state in the valence

band is left behind. This state is modelled as a new quasiparticle termed electron hole (or

simply hole) and has similar properties to the electron, namely inverse charge, same momentum

magnitude but opposite sign, and a different effective mass. External perturbation, such as

optical excitation, can therefore create these free electron-hole pairs that represent the primary

electronic excitation in a semiconductor and are commonly utilised in photovoltaic solar cells or

CMOS and CCD cameras.

However, under certain conditions, the subsequent Coulomb attraction between the nega-

tively charged electron and the positively charged hole results in a bound electron-hole state - a

bosonic quasiparticle with a neutral charge consisting of two fermions of opposite charge. This

quasiparticle, named exciton, can be regarded as the solid-state analogue of the hydrogen atom,

where the role of the proton is played here by the hole. Therefore, excited exciton states, labelled

by an integer quantum number n, appear as discrete energy levels below the bandgap and can

be optically excited directly from the valence band. The ground state exciton (n = 1) represents

the lowest electronic excitation in a semiconductor. Excitons are usually excited optically and

can either decay non-radiatively or emit a photon spontaneously by radiative recombination of

their electron and hole on the time scale of their lifetime. Typical exciton lifetimes are of the

1Instead of discrete energy levels associated with individual atoms.
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order of 1 ns [40].

Excitons have been studied in two limiting cases, depending on the properties of the material

in question [36, 37]. In materials with a small dielectric constant, the screening of the electron-

hole interaction is limited, and the pair is strongly bound to each other within the same or

nearest-neighbour unit cells [See Fig. 2.1(a)]. The binding energies of such excitons, termed

Frenkel or tightly bound excitons, are in the order of 0.1 to 1 eV and are typically found in

organic semiconductor [41].

On the other hand, when the dielectric constant is larger, the Coulomb interaction is strongly

screened by the valence electrons. The result is a weekly bound electron-hole pair, known as

Wannier-Mott exciton [42, 43], with a radius exceeding the dimensions of the crystal unit cell [See

Fig. 2.1(b)]. Wannier-Mott exciton can move freely through the crystal; hence the alternative

name of “free” excitons. The binding energy of Wannier-Mott excitons is typically in the order

of tens of meV. Wannier-Mott excitons are commonly encountered in inorganic semiconductors,

such as GaAs and Cu2O.

In this thesis, we will limit ourselves to Wannier-Mott excitons since they are the exciton

type typically encountered in most semiconductors, including GaAs and Cu2O. On the other

hand, Frenkel excitons can be found in insulators and organic crystals. A detailed theoretical

treatment of Frenkel excitons can be found in Ref. [44].

The properties of Wannier excitons can be calculated with the effective mass approximation

based on Refs. [45–47]. We consider a semiconductor with a non-degenerate valence and con-

duction band dispersions assumed to be approximately parabolic and separated by the bandgap

+

-
e

h

(b) Wannier-Mott (Free) Exciton

- +
e

h

(a) Frenkel (Tighly bound) Exciton

Figure 2.1: Schematic diagram of (a) a Frenkel exciton, also called a tightly bound exciton, and
(b) a Wannier-Mott exciton, also called a free exciton, in the host’s crystal lattice (black dots).
The negatively charged electron e and the positively charged hole h are marked by the blue and
red dots, respectively.
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energy Eg close to the centre of the Brillouin zone (band extrema being located at k = 0). Within

the effective mass approximation, the periodic crystal potential is neglected, and electrons and

holes are considered free particles with effective masses m∗
e and m∗

h, given by the curvature of

the relevant energy bands. The electron-hole interaction is screened with respect to the vacuum

case due to the relative permittivity ϵr of the dielectric material. Assuming spherical symmetry,

the Hamiltonian describing an exciton Hx is given by the sum of the electron and hole energies

plus the potential energy of their interaction:

Hx = Eg −
ℏ2

2m∗
e

∇2
e −

ℏ2

2m∗
h

∇2
h −

e2

4πϵ0ϵr|re − rh|
, (2.1)

where ∇2
e and ∇2

h refer to the spatial derivative with respect to the electron and hole coordi-

nates re and rh, respectively, e is the elementary charge, and ϵ0 the vacuum permittivity. As in

any two-particle system, the exciton motion can be decomposed into a centre-of-mass motion

and a relative motion of the two particles about the centre-of-mass [37]. Therefore, Hx can be

expressed in terms of the relative electron-hole position r, centre-of-mass R, reduced mass µ∗,

and total effective mass m∗
x, where:

r = re − rh , R =
m∗
ere +m∗

hrh
m∗
e +m∗

h

, (2.2)

µ∗ =
m∗
em

∗
h

m∗
e +m∗

h

, m∗
x = m∗

e +m∗
h . (2.3)

After this coordinate transformation, the exciton Hamiltonian of Eq. 2.1 may be written as:

Hx = Eg +
ℏ2

2m∗
x

∇2
R +

ℏ2

2µ∗
∇2

r −
e2

4πϵ0ϵr|r|
. (2.4)

The exciton HamiltonianHx can then be expressed as the sum of the Hamiltonians corresponding

to the centre-of-mass and relative motion of electron and hole, Hx = Hcen +Hrel, with:

Hcen = Eg +
ℏ2

2m∗
x

∇2
R , Hrel =

ℏ2

2µ∗
∇2

r −
e2

4πϵ0ϵr|r|
. (2.5)

These two terms commute with each other (as one depends only on R, and the other on r).

Thus, the eigenstates of Hx take the form:

Ψk,n(R, r) =
1√
V
eikRϕn(r) . (2.6)
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The form is the product of a plane wave with wavevector k = ke + kh, eigenstate of Hcen, and

an envelope function ϕn(r), eigenstate of Hrel. V refers to the volume of the system and acts as

a normalisation factor. The eigenvalues of Hcen are given by:

Ecen = Eg +
ℏ2k2

2m∗
x

. (2.7)

As this corresponds to a free particle equation, it describes the overall centre-of-mass propa-

gation of the exciton through the crystal lattice with quasi-momentum ℏk and kinetic energy

Ekin = ℏ2k2/2(m∗
e +m∗

h).

The relative motion of the electron and the hole in the exciton is similar to that of the

electron and the proton inside the hydrogen atom. The solutions of Hrel (Eq. 2.5) are well-

known as they correspond to the state of the hydrogen atom with the addition of the screening

of the electron-hole interaction due to the semiconductor. Therefore, the eigenvalues are given

by:

Erel,n = − µ∗e4

2ℏ2(4πϵ0ϵr)2
1

n2
, (2.8)

where n is the principal quantum number of the hydrogen-like orbitals of the exciton wavefunc-

tion. Eq. 2.8 represents the exciton binding energy Eb, which scales with the principal quantum

number as n−2, similar to the case of hydrogen. Due to the exciton binding energy, excitons are

the lowest energy electronic excitations of a semiconductors, appearing as sharp lines below the

bandgap in the photoluminescence spectrum. The binding energy can be rewritten as:

Erel,n ≡ Eb,n = − µ∗

meϵ2r
RH

1

n2
= −R

∗
x

n2
, (2.9)

where me is the free electron mass, RH ≈ 13.6 eV is the Rydberg constant for hydrogen, and R∗
x

is the excitonic Rydberg constant. The latter corresponds to the binding energy of the ground

state (n = 1):

R∗
x ≡ |Eb,n=1| =

µ∗

meϵ2r
RH . (2.10)

The main contributions to the excitonic Rydberg constant come from the dielectric screening

of the Coulomb potential and lower reduced mass of the exciton. Considering typical values

ϵr ≈ 10 and µ∗/me ≈ 0.1 for semiconductors, a typical value of the Rydberg constant R∗
x thus

amounts to Eb ≈ (0.1/102) · 13.6 eV ≈ 13 meV, i.e. of the order of tens of meV [48]. For

GaAs, R∗
x ≈ 4.1 meV, while for Cu2O R∗

x ≈ 100 meV. Stable exciton formation is achieved

only if the attractive potential is sufficient to prevent the exciton from breaking up after colli-

sions with phonons. Since the maximum energy of a thermally excited phonon at temperature T

is ∼kBT , where kB is Boltzmann’s constant, the binding energy must thus be higher than ∼kBT .



2.1. Excitons 11

Consequently, Wannier-Mott excitons are usually studied at cryogenic temperatures owing to

their small binding energy [36]. In addition to low temperatures, also sufficient crystal purity

is essential for the existence of free excitons. Impurity atoms and defects can trap free exci-

tons propagating through the crystal, which then get localised at the impurity sites losing their

kinetic energy, and bound excitons are formed [48]. Charged impurities can also induce statis-

tically distributed Stark shifts and ionisation broadening for high-n excitonic states in cuprous

oxide [49].

In summary, the total exciton energy, including its centre-of-mass kinetic energy, is:

Ex(n, k) = Eg + Ekin + Eb = Eg +
ℏ2k2

2m∗
x

− R∗
x

n2
. (2.11)

The above equation describes a quasiparticle that moves freely within the crystal (first two

terms), while the relative motion of the electron and hole is similar to that of the electron

and proton in the case of the hydrogen atom (last term). The first four exciton states are

schematically illustrated in Fig 2.2.

Figure 2.2: Schematic exciton levels (blue lines) for the n = 1, ..., 4 states in a semiconductor
with a direct bandgap of width Eg. The binding energy of the ground state exciton Eb,n=1

is highlighted. Optical absorption transitions for the first three exciton states are marked by
orange arrows. In the effective mass approximation, excitons have a parabolic dispersion given
by their kinetic energy ℏ2k2/2(m∗

e +m∗
h).
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Similar to the case of the hydrogen atom, an effective Bohr radius can be defined by quan-

tifying exciton extension, i.e. the mean separation of electron and hole:

αx =
ℏ24πϵ0ϵr
µ∗e2

n2 =
ϵr

(µ∗/me)
αBn

2 , (2.12)

where αB is the ground state Bohr radius of the hydrogen atom. Assuming typical values for

conventional semiconductors, the ground state radius for Wannier-Mott excitons is of the order

of rn=1 ≈ 100 αB ≈ 50 Å [48].

In Eq. 2.6, the envelope function ϕn(r) is the eigenstate of Hrel, which is a hydrogen-like

Hamiltonian. Consequently, the relative motion of the electron and hole is described using the

same envelope functions as the hydrogen atom, ϕn(r) = ϕnlm(r). These envelope functions

contain the spherical harmonics, and so the relative motion of electron and hole is classified by

angular momentum quantum numbers l and m, with l = 0, 1, 2, ..., n − 1 and can be described

by S-, P-, D-...like states. In reality, however, the non-spherical symmetry of the crystal lattice

means that angular momentum is not a good quantum number, and the relative motion has to

be described in terms of the irreducible symmetry representations of the lattice. Nonetheless,

the excitonic states are usually labelled by their corresponding spherical counterpart.

The negatively charged electron and the positively charged hole in an exciton form an electric

dipole, which can interact with electromagnetic radiation. The interaction between an exciton

dipole D and an electric field E may lead to a transition between the exciton ground state (elec-

tron in the valence band, |g⟩) and the first excited state (electron in the valence band, |e⟩). The

probability of this transition can be obtained by applying Fermi’s golden rule and is convention-

ally described by a dimensionless quantity called the oscillator strength fosc. For an exciton gas

in a quantum well, the oscillator strength is defined as [40]:

fosc ∝ |⟨e|D ·E|g⟩|2 V

πα3
B

. (2.13)

Here V is the quantisation volume. V /πα3
B reflects the enhancement of the interaction due to

enhanced electron-hole overlap in an exciton compared to a pair of unbound electron and hole.

Equation 2.13 defines the oscillator strength as an extensive property of a QW; the intensive

equivalent is the oscillator strength per unit area. For S states, the oscillator strength of allowed

transitions drops as the third power of the principal quantum number [48]:

fosc,S ∝ n−3 . (2.14)
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For P states, the oscillator strength is modified [32]:

fosc,P ∝ n2 − 1

n5
. (2.15)

As a result, exciton lines related to higher states n = 2, 3, 4, . . . rapidly fade away, as can be

clearly observed in the absorption and emission spectra of semiconductors [32, 48].

2.1.2 Excitons in Quantum Wells

Semiconductor quantum wells (QWs) are examples of heterostructure devices, i.e. devices

that contain layers of different materials grown on top of a thicker substrate crystal [36]. A

quantum well consists of a thin narrow bandgap semiconductor, such as GaAs, sandwiched

between two wider-bandgap semiconductors, such as AlxGa1−xAs. The thickness of the thin

potential well is typically comparable to the exciton Bohr radius. The difference in bandgap

energy between the quantum well and barrier region creates an effective potential well for the

electrons and holes. QWs represent a finite quantum-mechanical potential well for excitons

that confine the centre of mass motion of the exciton to the QW plane (1D confinement), thus

leading to a quantisation of the exciton energy (See Fig. 2.3) Therefore, QWs behave as two-

dimensional (2D) materials since the degree of freedom for motion in space is reduced from 3D

in bulk to 2D.

The wavefunctions and energy spectrum of quantum-confined excitons can be strongly differ-

ent from their bulk counterparts. The two-particle Hamiltonian (Eq. 2.1) contains an additional

term describing the QW confinement potential Vconf [48]:

Hx = Eg −
ℏ2

2m∗
e

∇2
e −

ℏ2

2m∗
h

∇2
h −

e2

4πϵ0ϵr|re − rh|
+ Vconf . (2.16)

The confinement potential describes the depth of the well separately for electrons and holes as

these values may significantly differ from each other depending on the semiconductor materials

forming the well and the barriers. Equation 2.16 can be simplified by exploiting the so-called

strong quantum confinement limit, where the effect of the Coulomb interaction on the exciton

energy in the growth direction z is assumed to be negligible compared to the manifestation of

quantum confinement [48]. Therefore, excitonic effects manifest themselves only in the 2D plane.

Under these conditions, solving the Schrödinger equation with the Hamiltonian of Eq. 2.16 yields
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Figure 2.3: (a) Schematic band structure of a quantum well with quantised energy levels for
the electron and hole. The bandgap energy Eg of the layer material is smaller than that of the
surrounding medium, forming a potential trap for both electrons and holes. If the QW width is
comparable to the exciton extension, schematically sketched in panel (b), the exciton energy is
quantised.

the energy levels (denoted by j)2 of excitons in a 2D QW as [48]:

E2D
n = Eg −

R∗
x

(nj − 1/2)2
+

ℏ2π2j2

2µ∗d2z
, nj = 1, 2, 3, ... , (2.17)

where dz is the well thickness. Using Eqs 2.9 and 2.17, we can compare the binding energies

of excitonic levels in 3D and 2D structures of the same material (referred to the bottom of the

conduction band):
E2D
b

E3D
b

=
n2

(n− 1/2)2
> 1 . (2.18)

In 2D structures, exciton states are always deeper in the bandgap, indicating that the exciton

binding energy is increased compared to the bulk. Since the squared exciton Bohr radius α2
x

scales with the inverse of the exciton binding energy Eb (α
2
x ∼ 1/Ex, See Eqs. 2.9 and 2.12), the

exciton Bohr radius in 2D structures decreases compared to 3D crystals:

α2D
x

α3D
x

=
(n− 1/2)

n
< 1 . (2.19)

2Each localised state of the electron-hole pair in a quantum well, described by a quantum number j, has a
series of excitonic states nj = 1, 2, 3, ... For the sake of simplicity, the subscript j is omitted in the following
description.
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This result implies that confinement decreases the Bohr radius as the electron and hole are

“squeezed” closer together in a 2D well. Finally, the third characteristic parameter of an ex-

citonic transitions is its oscillator strength fosc, which scales reciprocally with the third power

of n (Eq. 2.14):

f3Dosc ≈ n−3, f2Dosc ≈ (n− 1/2)−3 ⇒ f2Dosc
f3Dosc

=
n3

(n− 1/2)3
> 1 . (2.20)

For n = 1 :
f2Dosc
f3Dosc

=
1

(1− 1/2)3
=

1

1/8
= 8 . (2.21)

Therefore, a 2D ground state (n = 1) exciton experiences an eightfold increase in the oscillator

strength compared to a bulk exciton. In summary, quantum confinement reduces the extension of

the electron and hole wavefunctions compared to the bulk case, leading to an increased electron-

hole overlap and larger binding energies, which, in turn, increase the oscillator strength. On

the downside, however, the overlap between the exciton wavefunction and external light field is

subsequently decreased. To counteract this decrease, the light field needs to be confined as well,

for example, in an optical cavity [40], as discussed in the following section (See Section 2.2).

As a last remark, it should be noted that excitons can only be considered as “good” bosons

in the low-density regime when the fermionic character of their constituents is negligible. As

quasi-particles consisting of two fermions, excitons always have an integer total spin S = 0 or 1

and can thus be considered bosonic quasi-particles. This assumption remains valid as long as

the spacing between individual excitons exceeds the spacing between the constituent electron

and holes, i.e. ρx ≪ α−3
x , where ρx corresponds to the exciton density. At higher densities,

increased electronic screening from free and other bound carriers leads to a reduction of the

exciton binding energy. Above a critical density, excitons, as bound electron-hole pairs, cease

to exist, and the system undergoes a transition from an insulating state (bosonic) to a metallic

electron-hole plasma (fermionic) - an effect referred to as the Mott transition [40, 50]. For an

InGaAs/GaAs QW, the critical density above which a Mott transition occurs, also termed as

Mott density, has been calculated as 10 × 1010 to 10 × 1011 cm−2 at carrier temperatures of

∼30 K [51]. In Cu2O, the plasma density where the 1S exciton vanishes in the continuum, is

approximately 3 × 1018 cm−3 at 4 K [52].
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2.2 Confinement of Light in Optical Cavities

An optical cavity, or optical resonator, is defined by two or more reflectors arranged such

that only specific light frequencies are allowed to exist within the cavity. Depending on the

technological application and building material, several geometries of microresonators have been

developed, including micropillar cavities, microtoroid resonators, whispering gallery cavities, and

photonic crystal cavities [53, 54]. However, the most common microcavity design is the planar

cavity comprising two parallel flat mirrors [53].

In the following, the concept of the semiconductor microcavity will be introduced, starting

with a short discussion of the idealised case of the Fabry-Pérot interferometer in Section 2.2.1.

Then, the main properties commonly used to describe resonators are presented in Section 2.2.2,

followed by a discussion of the dispersion of photons inside a cavity in Section 2.2.3. The

developed ideas in these sections will be applied to the case of semiconductor structures such as

distributed Bragg reflectors in Section 2.2.4 and semiconductor microcavities in Section 2.2.5.

2.2.1 Fabry-Pérot Interferometer

Most of the properties of optical microcavities can be understood from the simple Fabry-

Pérot interferometer. A Fabry-Pérot interferometer, also called Fabry-Pérot etalon, consists of

two partially reflective mirrors arranged parallel to each other to form a cavity. The mirrors

are separated by a layer of length d and refractive index nc and are surrounded by a medium of

refractive index next.

The working principle behind the Fabry-Pérot interferometer is schematically illustrated

in Fig. 2.4(a). A light ray (i.e. a wave whose wavefronts are normal to the given ray) is incident

on the first of the two partially reflecting mirrors. Some light enters the space between the

mirrors, where it is repeatedly reflected, with a small fraction transmitted at each encounter with

a mirror. This leads to an interference of the electromagnetic waves, and a standing wave pattern

of the light field is formed within the structure. The partial reflection and transmission of light

incident from the “external” medium to the Fabry-Pérot are determined by the coefficients r1

and t1, respectively. The opposite scenario, where light is incident within the cavity to the

external medium, is described by the reflection and transmission coefficients r2 and t2.

The total transmitted field Uout can be calculated by adding the contributions from each

of the transmitted waves U1, U2, U3, etc. To carry out this sum, we need to know their rela-

tive phases and amplitudes. The amplitude of the first transmitted beam U1 is calculated by

multiplying the amplitude of the incident wave U0 with the transmission coefficients t1 and t2,

i.e. U1 = U0t1t2. The second transmitted beam is reflected two times within the Etalon and is,
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Figure 2.4: (a) Working principle of a Fabry-Pérot interferometer. A medium of refractive
index nc and width d is surrounded by regions of material with refractive index next. An incident
beam with amplitude U0 is partially reflected and partially transmitted at the two reflective
interfaces. The overall transmission of the structure is given by the sum of the amplitudes of all
transmitted beams Ui. The optical path difference between two successive transmitted beams
is given by the difference between the blue and the red lines. (b) A graph of the normalised
transmitted intensity, Itrans/Imax, plotted against the phase shift δ for three value of mirror
reflectivity, R = 0.1 (blue curve), R = 0.5 (orange), and R = 0.9 (red). The full width at
half-maximum (FWHM) for one resonance mode and the FSR are highlighted in the graph.

therefore, given by U2 = U0t1r2r2t2e
ik2ncdcos(θ) = U0t1r

2
2t2e

iδ, where the phase factor eiδ arises

due to optical path difference between U1 and U2. The optical path difference corresponds to

the difference between the red and blue lines in Fig. 2.4(a) and amounts to a total phase lag

between successive transmitted beams given by [55]:

δ = k2ncdcos(ϕ) , (2.22)

with ϕ being the internal angle of reflection. The total amplitude transmitted through the

Fabry-Pérot Uout is given by:

Uout = U0t1t2{1 +Reiδ +R2ei2δ + ...} =
U0t1t2
1−Reiδ

, (2.23)

where R = |r2|2 is the “internal” reflectivity of the mirrors. The transmittance T of the Fabry-

Pérot interferometer is given by the ratio between the transmitted and incident intensities:

T =
Itransmitted

Iincident
=

|Uout|2

|U0|2
=
( |t1t2|
1−R

)2[
1 +

4R

(1−R)2sin2(δ/2)

]−1
. (2.24)
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The prefactor |t1t2|/(1 − R) is of little interest and can be absorbed into the maximum trans-

mitted intensity Imax. Additionally, a useful property for interferometers, the finesse, can be

defined as F = π
√
R/(1 − R). Therefore, Eq. 2.24 can be rewritten in the form of an Airy

function:
Itrans
Imax

=
1

1 + (4F2/π2)sin2(δ/2)
. (2.25)

Figure 2.4(b) shows the normalised transmitted intensity Itrans/Imax as a function of δ for three

different values of reflectivity R. The peaks get narrower as the mirror reflectivity, and therefore

the coefficient of finesse F, increases. Figure 2.4(b) also shows that the intensity transmitted

by a Fabry-Pérot, given by Eq. 2.25, has peaks that occur where sin(δ/2) = 0, which occurs

when δ = q · 2π, with q is an integer, corresponding to constructive interference between the

multiple transmitted waves from the cavity. In other words, a Fabry-Pérot cavity only transmits

discrete modes, labelled with integer q. Assuming normal incidence (cos(ϕ) = 0 in Eq. 2.22),

the resonance condition of the interferometer, expressed in terms of wavelength, is given by:

ncd = q
λc
2
, (2.26)

where λc denotes the resonance wavelength of the cavity. Eq. 2.26 permits the Fabry-Pérot to

act as a very narrow band-pass filter for fixed cavity length d.

2.2.2 Optical Properties of Resonators

Several optical quantities can characterise the operation of a Fabry-Pérot interferometer. The

ones most relevant to this work are the quality factor, the free-spectral range, and the finesse.

The quality factor, orQ factor, is a measure of the rate at which optical energy decays from within

the cavity through mechanisms such as absorption, scattering, or leakage through the imper-

fect (R < 1) mirrors. It is defined as the ratio of a resonant cavity frequency ωc, to the linewidth

of the cavity mode δωc, quantified by the full width at half maximum (FWHM) [See Fig. 2.4(b)]:

Q =
ωc
δωc

. (2.27)

Q−1 is the fraction of energy lost in a single round-trip around the cavity. Equivalently, the

exponentially decaying photon number has a lifetime given by τ = Q/ωc. Q factor is thus a

measure of the lifetime of the cavity photons [47].

A Fabry-Pérot resonator supports modes whose wavelength is a multiple of twice the length

of the cavity (Eq. 2.26), thus fulfilling the 2π-phase criterion. Consequently, several modes exist
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within the resonator apart from the fundamental wavelength, as shown in Fig. 2.4(b). The

mode spacing, commonly referred to as the free spectral range (FSR), is determined by the

cavity length, or equivalently, by one full round trip of a photon around the resonator. The FSR

in terms of phase δ will always be 2π. The FSR, expressed in terms of angular frequency, is

given by:

∆ωc =
2πc

nL
, (2.28)

where c is the speed of light in vacuum, n the refractive index of the medium, and L the round

trip physical length, i.e. L = 2d. Normal incidence is assumed in Eq. 2.28. The mode separation

is inversely proportional to the cavity length. Thus, microcavities have far fewer optical modes

in each region of the spectrum than macroscopic cavities. Therefore, precise tuning of the cavity

mode to a particular emission wavelength becomes more important than in large cavities.

The transmission peaks in Fig. 2.4(b) are not infinitely sharp as mirrors cannot be made

perfectly reflecting (R < 1). This limitation reduces the resonator’s spectral resolution, i.e.

its ability to distinguish two closely spaced wavelengths (or frequencies) apart. The finesse

parameterises the spectral resolution, or resolving power, of the cavity and is defined as the

ratio of free spectral range (the frequency separation between successive longitudinal cavity

modes) to the linewidth (FWHM) of a cavity mode.

F =
∆ωc
δωc

=
π
√
R

1−R
. (2.29)

Equations 2.27 and 2.29 demonstrate that improving the mirror reflectivity leads to a reduction

of the modes’ linewidth, which, in turn, result is a higher finesse and Q factor. The finesse is

solely affected by the resonator losses, as the greater the loss, the broader the resonance and

the lower the finesse. On the other hand, the Q factor is affected by both the frequency of the

mode and the cavity loss.

2.2.3 Photonic Dispersion in Planar Microcavities

Photons in (3D) vacuum follow a linear dispersion relation Ec = ℏω(k) = ℏc|k|, with c the

vacuum speed of light and k the wavevector. In planar cavities, however, photons are strongly

confined in the longitudinal direction (perpendicular to the mirror plane), while transverse prop-

agation remains unrestricted. Consequently, the wavevector inside the resonator is expressed

in terms of its in-plane k|| and out-of-plane k⊥ components as k = k|| + k⊥. The energy

dispersion of a confined cavity photon in a planar Fabry-Pérot resonator can be obtained by

expressing k in terms of its k⊥ and k|| components, and including the non-zero refractive index
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of the medium [40]:

Ec(k) =
ℏc
nc

|k| = ℏc
nc

√
k2⊥ + k2|| . (2.30)

For small in-plane wavevectors k|| ≪ k⊥, the energy dispersion of cavity photons can be approx-

imated3 as:

Ec(k) ≈
ℏc
nc
k⊥(1 +

k2||

2k2⊥
) = Ec(k|| = 0) +

ℏ2k2||
2m∗

c

. (2.31)

The first term in Eq. 2.31 represents the confinement energy or equivalently the ground state

energy of cavity photons, while the second defines the in-plane kinetic energy expressed as a

parabolic dispersion
ℏ2k2||
2m∗

c
, where m∗

c is the cavity photon effective mass, given by:

m∗
c =

Ec(k|| = 0)

c2/n2c
. (2.32)

This mass is typically small compared to the mass of exciton (∼10−4m∗
x) or electrons (∼10−5me).

As a result, the excitonic dispersion appears virtually flat when it is plotted with the cavity

dispersion for the same in-plane momenta. The in-plane wavevector k|| is related to the angle θ,

under which light is emitted from the cavity structure, with4:

k|| =
Ec(k|| = 0)

ℏc
sin(θ) ≈ Ec

ℏc
θ . (2.33)

From an experimental point of view, Eq. 2.33 is of paramount importance as it allows us to

retrieve the true dispersion curves of exciton-polaritons by measuring the angle dependence of

their transmission spectrum [40, 56].

2.2.4 Distributed Bragg Reflectors

Distributed Bragg reflectors (DBRs) are critical components in several devices such as ver-

tical cavity surface emitting lasers (VCSELs) [57], fibre lasers [58], and other types of narrow-

linewidth laser diodes such as distributed feedback lasers [59]. A DBR, also known as Bragg

mirror or Bragg reflector, is a periodic structure consisting of alternating layers of dielectric or

semiconductor materials with different refractive indices, n1 and n2. The physical thickness of

each layer di is designed so that the corresponding optical thickness is equal to a quarter of

the wavelength in vacuum λc, i.e. n1d1 = n2d2 = λc/4. If this condition is satisfied, all the

beams transmitted through the DBR interfere destructively, whereas all beams reflected by the

3
√
a2 + b2 = a

√
a+ b2/a2 ≈ a(1 + b2/2a2 + ...)

4The derivation uses the geometric relation |k||| = |kext|sinθ and the photon dispersion Ec = ℏc|k| =
ℏc|kext|/next with next = 1 for air as the external medium.
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structure are in phase [47].

The transmission and reflection properties of periodic structures, including DBRs, can

be simulated using the transfer matrix method (TMM) [60, 61]. Figure 2.5(a) presents the

TMM simulations for a DBR mirror consisting of 20 Al0.15Ga0.85As/AlAs pairs. The reflectivity

spectrum is characterised by a broad and flat region of high reflectivity around its design wave-

length λc = 800 nm, commonly termed the DBR photonic gap or “stopband”. Reflectivity drops

off in an oscillating fashion on either side of the stopband and exhibits low-reflectivity regions

called Bragg modes. Reflectivity in the stopband is approximately constant, and its maximum

value, occurring at λc, is given by [47, 62]:

Rmax = R(λc) =

(
n0(n2)

2N − ns(n1)
2N

n0(n2)2N + ns(n1)2N

)2

, (2.34)

where n0, ns are the refractive indices of the originating and the terminating medium, respec-

tively, and N is the number of alternating layers of refractive index n1 and n2, with n1 < n2.

Consequently, the maximum reflectivity of the mirror improves by increasing either the refractive

index contrast (∆n = n2 − n1) between the constituent materials or the total number of pairs

in the DBR. A further important characteristic of a DBR mirror is the width of its stopband

given by [47, 63]:

∆λmax =
4λc
π

sin−1

(
∆n

n2 + n1

)
. (2.35)

The ∆λmax given in Eq. 2.35 specifies the full width at half maxima of the reflectivity when

the number of pairs approaches infinity. ∆λmax is proportional to the resonance wavelength λc

and is sensitively affected by the refractive index contrast ∆n. Thus, a higher ∆n is very

desirable in DBR fabrication for both a high peak reflectance (Eq. 2.34) and a wide stopband

width (Eq. 2.35) [63].

The electric field distribution inside the DBR can also be simulated and is shown in Fig. 2.5(b)

for two incident waves. For the wave with a wavelength equal to the stopband centre (or-

ange curve), destructive interference of the transmitted beams leads to an exponential decay

in its intensity as a function of the DBR depth. The non-negligible penetration of the electric

field into the DBR is caused by the inability to fabricate DBRs with 100% reflectivity in an

experimental setting. The penetration depth can be reduced by increasing the refractive index

contrast between the layers. On the other hand, a wave tuned to the first Bragg mode (red curve)

experiences high transmittance and the corresponding field distribution is concentrated within

the mirror structure.
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Figure 2.5: Transfer matrix simulations of a distributed Bragg reflector consisting of 20 pairs
of Al0.15Ga0.85As/AlAs. (a) Reflectivity and transmittivity spectra. (b) Electric field dis-
tribution of two incident fields at 760 nm (red line) corresponding to the first Bragg mode
and 800 nm (orange line) corresponding to the centre of the stopband centre, as indicated by
the red and orange arrows in (a). The incident intensity is normalised to one in both cases. The
simulations were performed using the tmm Python package [64].

2.2.5 Semiconductor Microcavities

A planar semiconductor microcavity can be formed by fabricating two opposing DBR mirrors

encapsulating a cavity space layer. This design is essentially a monolithic Fabry-Pérot microres-

onator and all concepts discussed in Section 2.2 are applicable. For such Fabry-Pérot cavity, the

cavity thickness d, has to be an integer multiple q of the resonance wavelength (Eq. 2.26). While

this condition still holds, the non-negligible penetration of the electric field into the mirrors must

be considered when designing the semiconductor microcavity. Specifically, the Fabry-Pérot cav-

ity length has to be replaced by a larger effective cavity length deff = d+ dDBR1 + dDBR2, where
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the penetration length into the DBRs dDBR, can be approximated as [65]:

dDBR =
λc
2

n1n2
nc(n2 − n1)

(n1 < n2) , (2.36)

where λc is the resonance wavelength and nc the refractive index of the cavity material. For

typical GaAs/AlAs structures, dDBR ∼ (3− 4)d [66].

The simulated reflectivity spectrum and field distribution for a microcavity consisting of a

GaAs spacer layer encapsulated inside two 20-pair Al0.15Ga0.85As/AlAs DBR mirrors is shown

in Fig. 2.6(a). The reflectivity spectrum exhibits a broad stopband surrounded by Bragg modes,

similar to the case of a single DBR. Nevertheless, the stopband features a pronounced reflectivity

minimum at the resonance wavelength λc, corresponding to a high transmittance of the Fabry-
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Figure 2.6: Transfer matrix simulation of a microcavity consisting of two
20 pair Al0.15Ga0.85As/AlAs DBRs and a 5λc/2 GaAs cavity layer. (a) Reflectivity and
transmittivity spectra reveal a sharp resonance at the centre of the stopband at λc = 800 nm.
(b) Distribution of the electric field inside the structure at the resonance wavelength λc. The
antinode intensity is normalised to one. The simulations were performed using the tmm Python
package [64].
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Pérot structure at this wavelength. The corresponding electric field distribution for the resonance

wavelength, presented in Fig. 2.6(b), shows a strong enhancement of the field inside the cavity

accompanied by an exponential decay in each Bragg mirror. Additionally, maxima of the intra-

cavity intensity, or anti-nodes, are formed at the two mirror-cavity interfaces and inside the

cavity. This observation is important for the design of microcavities. Specifically, placing QWs

at the anti-nodes of the electric field inside the cavity increases the overlap between the cavity

photon field and QW excitons, thus increasing the strength of the light-matter interaction. For

N QWs, the light-matter coupling is enhanced by a factor
√
N [67]. Furthermore, using several

QWs allows the total exciton density to be distributed over the QWs to avoid reaching the Mott

density while simultaneously enhancing the cavity coupling [68]. As a convention, a qλc/2 cavity

contains q − 1 antinodes separated by λc/2.

2.3 Polaritons

Embedding semiconductor QWs inside a microresonator constitutes a powerful tool for study-

ing light-matter interaction. The general practice involves placing multiple QWs at the antinodes

of the light field inside the microcavity, with the QW-exciton transition in resonance with one

of the cavity modes. The energetic and spatial overlap between the exciton and photon modes

enhances the interaction between the two systems, and if the right conditions are satisfied, the

so-called strong-coupling regime of light-matter interaction is realised. In this regime, the ele-

mentary excitations of the system are no longer the bare excitons and photon modes but a new

type of quasiparticles called exciton-polaritons.

In the following, the concept of the polariton will be introduced more thoroughly and its

properties will be discussed. First, the difference between weak and strong coupling is discussed

in Section 2.3.1. Then, a simple mathematical model describing the coupling between QW

excitons and cavity photons as well as other key concepts of polariton physics are presented in

Section 2.3.2. The discussion is complemented by a few remarks regarding practical aspects of

the creation and of polaritons in Section 2.3.3.

2.3.1 Light-Matter Coupling

The resonant light-matter interaction in optical cavities can be described in terms of ei-

ther the weak or strong coupling regimes, depending on the coupling strength between cavity

photons and a quantum emitter [69]. In our case, the emitter is a quantum well embedded



2.3. Polaritons 25

in a microcavity, with the exciton transition coinciding with one of the resonant modes of the

cavity. In this scenario, the interaction between the exciton and the light field will be strongly

affected since the exciton and cavity can exchange photons coherently. At resonance, the relative

strength of the exciton-cavity interaction is determined by three parameters: the photon decay

rate of the cavity γc, the exciton decay rate γx, and the exciton-photon coupling parameter g.

These three parameters each define a characteristic time-scale for the dynamics of the coupled

exciton-photon system [69].

The interaction is said to be in the weak coupling regime when dissipation dominates over

the coupling between the resonant exciton and photon modes. In this regime, the two cou-

pled systems essentially retain their uncoupled properties under the influence of interaction

between them, allowing a perturbative treatment for the dynamics of the system [47]. One

of the hallmarks of weak coupling is the so-called Purcell effect, which describes the enhance-

ment (or suppression) of a quantum system’s spontaneous emission rate due to the changes in

the density of photonic states of the surrounding medium [70]. Intuitively, if a dipole is resonant

with the cavity mode, the photon density of states seen by the dipole is increased with respect

to the vacuum density of states. The spontaneous emission rate is subsequently enhanced as the

dipole decays radiatively faster than in the vacuum, and the photons are emitted in the cavity

mode5 [47]. The control of spontaneous emission through the Purcell effect is routinely utilised

in semiconductor-based emitters like vertical-cavity surface-emitting lasers (VCSELs) [54] and

quantum dot-based single-photon sources [71, 72].

On the other hand, if the exciton-photon coupling strength prevails over the different damp-

ing factors (loss rates), the perturbative weak-coupling regime breaks, and instead, the so-called

strong coupling takes place. In a simplified picture, the radiative decay of an exciton becomes

reversible and periodic, given the periodic re-absorption of the emitted photon during its lifetime

inside the cavity [69]. The frequency of this energy exchange is referred to as the vacuum Rabi fre-

quency. In the strong coupling regime, the eigenstates of the coupled system are no longer the

bare exciton and photon modes but hybrid light-matter eigenstates, the upper and lower polari-

ton modes, which are spectrally separated by the vacuum Rabi splitting. This splitting is the

signature of periodic energy exchange between light and matter; the stronger the coupling, the

larger the splitting. Another signature of strong coupling is a characteristic avoided crossing,

also know as anticrossing, observed in the reflection (transmission) spectra when the light mode

crosses the exciton resonance or vice versa.

The first theoretical discussion of the strong coupling regime in a solid state system was made

by Hopfield in 1958 [73]. Following early studies on atoms in the microwave regime [74] and the

first successful demonstration of the strong coupling of a single atom in an optical cavity [75],

5The opposite effect is also possible: if the dipole is placed out of resonance, the photon density of states seen
by the dipole is smaller than in vacuum and the spontaneous emission rate is reduced.
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the strong coupling regime in semiconductor microcavities was first identified by Weisbuch et al.

in 1992 [76], marking the experimental discovery of cavity polaritons.

2.3.2 Quantum Description of Polaritons

The interaction between light and matter in a microcavity system containing QWs can be

described using the so-called coupled harmonic oscillator model. This model treats both the

exciton and the cavity photon modes as harmonic oscillators with resonance energies Ex(k||)

and Ec(k||) that are coupled by a coupling constant g. The model assumes operation in the

low-density limit, where exciton-exciton interactions can be neglected. Since only excitonic and

photonic states with the same in-plane momentum are allowed to couple, g is nonzero only

between modes with the same k||. This constant quantifies the strength of the exciton-photon

interaction, and for the case of a QW inside a cavity, it is given by [77, 78]:

g = eℏ

√
fosc/A

8ϵdQWme

∫
d3rψx(r)ψc(r) , (2.37)

where e is the elementary charge, fosc/A the exciton oscillator strength per surface area, ϵ the

dielectric constant of the QW material, dQW the quantum well thickness, and me the electron

mass. The integral in Eq. 2.37 represents the overlap between the exciton and photon wave-

functions ψx and ψc, indicating that the coupling strength is increased by placing the QW at

an antinode of the cavity light field. Additionally, g scales as
√
fosc and thereby on the number

of quantum wells inside the cavity (See Section 2.2.5). Therefore, multiple QWs can be placed

at the antinode of the cavity field to increase the exciton-photon coupling strength.

The linear Hamiltonian of the coupled system, written within the framework of second

quantisation6, reads:

Ĥpol = Ĥc + Ĥx + ĤI

=
∑

Ec(k||)α̂
†
k||
α̂k|| +

∑
Ex(k||)b̂

†
k||
b̂k|| +

∑
g(α̂†

k||
b̂k|| + α̂k|| b̂

†
k||
) ,

(2.38)

where α̂†
k||
, α̂k|| (b̂†k|| , b̂k||) denote the creation and annihilation operators for a photon (exci-

ton) with in-plane wavevector k||. For simplicity, the longitudinal component of the photon

wavevector is omitted. In Eq. 2.38, the first two terms describe the exciton and photon os-

cillator modes, while the last term represents the interaction between those two modes. The

6Second quantisation is a mathematical formalism largely used in quantum field theory and quantum optics
where physical processes are described in terms of creation and annihilation operators.
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Hamiltonian of Eq. 2.38 can be diagonalised by the following unitary transformation:

l̂k|| = Xk|| b̂k|| + Ck||α̂k|| ,

ûk|| = −Ck|| b̂k|| +Xk||α̂k|| .
(2.39)

The resulting Hamiltonian in the new basis becomes:

Ĥpol =
∑

ELP(k||)l̂
†
k||
l̂k|| +

∑
EUP(k||)û

†
k||
ûk|| . (2.40)

This equation reflects the formation of two new eigenmodes in the coupled system, with creation

and annihilation operators l̂†k||/û
†
k||

and l̂k||/ûk|| , respectively. These eigenmodes describe the

quasi-particles referred to as lower (LP) and upper polariton (UP). Thus, a polariton can be

conceptualised as a linear superposition of an exciton and a photon with the same in-plane

wave number k||. The exciton and photon fractions in each polariton branch are given by the

amplitude squared of Xk|| and Ck|| , which are referred to as the Hopfield coefficients [73]:

|Xk|| |
2 =

1

2

(
1 +

∆(k||)√
∆(k||)2 + 4g2

)
,

|Ck|| |
2 =

1

2

(
1−

∆(k||)√
∆(k||)2 + 4g2

)
,

(2.41)

where ∆(k||) = Ec(k||) − Ex(k||) is the detuning between the bare cavity and exciton modes.

|X|2 and |C|2 yield the exciton and photon fraction of the LP (photon and exciton fraction of

the UP), respectively, and they always add up to unity: |X|2 + |C|2 = 1.

Neglecting dissipation, the energies of the coupled system, EUP and ELP, are the eigenener-

gies of the diagonalised Hamiltonian of Eq. 2.40 and are deduced as:

ELP,UP =
1

2
(Ex + Ec ±

√
4g2 + (Ex − Ec)2) . (2.42)

These give the upper and lower polariton k||-dependent dispersion curves, which are of paramount

importance in the characterisation of polariton systems in microresonator systems.

The coupled harmonic oscillator model can be extended to account for the finite lifetime of

excitons and cavity photons due to dissipation. This is achieved by considering the complex

energies Ex(k||) − iγx and Ec(k||) − iγc for the exciton and cavity modes in the Hamiltonian

of Eq. 2.38. The parameters γc and γx denote the homogeneous linewidth of the two modes,

which are directly linked to the corresponding lifetimes via Heisenberg’s uncertainty principle
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τ = ℏ/γ. The decay rate of excitons 1/τx = γx/ℏ is governed by radiative and non-radiative

decay channels, whereas the out-coupling decay rate of photons 1/τc = γc/ℏ is determined by

the cavity losses (absorption and leakage), i.e. the Q-factor [79]. When decay is taken into

account, the UP and LP dispersion curves of Eq. 2.42 are modified as:

ELP,UP(k||) =
1

2

[
Ex + Ec − i(γx + γc)±

√
4g2 + [Ex − Ec − i(γx − γc)]2

]
. (2.43)

The real parts of Eq. 2.43 correspond to the polariton dispersion curves, while the imaginary

parts characterise the polariton linewidths.

The detuning ∆(k||) between the photon and exciton modes is a key parameter in systems

designed for strong light-matter coupling, as the polariton dispersion and the corresponding

Hopfield coefficients are strongly dependent on its magnitude. The lower and upper polariton

energies are plotted in Fig. 2.7(a) as a function of detuning. Due to the coupling between

the exciton and photon modes, the new polariton energies anticross when the cavity energy is

tuned across the exciton energy. This avoided-crossing behaviour is one of the signatures of

the strong coupling regime, commonly used to prove experimentally that the system operates

in this regime. The minimal energy splitting between the lower and upper branches ℏΩ is

the vacuum Rabi splitting, discussed in Section 2.3.1, and occurs at zero detuning, i.e. when

the photon and exciton modes are in resonance Ec(k||) = Ex(k||). The vacuum Rabi splitting

is related to light-matter coupling constant g by ℏΩ = 2g. Note that for zero detuning, both

Hopfield coefficients (Eq. 2.41) become 1/2, indicating that the UP and LP are exactly half-light

half-matter quasiparticles.

Anticrossing behaviour can also be observed in the polariton energy dispersions at nonzero k||-

vectors. This phenomenon is demonstrated in Fig. 2.7(b-d) where the polariton dispersions and

Hopfield coefficients are plotted for negative, zero, and positive detuning of the cavity mode

at k|| = 0. In all cases, the wavevector-dependent detuning not only changes the form of the

upper and lower polariton dispersions, but also affects the excitonic or photonic character of the

polaritons. For instance, in Fig. 2.7(b), the LP is highly photonic at k|| = 0, as shown in the

composition graph (C > X). At wavevector values ∼2.5 µm−1, the exciton and photon modes

cross, and both polariton branches are half light, half exciton. Finally, at very high k||, the lower

polariton is predominantly excitonic (X >> C) and hence their PL emission is expected to be

very weak. Although the dispersions of the individual photonic and excitonic modes cross over

each other for zero or negative detuning, the polariton modes show a clear anticrossing at k||

such that ∆(k||) ≈ 0. At this point, the lower and upper polariton “exchange” their excitonic

or photonic nature. Samples with zero or negative detuning at k|| = 0 are usually preferable to

polariton studies since only those exhibit avoided crossing of the two modes (at ∆(k||) ≈ 0).
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Figure 2.7: (a) Upper and lower polariton energy at k|| = 0 (solid black lines) for a range of
exciton photon detunings. Even though the dispersion of the individual exciton (red dashed
line) and photon (orange dashed line) cross over each other at zero detuning, the two polariton
dispersions show a clear avoided crossing behaviour, characteristic of strong coupling. (b-d) Po-
lariton dispersion curves for negative, zero, and positive detuning of the cavity mode at k|| = 0,
symbolised by ∆. The grey-scale codes the photon fraction (proportional to the light intensity
emitted from the cavity), and the line thickness represent the linewidth of the polariton. The
lower row shows the composition of the LP. The vacuum Rabi splitting ℏΩ is highlighted in (b)
and (c). Simulation parameters: Ex = 1.553 eV, mc = 3.6 · 10−35 kg, ℏΩ = 9 meV; linewidths
γx = 1 meV, γc = 0.5 meV.

Equation 2.43 can be used to derive a quantitative criterion to separate the weak and strong

coupling regimes, namely if the square root is imaginary or not. Specialising to the resonance

case (Ex = Ec), the criterion is:

2g ≡ ℏΩ ≶ |γc − γx| for

{
weak

strong
coupling . (2.44)
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From an experimentalist point of view, this criterion has the following caveat: it predicts op-

eration in the strong coupling regime even if both linewidths are equal with each other and

larger than the Rabi frequency: γc = γx > Ω, where there would be no visible splitting in the

spectrum [80]. Hence, a more stringent criterion is usually implemented where we look for two

peaks that are clearly separated by a splitting S at the resonance point. This criterion reads as:

S ≶ γLP + γUP for

{
weak

strong
coupling . (2.45)

The system is in the strong coupling regime when the modes are clearly split in the spectrum (at

the resonance point) [54, 80]. The implementation of this criterion is schematically illustrated

in Fig. 2.8, which shows the transition from Purcell enhancement of spontaneous emission to vac-

uum Rabi splitting in a two-level system for increasing quality factor Q. The eigenenergies of the

system, which are initially degenerate, exhibit a splitting as the quality factor is increased above

a characteristic value Qsplit, and the emission spectrum becomes a doublet, split by ℏΩ = 2g.

This transition is manifested in the emission spectrum of the system as a transition from a single

Lorentzian to a double-peaked structure. The clearly resolved case occur at S ⩾ γLP + γUP for

quality factors Q ⩾ Qsplit, as shown in Fig. 2.8.

The polariton effective masses, m∗
UP andm∗

LP, can be derived from the UP and LP dispersion

curves. For wavevectors where ℏ2k2||/2mc ≪ 2g, both dispersions can be approximated by a

parabola:

ELP,UP(k||) ≈ ELP,UP(k|| = 0) +
ℏ2k2||

2m∗
LP,UP

. (2.46)

The polariton effective mass is the weighted harmonic mean of the mass of its exciton and photon

components, as determined by the Hopfield coefficients of Eq. 2.41:

1

m∗
LP

=
|X|2

m∗
x

+
|C|2

m∗
c

,

1

m∗
UP

=
|C|2

m∗
x

+
|X|2

m∗
c

,

(2.47)

where m∗
x is the effective exciton mass of its centre-of-mass motion and mc is the effective

cavity-photon mass given by Eq. 2.32. As discussed in Section 2.2.3, the effective photon mass

is typically four orders of magnitude smaller than that of bare excitons, so Eqs. 2.47 can be

approximated as:

m∗
LP(k|| ≈ 0) ≈ m∗

c/|C|2 ∼ 10−4m∗
x ,

m∗
UP(k|| ≈ 0) ≈ m∗

c/|X|2 .
(2.48)
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Figure 2.8: Illustration of the transition from Purcell enhancement of spontaneous emission to
vacuum Rabi splitting in a two-level system: (a) spontaneous emission spectra and (b) eigenen-
ergies for different values of quality factor Q. The numbers adjacent to each curve denote the
quality factor value for each spectrum. For Q > Qsplit, the eigenenergies split from an initially
degenerate state. Reproduced with permission from Ref. [54].

The very small effective mass of LPs at k|| ∼ 0 make LP polaritons great candidates for polariton

condensation [40], as discussed in Section 2.4.2.

Lastly, the decay rate, and hence the lifetime, of the polariton modes are determined by

those of the exciton and photon components as:

γLP = |X|2γx + |C|2γc ,

γUP = |C|2γx + |X|2γc .
(2.49)

In general, the lifetime of cavity photons is about two orders of magnitude smaller than the QW-

excitons in the case of the ground state. Therefore, polariton decay is primarily determined by
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their photonic component and the LP lifetime can be estimated as:

τLP = ℏ/γLP ≈ ℏ/(|C|2γc) ≈ τc/|C|2 . (2.50)

Typical values for photon and polariton lifetimes are of the order of tens of ps, although very

long lifetimes around ∼200 ps are possible in high-Q microcavities [81]. Conservation of energy,

momentum, and phase dictates that polaritons decay via photon emission with the same k||

and total energy ℏω = ELP,UP [40]. Therefore, the internal polariton mode and the externally

out-coupled light are directly related to each other, facilitating experimental access to polariton

energy dispersion via optical spectroscopy.

2.3.3 Excitation

The first step in any experimental study on polariton physics is the creation of polaritons.

In general, this can be achieved primarily by resonant [82] or non-resonant [81, 83, 84] optical

pumping, as well as by electrical injection [85, 86]. Here, only non-resonant pumping is reviewed

since it is the only pumping method used in this thesis. A complete discussion is presented

in Chapter 8 of Ref. [47].

In the case of non-resonant optical pumping (See Fig. 2.9), the pumping laser is blue-detuned

to an energy above the stopband of the DBRs, typically to the first or second Bragg mode (See

Section 2.2.4). Therefore, no direct excitation of polaritons is achieved. Instead, the laser

energy is converted into a population of free, hot electron-hole pairs, which self-thermalise

in ps time scales to the high-k|| of the LP branch via the emission of longitudinal optical phonons.

There, the peculiar shape of the dispersion relation plays a critical role in the polariton relaxation

dynamics [47].

Specifically, LP-LP scattering due to Coulomb exchange interactions of the LP’s excitonic

component thermalises the polariton gas. Such polariton-polariton interactions strongly affect

polariton relaxation but do not dissipate energy. Instead, a dissipative cooling mechanism for

the polariton gas is provided via the emission of longitudinal acoustic phonons. This cooling

happens efficiently down to momenta such that the detuning between the exciton and photon

modes is of the order of the Rabi splitting, where the photonic component of LPs becomes more

prominent. At this momentum, the polariton lifetime is greatly reduced, so less time is available

for cooling. Simultaneously, the decreasing excitonic component reduces the phonon density of

states, thus making the cooling less efficient. These effects lead to an accumulation of polaritons

at the k-space region around the inflexion point of the LP dispersion owing to a relaxation

time towards low momentum states typically one order of magnitude larger than the polariton
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Figure 2.9: Schematic illustration of the polariton relaxation process after non-resonant pump-
ing. The pump laser initially excites high-energy excitons (red cloud), which cools via phonon
emission towards the bottleneck region (black cloud). Excitons in the bottleneck region then
scatter into the condensate (orange cloud) via stimulated scattering. Adapted from Ref. [68].

lifetime at this point [47, 68]. This phenomenon is termed as the bottleneck effect [87–89].

The bottleneck effect can be overcome via final-state stimulated scattering, an effect originat-

ing from the bosonic nature of polaritons, where the presence of N particles in a final quantum

state enhances the scattering rate into the final state by a factor N +1 [40, 68]. If the pumping

power is increased sufficiently enough, final state stimulation can significantly accelerate the

relaxation of polaritons towards the low-momentum states and overcome the relaxation bottle-

neck [40, 90]. The first experimental demonstration of bosonic stimulation in a polariton system

was the optical parametric amplifier [91]. Also, final-state stimulation is the underlying process

of gain in lasers, where the macroscopic occupation of photons in the lasing mode stimulates

the emission of more photons into it [40].

As a final remark, note that the “smoking gun” for the demonstration of polariton con-

densation, introduced in a following section (See Section 2.4.3), is the spontaneous build-up of

coherence in the condensate as a result of spontaneous symmetry breaking [26]. Therefore, the

coherence of the pump laser needs to be washed out of the final, relaxed polariton population to

demonstrate the emergence of coherence as a result of condensation. This is achieved through
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non-resonant pumping as the initial coherence of the pump is lost after the multiple scattering

interactions until polaritons reach the bottom of the LP branch [92].

2.4 Polariton Condensation

Polaritons are composite, weakly interacting quasiparticles known to behave as good bosons

at sufficiently low densities [90, 91, 93]. Therefore, polaritons are suitable candidates for realising

solid-state Bose-Einstein condensation (BEC). Additionally, since the polariton effective mass

at the bottom of the LP dispersion branch is about four to five orders of magnitude smaller

than that of the bare exciton and about eight orders of magnitude smaller than the mass of

a Rubidium atom, polariton condensation at temperatures much higher than for the case of

atomic BEC is achievable [40].

The following section introduces the topic of polariton condensation, starting with a dis-

cussion on the general concept of BEC in Section 2.4.1 followed by a short history of BEC in

Section 2.4.2. The unique properties of polariton condensates are then discussed, starting with

the experimental signatures (Section 2.4.3) and the differences with atomic BECs and photon

lasers (Section 2.4.4). The next section introduces the generalised Gross-Pitaevskii equation

as a tool for the theoretical description of polariton condensates (Section 2.4.5), followed by a

discussion on polariton coherence (Section 2.4.6). Finally, several techniques commonly used for

polariton potential landscape engineering are reviewed in Section 2.4.7.

2.4.1 Bose-Einstein Condensation

The term Bose-Einstein condensation (BEC) refers to a phase transition in which an in-

coherent (possessing no phase relation) ensemble of bosons “condenses” into a highly-ordered

macroscopic quantum state. This state, termed Bose-Einstein condensate, exhibits long-range

coherence as the individual bosons have the same relative phase, and the overall system is

described by a single macroscopic wavefunction.

BEC occurs when a large number of bosons, initially possessing no phase relation, all become

coherent once a system parameter, such as temperature or density, crosses a threshold. The phys-

ical mechanism underlying the formation of a BEC is qualitatively illustrated in Fig. 2.10. In

a simplified picture, individual bosons in an ensemble may be regarded as quantum-mechanical

wavepackets with an extent of the order of their thermal de Broglie wavelength λdB = h/p,

where p is the boson’s momentum. At high temperatures or, equivalently, low densities, the
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Figure 2.10: Schematic illustration of the Bose-Einstein condensation process. As the temper-
ature of the system is lowered (a → d), the wave nature of the bosons in (d) dominates over
the particle properties in (a). Below the threshold temperature Tcr (red dashed line), the in-
dividual matter waves overlap, leading to the emergence of a common phase in the system. A
coherent matter cloud is formed in the lowest energy state of the system, the Bose-Einstein
condensate (red curves). Adapted from Ref. [80].

ensemble of bosons behaves like a classical ideal gas comprising bosons with well-defined tra-

jectories and large momenta. As the temperature is lowered, the individual bosons lose kinetic

energy, and their spatial position becomes less and less well-defined. In other words, their de

Broglie wavelength increases, and their bosonic wave nature becomes progressively more promi-

nent. When cooled below a critical temperature Tcr, the system exhibits a transition from a

classical gas to a BEC, where the individual bosons are sufficiently delocalised to overlap with

each other, and consequently, their phases become correlated. This transition to condensate is

evidenced by the build-up of a macroscopic, coherent matter wave [94] and is associated with

the appearance of a macroscopic condensate order parameter ψ(r), which has a nonzero mean

value [47]:

⟨ψ(r)⟩ =
√
ρcond(r)e

iθ(r) , (2.51)

where ⟨ψ(r)⟩ is the order parameter for this phase transition. It is a complex number with an

amplitude - the square root of the condensate density ρcond - and a phase θ. Note that the BEC

transition spontaneously breaks the system’s symmetry since the condensate phase is randomly

selected and is fixed throughout the whole condensate [47].

2.4.2 Short History of BEC

The history of Bose-Einstein condensation started with the seminal work of Satyendra Bose

and Albert Einstein in the mid-1920s [95, 96]. In 1925, after generalising Bose’s work on the
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statistics of a monoatomic ideal gas, Einstein predicted that, at sufficiently low temperatures, a

gas of a certain type of identical integer-spin particles, now called bosons, would condense into

the system’s lowest energy state - a phenomenon now termed Bose-Einstein condensation [97].

It is one of the fundamental consequences of quantum mechanics that leads - among others

- to significant phenomena like superfluidity and superconductivity. In the following decades,

a lot of effort was put into achieving BEC in various systems. However, the experimental

verification of Einstein’s prediction proved a challenging task, requiring decades of experimental

efforts. The main problem associated with realising BEC is achieving quantum degeneracy,

i.e. cooling or “densifying” a boson gas until the matter waves begin to overlap and form a

coherent condensate. Analytic expressions for the critical temperature Tcr and density ρcr are

derived in most standard quantum mechanics textbooks on the topic [97, 98]. For the purpose of

this thesis, it suffices to say that the critical temperature for BEC for an ideal (non-interacting

and at thermal equilibrium) bosonic gas in three dimensions occurs when:

ρλ3dB = 2.62 , (2.52)

where ρ is the density of bosons and λdB the de Broglie wavelength, which can be written as:

λdB =

√
2πℏ2
mkBT

, (2.53)

where m is the mass of the bosons, kB is Boltzmann’s constant, and T is the temperature [68].

This criterion can intuitively be thought of as that BEC phrase transition occurs either by

increasing the density of particles at a constant temperature or reducing the temperature of an

ensemble of particles at a given density. By combining Eqs. 2.52 and 2.53 and solving for T , we

can derive an expression for the critical temperature Tcr:

Tcr =
2πℏ2

kBm

( ρ

2.612

)2/3
. (2.54)

The mass dependence of Tcr indicates that (for a fixed density ρ) it is easier to produce Bose-

Einstein condensates for light mass particles [26, 68]. Consequently, atomic BEC requires tem-

peratures below 1 µK owing to the comparatively high particle mass involved (∼103me). With

the advent of laser cooling and magneto-optical trapping, the first unambiguous experimental

realisation of BEC came in 1995, seven decades after the theoretical formulation, in two dif-

ferent atomic systems. The first condensate was reported by Eric Cornell and Carl Wieman’s

team in a very dilute and cold rubidium atomic gas at a temperature of 170 nK [99]. Later the
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same year, Wolfgang Ketterle and colleagues produced a BEC in a gas of sodium atoms cooled

to ∼2 µK [100]. For their pioneering work in achieving BEC in dilute gases of alkali atoms and

early fundamental studies of the properties of the condensates, Eric Cornell, Wolfgang Ketterle

and Carl Wieman were jointly awarded the Nobel Prize in Physics in 2001 [101].

The prediction of BEC was preceded by the discovery of superconductivity by K. Onnes

in 1911 [102]; however, the relationship between the two phenomena was properly understood

much later, after the developments of the Bardeen, Cooper, and Schiffer (BCS) theory in

the 1950s [103]. Superconductivity is nowadays understood as a Bose-Einstein condensation

of the so-called Cooper pairs, which are bound states of two electrons with a total spin of 0 or

1 [47, 97]. Bose-Einstein condensation is also linked with the phenomenon of superfluidity, first

reported in Helium-4 by P. Kapitza in 1938 [104]. A few months after this discovery, F. London

first proposed the interpretation of this phenomenon as a manifestation of BEC [105].

Starting from the 1960s, the search for BEC in solid-state systems, particularly semiconduc-

tor excitons, received significant attention. Excitons were known to behave as weakly interacting

Bose7 gases at low densities and low temperatures and are, therefore, good candidates for ob-

servation of BEC. Owing to their light effective mass (∼10−1me), the critical temperature is

expected in the range of mK to a few Kelvin, about six orders of magnitude higher than the

critical temperature for atomic BEC. The idea was independently proposed by Moskalenko [106]

and Blatt et al. [107] in 1962 and was followed by a large number of theoretical and experimental

works on excitonic condensation and superfluidity. Several publications reported condensation

in excitonic systems such as biexcitons in CuCl [108, 109] and CuBr [110], excitons in Cu2O [111–

113] and indirect excitons in coupled QWs [114, 115]. However, none of these reports has been

accepted as unambiguous evidence of excitonic BEC [116, 117].

A new candidate system for high-temperature Bose-Einstein condensation became available

in 1992 when Weisbuch et al. [76] observed strong coupling between light and excitons in a semi-

conductor microcavity. Experiments such as the parametric scattering [91] have demonstrated

that polaritons behave as good bosons up to densities large enough to obtain quantum degener-

acy and despite of their composite nature. Additionally, microcavity polaritons, owing to their

low effective mass (∼10−5me) - inherited from the photonic component -, were expected to form

Bose-Einstein condensates at elevated temperatures, easily achieved with standard cryogenic

techniques and even up to room temperature. These reasons make microcavity polaritons as

ideal candidates for the observation of BEC in solids. This idea was put forward by A. Im-

mamoglu et al. [118] and was experimentally demonstrated a decade later in a CdTe-based

microcavity with the seminal publication of J. Kasprzak et al. [83]. There, the authors reported

various experimental signatures of BEC above a critical density, mainly massive occupation

7Exciton, as quasi-particles consisting of two fermions, always have an integer total spin (S = 0 or 1).
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of the ground state (k|| = 0), narrowing of the momentum distribution, increase in temporal

and long-range spatial coherence accompanied by linear polarisation build-up. The condensate

formed at a temperature of 19 K, which is six to nine orders of magnitude larger than atomic

BECs, as expected. This work has sparked the interest in polaritons as a suitable system to

study the physics of dilute Bose gases. Since them, polariton condensates have been used to

study a plethora of fundamental physical phenomena like superfluidity [27, 119], quantised vor-

tices [28, 120], solitons [121, 122], optical Josephson oscillations [123], long-range spatial and

temporal coherence [83, 124], and polariton fluids in lattices [25, 125, 126].

Additionally, polariton condensation and related phenomena have been demonstrated in a

wide variety of material systems, such as inorganic semiconductors (e.g. GaAs [81, 124, 127–129],

CdTe [83], GaN [130–132], ZnO [133, 134]) organic materials (e.g. conjugated polymers [135],

biologically produced fluorescent proteins [136], molecular dyes [137], transition metal dichalco-

genides [138], and perovskites [139]. In fact, condensation up to room temperature has been

reported [131, 140]. It is worth noting that the observation of BEC in optical microcavities has

not been limited to light-matter systems in the strong-coupling regime. Indeed, Bose-Einstein

condensation of photons in an optical microcavity was reported by Klaers et al. in 2020 [141].

Lastly, polaritons are not the only solid-state quasi-particle system in which condensation has

been realised as magnon condensation has been reported in ferromagnetic insulators [142–144].

2.4.3 Experimental Signatures of Polariton Condensation

Polariton condensation is the appearance of long-range spatial order in a cloud of polaritons.

A typical experiment on polariton condensation involves non-resonant pumping at energies above

the exciton, creating an initial population of dark excitons that subsequently relax into polariton

states (See Section 2.3.3). The basic idea of condensation refers to the macroscopic occupation

of a single quantum mechanical state. A polariton condensate exhibits distinct signatures re-

lated to the specific properties of polariton condensates, some of which coincide with those of

atomic BECs, while others differ. A general criterion for BEC was proposed by Penrose and

Onsager [145], based on the single-particle density matrix, ρ̂(r, r′) = ⟨ψ̂†(r)ψ̂(r′)⟩ [47, 97]. The

criterion states that the presence of the condensate is shown by the off-diagonal elements of the

system’s density matrix approaching a constant, nonzero value as |r− r′| → ∞:

⟨ψ̂†(r)ψ̂(r′)⟩ → ρ0 , (2.55)

where ψ̂†(r) and ψ̂(r) are the creation and annihilation bosonic field operators at a point r and

n0 is the density of the macroscopically occupied state. This criterion, often referred to as off-
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diagonal long-range order, is directly related to the macroscopic occupation of a single-particle

state. In a simple picture, it can be interpreted as follows: in a condensate, the annihilation of a

particle at position r and the creation of a particle at r′ is coherent, even when the points r and r′

are separated arbitrarily far apart. In contrast, this process would be incoherent in a normal

liquid except when r and r′ are close together [97]. Experimentally, this criterion corresponds

to extended spatial first-order coherence g(1)(r) across the condensates above threshold, but

short-range correlations below threshold [68]. Measuring spatial correlation functions requires

a variant of the Michelson or Mach-Zender interferometer (See Section 2.4.6), as confirmed by

Refs. [83, 146].

Moreover, a strong spectral narrowing of both the energy and k-space distributions is ex-

pected in the emission from the system above the critical excitation density, signalling the

macroscopic occupation of a quantum state and spontaneous formation of a coherent phase.

The reduced linewidth and k-space distribution indicate increased temporal coherence. The

corresponding temporal correlation function can be measured using a standard Michelson inter-

ferometer.

Another signature of polariton condensation is given by measuring the power dependence

of the microcavity-PL emission [147–150]. The total emitted light is recorded as a function

of the pump power and is typically presented in a double-logarithmic scale, as in the example

of Fig. 2.11(a). The resulting curve is characterised by three distinct regimes. The low-power

regime corresponds to the sub-threshold polariton PL, where the polariton emission signal in-

creases linearly with the pump power. A condensate is formed at the threshold-power Pth when

the system reaches its critical density. This transition is manifested as a strongly non-linear

response of the emission intensity, marked by the onset of stimulated scattering into a single

condensate state. At pumping powers considerably above the condensation threshold, a second

transition occurs at a threshold Pph, where strong coupling is lost, and the system enters the

regime of conventional photon lasing. There, the emission is still coherent but originates from

the bare cavity mode instead of the bottom of the LP branch. This transition to the weak

coupling regime, marked by another non-linear increase in PL emission, originates from the

increased Coulomb screening and the subsequent diminishing of the exciton oscillator strength

due to the onset of the Mott transition (See Section 2.1.2). Note that these transitions can also

be observed in the E-k|| dispersion curve [See Fig. 2.11(b)], where emission from a polariton

condensate can be differentiated from photon lasing if it appears on the blue-shifted LP branch,

as opposed to the uncoupled cavity parabola at even higher energy.

A third indicator commonly used to prove the formation of a polariton condensate is the

observation of a strong degree of polarisation in the microcavity emission above threshold. As

outlined in Section 2.4.1, an uncondensed polariton population possesses no long-range coherence
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Figure 2.11: (a) Power dependence of the PL emission of a non-resonantly pumped microcav-
ity, where two thresholds can be identified as power increases: first, the condensation thresh-
old (blue to orange), followed by the photon lasing threshold (orange to yellow). Red dashed
lines are guides to the eye, illustrating where the emission grows linearly with the pump. (b) Dis-
persion curves illustrating the spectral differences between polariton condensation and photon
lasing in an E-k|| diagram. Condensate emission originates from the blue-shifted LP branch (or-
ange cloud), whereas photon lasing stems from the bare cavity mode (yellow cloud). Adapted
from Ref. [80].

as individual polaritons are uncorrelated with each other, and their phases are chosen randomly.

Therefore, the overall degree of polarisation is expected to average to zero. On the other hand,

a condensed fraction should be described by a single wavefunction and a stationary phase across

the whole condensate. As a result, the polarisation of all emitted photons should be identical,

leading to condensate emission with a strong degree of polarisation. Polaritons in quantum-

well microcavities have two projections of their total angular momentum along the growth axis

of the structure, Jz ± 1 (spin-up or spin-down), which correspond to right- and left-circularly

polarised photons emitted by the cavity, respectively. Under linear excitation, the populations

of spin-up and spin-down reservoir excitons are balanced. In perfectly isotropic cavities, an

initially spin-balanced exciton reservoir is expected to give a condensate with a stochastic linear

polarisation due to spontaneous symmetry breaking. The orientation of the linear polarisation

would be chosen spontaneously by the system and would randomly change between different

realisations of the experiment [92]. However, linear polarisation is generally pinned to one of the

crystallography axes, and a fixed polarisation angle is observed in most real cavities [83, 127].
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2.4.4 Polariton Condensates, Atomic BECS, and Photon Lasers

Despite the similarities in the underlying physical mechanisms and concepts, polariton con-

densates significantly differ from their atomic counterparts in a number of aspects. One of

the most significant differences between a polariton condensate and an atomic BEC is that the

former is not in thermal equilibrium, which is an essential property of BEC. Microcavities are

open systems as polaritons have a finite lifetime (of the order of ps), after which they decay

as externally emitted photons. Therefore, continuous external pumping is required to maintain

a condensate population for an extended period of time. A non-equilibrium steady state of

continuous decay and replenishment arises, yielding a dynamical quasi-equilibrium condensate

and has to be accounted for in any theoretical treatment of the system [151, 152]. Small in-

tensity fluctuations in the pump laser can be transferred to and amplified in the condensate.

Specifically, a fluctuating pumping intensity will lead to variations in the condensate population

and hence the blueshift potential. The latter affects the energy of the condensate and hence

its temporal coherence (See Section 2.4.6). Therefore, a stable and single-mode laser should be

ideally used for pumping and to improve temporal stability [153].

Exciton-polariton condensates form in effectively two-dimensional structures, as opposed to

the three-dimensional atomic BEC. The reduced dimensionality further complicates the situa-

tion. In a uniform two-dimensional Bose gas, true long-range order associated with Bose-Einstein

condensation is precluded at any finite/nonzero temperature [154]. However, if a Bose gas is fur-

ther confined within the two-dimensional plane, for instance, due to some form of potential trap,

then the possibility of BEC is recovered [155, 156]. In this case, one often speaks of a finite-sized

condensation. A more thorough discussion on this topic can be found in Chapter 8 of Ref. [47].

Another important distinction between polariton condensates and atomic BECs is that po-

laritons are interacting bosons. The ability to interact, stemming from their exciton component,

renormalises the polariton dispersion, leading to a continuous blueshift to higher emission ener-

gies as the polariton density increases [81, 157].

A condensate of polaritons behaves as a weakly interacting Bose gas when the density is

low. At high densities, polaritons lose their bosonic character due to excitons undergoing a

Mott transition to a fermionic electron-hole plasma [51, 158] (See Section 2.1.2). The increased

Coulomb screening due to fermionic exchange interaction decreases the oscillator strength and

deteriorates the coherence properties of the condensate [159].

Owing to their photonic component, the experimental requirements for probing the macro-

scopic condensate wavefunction are significantly better for polariton condensate. Indeed, coher-

ence measurements of polariton condensates are much easier than the ones with atomic BECs.

Polaritons decay by leaking outside the DBR mirrors, emerging as photons carrying the same
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energy, momentum, and phase as the polaritons in the cavity. The energy can be measured

by spectroscopic means, while the momentum can be found from the angular direction of the

photon propagation. Therefore, the condensate cloud can be imaged directly, with full access to

the k-space dynamics.

Another key distinction is that, by definition, atomic BECs are formed by the macroscopic

occupation of a single quantum state, namely the ground state of the system. On the other hand,

macroscopic coherence in a quantum fluid of polaritons can arise at the ground state (k|| = 0)

as well as states with higher energy (k|| > 0). Interestingly, multiple polariton states can show

coherence simultaneously [160–163] and even in the same spatial location [164].

The term polariton condensate is often used in literature, instead of polariton BEC, to

emphasise the specific properties of macroscopic quantum states based on polaritons compared

to atomic BECs. This convention is adopted for the remaining of this thesis.

A second careful distinction needs to be made between polariton condensates and photon

lasers. VCSELs in particular, are heterostructure devices typically comprising a set of QWs

embedded in a high-quality cavity formed by DBR mirrors. Therefore, VCSELs are structurally

identical to microcavities commonly used for polariton condensation studies. In a standard VC-

SEL, electrons and holes act as the gain medium, and lasing occurs via population inversion.

Coherent light is emitted by the stimulated emission mechanism, where the light in the cavity

is amplified by the recombination of electron-hole pairs [68]. They are, therefore, open systems

that require continuous pumping to support the electron-hole population, just like polariton

condensates. Additionally, they show threshold behaviour, an increase of first-order coherence,

appearance of spatial order and linewidth narrowing, characteristics shared with polariton con-

densates [26]. These similarities pose the question of whether condensation of polaritons is the

same as photon lasing.

The key difference between a photon laser and polariton condensate is the absence or presence

of strong coupling [68]. This can be verified by studying the dispersion curve of the system.

An example is provided in Fig. 2.11(b), where the various emission mechanisms present in

a microcavity system are illustrated. Photon lasing corresponds to coherent light emission

from the bare uncoupled cavity mode (shown in yellow), located at an energy higher than the

LP branch. Similarly, exciton emission originates from the exciton line (red) and proves that

the system is in the weak coupling regime.

In contrast, coherent photoluminescence from a polariton condensate stems from the state

at which the condensate is formed, usually the bottom of the LP curve (shown in orange). Note

that lower polaritons experience repulsive interactions, and the energy of the low momentum

states (near k||) is expected to increase with increasing pumping power. However, near the

threshold, the blueshift of the lower polariton is much smaller than the Rabi splitting, and the
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excitations of the system are indeed polaritons. In summary, emission from a polariton conden-

sate can be differentiated from photon lasing if it originates from the blue-shifted LP curve, as

opposed to the uncoupled cavity branch at even higher energy.

Additionally, the pump power dependence of the emission intensity shows a transition from

an uncondensed polariton population to a polariton condensate followed by the photon lasing

regime, as discussed in Session 2.4.3. The observation of two thresholds is often used as proof

that the first one is associated with polariton condensate.

As a last remark, note that the conventional lasing condition in semiconductors is the so-

called Bernard-Durraffourg condition for population inversion [165]. Laser-like emission by

the polariton condensate occurs at particle densities orders of magnitude below the Bernard-

Durraffourg density (similar to the Mott density), thus reducing the power consumption of the

microcavity [26]. This explains the attractiveness of polariton lasers as a source of coherent light

with an ultra-low operation threshold [166].

2.4.5 Theoretical Description of Polariton Condensates

The dynamics of polariton condensates and their non-equilibrium character can be described

theoretically by the so-called generalised Gross-Pitaevskii equation (GPE), a type of non-linear

Schrödinger equation. The non-linearity accounts for polariton self-interactions, whereas pump-

ing and dissipation terms are added to describe the gain and decay of the open-dissipative

condensate [47].

One approach for describing the case of a non-resonantly excited condensate - which is the

case most relevant for this work (See Section 2.3.3) - was initially proposed by M. Wouters and

I. Carusotto [167] and later used under several versions [168–171]. The time evolution of the

condensate order parameter ψ(r, t) is described by a non-linear second-order partial differential

equation as follows:

iℏ
∂ψ(r, t)

∂t
=

{
− ℏ2

2m∗∇
2
r + V (r) +

iℏ
2

[
R(ρR(r))− Γ

]
+ ℏαRρR(r) + ℏα|ψ(r, t)|2

}
ψ(r, t) , (2.56)

where m∗ is the effective polariton mass and V (r) an external potential [172]. The conden-

sate decays with a polariton loss-rate Γ and is replenished at a gain-rate of R(ρR(r)). The

latter represents the stimulated scattering rate and is a monotonously increasing function of

the reservoir density ρR(r). The last two terms quantify the shifts in the condensate energy

due to interactions between condensate and reservoir (with interaction constant αR) as well as

polariton-polariton interactions (with interaction constant α) [78, 167, 173].

The condensate evolution (Eq. 2.56) is coupled to a rate equation describing the dynamics
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of the incoherent reservoir. This rate equation describes the balance between the non-resonant

pumping, the loss from the reservoir and stimulated scattering into the condensate states. It is

given by:
∂ρR(r, t)

∂t
= PR(r)− γRρR(r)−R(ρR(r))|ψ(r, t)|2 +D∇2ρR . (2.57)

Here PR(r) is the gain-rate of the excitonic reservoir as a result of the non-resonant pumping

and γR the reservoir loss. The last term in Eq. 2.57 parameterises the gain of the condensate

due to the stimulated scattering from the excitonic reservoir into the lower polariton states.

It is proportional to the condensate density |ψ|2 due to stimulated scattering [168]. The last

term describes the spatial diffusion of reservoir polaritons with a rate D [167] and is frequently

omitted [168].

Note that a second approach for the theoretical description of non-resonant excitation has

been proposed by Jonathan Keeling and Natalia G. Berloff [174], where the reservoir dynamics

are not explicitly formulated. Instead, a saturable gain term is included directly in the GPE

describing the evolution of the condensate. As this approach is not implemented for modelling

the optically trapped polariton condensates in Chapter 4, it will not be presented here. More

information is available in Ref. [174, 175].

2.4.6 Coherence

An important consequence of Bose-Einstein condensation is the appearance of coherence

associated with the phase of the order parameter (Eq. 2.51). The macroscopic occupation of a

single quantum state and the build-up of phase correlations among the condensed bosons give

rise to long-term temporal and spatial coherence, which are considered key features of polariton

devices.

Coherence can be described as a “collection of correlations” arising from the macroscopic

multiparticle wavefunction of the condensate. In a classical picture, coherence measures the

amount of perturbation - or noise - in a wave and describes the stability of the emitted light.

Namely, coherence refers to the ability to infer a wave at remote locations, in space or time,

from its knowledge at a given point [47]. The small size of the polariton condensate in the

experiments of Chapter 4 makes it difficult to extract useful information about the decay of

spatial coherence. Therefore, the rest of this discussion focuses on temporal coherence.

The quantitative description of coherence can be achieved through correlation functions, i.e.,

functions which specify the degree of correlation as a function of temporal (or spatial) dis-

tance [69]. The first-order coherence expresses the phase fluctuations of a light field E(t), and,

with that, the associated decrease in its ability to interfere. It is quantified by the first-order
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correlation function g(1)(t), defined by:

g(1)(t) = g(1)(t′, t′ + t) =

〈
E∗(t′)E(t′ + t)

〉〈
|E(t′)|2

〉 . (2.58)

The symbol
〈
...
〉
indicates an average over a long time interval. g(1)(t) describes the degree

of first-order temporal coherence between the electric fields at two times separated by a time

delay t, and takes the values 0 ≤ |g(1)(t)| ≤ 1 for all light sources. g(1)(t) is called the first-

order correlation function because it is based on the properties of the first power of the electric

field [69].

According to Eq. 2.58, g(1) = 1 at zero time delay in all cases. However, its evolution is

highly dependent on the degree of coherence of the source. The idealised scenario of a perfectly

coherent source is characterised by |g1(t)| = 1 for all values of t. On the other hand, a perfectly

incoherent source displays |g1(t)| = 0. Between these two extremes, partially coherent light

sources exhibit a decay in g(1)(t) from 1 to 0 over a time scale of the order of the so-called

coherence time τc. The coherence time is defined as the maximum relative time delay that two

interfering waves can have so that they still display interference. A general formula for the

coherence time of a wave of spectral width ∆λ centred about a wavelength λ is given by:

τc =
λ2

c∆λ
≈ 1

∆ω
, (2.59)

where λ is the central wavelength of the source, ∆λ and ∆ω are the spectral width of the source

in units of wavelength and angular frequency, respectively [47]. The result in Eq. 2.59 shows that

the coherence time is determined by the spectral width of the light. A perfectly monochromatic

source with ∆ω = 0 has an infinite coherence time, or equivalently perfect coherence, while the

white light emitted by a thermal source has a very short coherence time. Most importantly,

Eq. 2.59 explains the emergence of high coherence in a polariton condensate as a result of the

spectral narrowing observed at threshold.

Coherence correlations can be extended up to arbitrary orders [176]. While the first-order

coherence function g(1)(t), which is the correlator of field amplitudes at different times (Eq. 2.58),

reflects the coherence of the emitted light, its second-order counterpart quantifies intensity cor-

relations and gives insights into emission statistics. Higher-order correlation functions describe

still more subtle details and are out of the scope of this thesis.

As mentioned in Section 2.4.3, the reduced linewidth and k-space distribution above thresh-

old indicate increased temporal and spatial coherence in the condensate phase. Probing co-

herence requires interferometry to measure the first-order field correlation function. Since the

emitted photons preserve the phase information of the polariton condensate, interferometric
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measurements can be performed on the emitted light from the cavity.

Specifically, the first-order (temporal) correlation function g(1) can be measured by overlap-

ping the real-space image of the polariton emission spot with its reflected version in a stan-

dard Michelson-interferometer setup [83]. The simplest version of a Michelson interferometer,

schematically illustrated in Fig. 2.12(a), consists of a 50:50 beam splitter (BS) and two mir-

rors, M1 and M2, one at each of the two so-called arms of the interferometer. Emitted light

from the microcavity is incident on the beam splitter, where it is divided and directed towards

the two mirrors. The light reflected off M1 and M2 recombines at the BS, producing an inter-

ference pattern at the output port where a detector, such as a CCD camera, is placed. The

path length of one of the arms can be varied by translating one of the mirrors (say M2) in the

direction parallel to the beam [69]. Changing the length of one arm of the interferometer results

in a relative phase shift between the two split beams. Since the two recombined beams project

the mirrored images of the emitter on the detector, the intensity measured at one particular

pixel shows a sinusoidal modulation as a function of the arm’s movement determined by the

phase relation at that point. Using such data, one can extract the phase difference between the

overlapped images at a particular pixel point as well as the fringe visibility. The latter quantity

is proportional to the first-order correlation function [173]. By continuously varying the length

of the moving arm, or equivalently, the time delay t between the two beams, the modulation

of intensity can be recorded for each pixel based on the temporal coherence of the condensate

emission.

M1

M2

Time Delay

Input

Output

BS

RR

Time Delay

BS

M1

Output

Input

(a) (b)

Figure 2.12: (a) Schematic illustration of a typical Michelson interferometer setup. The appa-
ratus consists of a 50:50 beam splitter (BS) and two mirrors, M1 and M2. Interference fringes
are observed at the output port as the length of one of the arms (arm 2 in this case) is varied.
(b) By replacing the mirror M2 (the mirror in the moving arm) with a retroreflector (RR), this
interferometric setup can be used to measure spatial correlations.
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Measuring spatial correlation functions usually requires a variant of the Michelson interfer-

ometer [See Fig. 2.12(b)]. Specifically, the Michelson interferometer is modified by replacing

the mirror in one arm with a retroreflector, which inverts the image so that each point r of the

interferogram is related to the correlation function between the field at r and r′ = −r [83]. For

the emission from a polariton condensate, this leads to correlation effects between different spots

across the emission spot, as outlined by the Penrose and Onsager criterion (See Section 2.4.3).

The correlation function is then obtained via the fringe visibility [177, 178]. For the spatial

distribution of visibilities, only interference data at t = 0 is of interest. Additionally, spatial cor-

relation functions can be measured using a Mach-Zender interferometer or its variants [179, 180].

All experiments presented in Chapter 4 involve a microcavity structure consisting of multiple

QWs. The treatment of such systems is the same as a single-well system, as coherence between

multiple wells is established via the cavity mode.

Since a polariton condensate emits coherent light, it is of interest to characterise this co-

herence. The emergence of temporal coherence was interpreted as a signature of condensation

in the first demonstration of polariton condensation [83]. There, the authors reported a sig-

nificant spectral narrowing in the polariton emission accompanied by an increase in coherence

time from 1.5 ps to 6 ps as the system entered the condensed phase. A similar observation was

reported a year later for a polariton condensate in a trap [127]. Both studies used a multi-mode

laser excitation, which induced fluctuations of the energy of the condensate, thus broadening

its linewidth. The reduction of intensity noise in the pump laser revealed a Gaussian decay

of g(1)(t) with an improved coherence time of ∼150 ps [153]. Additionally, the temporal decay

in a polariton laser with shot-noise-limited intensity stability displayed a transition from expo-

nential to Gaussian with increasing condensation population, attributed to strong interactions

within the condensate [181]. Recently, we demonstrated temporal coherence beyond 1 ns in an

optically trapped polariton condensate, spatially decoupled from the decoherence-inducing exci-

ton reservoir [124]. Besides temporal coherence, many publications report on spatial coherence

in a variety of materials and structures [146, 177, 179, 182].

2.4.7 Polariton Potential Landscape Engineering

Significant experimental efforts have been directed towards engineering efficient and non-

destructive potential landscapes for polaritons and polariton condensates. The possibility of

engineering polariton trapping potentials is a key to controlling, shaping, and directing the

flow of polariton within the cavity, in addition to tuning the overall spectral properties of the

emission. Therefore, sophisticated potential landscapes are of high importance for optoelec-

tronic applications, such as highly nonlinear photonic integrated circuits and polariton logic
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elements [183, 184], as they allow for the manipulation of polariton populations on a chip.

Moreover, polariton confinement has triggered the interest in using polariton systems for fun-

damental studies, including the interaction between multiple spatially separated condensates

in a lattice and quantum emulation of complex many-body phenomena, such as the physics of

high-temperature superconductors, graphene, or frustrated spin lattices [185–187].

Several techniques have been implemented to engineer potential landscapes for polaritons.

Being hybrid light-matter quasiparticles, polaritons can be confined via their excitonic as well as

photonic component, which leads to a wide range of highly complementary trapping techniques.

Here some of these techniques are briefly presented. A more comprehensive review can be found

in Ref. [188].

One of the first techniques used for tuning the energy of the exciton mode is the application

of mechanical stress by pressing a sharp metal tip of radius ∼50 µm against the microcavity. The

compressive strain locally affects the energy of the QW exciton via the stress-depending bandgap.

This induces a parabolic potential for QW excitons, which, in turn, creates a potential minimum

for polaritons [127, 189]. The implementation of this technique led to the first demonstration of

polariton condensation in a trap by Balili et al. [127].

A somewhat similar technique, that also exploits a modification of the local strain, is modula-

tion with surface-acoustic waves (SAWs). The application of SAWs creates a periodic modulation

of the exciton energy due to the periodic deformation in the crystal, as shown in Fig. 2.13(a). As

a result, this periodic modulation is responsible for folding of the polariton dispersion along the

SAW propagation direction and allows for the controlled transport of polariton in the QW plane.

Note that the application of SAWs also affects the photonic component of polaritons by modify-

ing the thickness and refractive index of the cavity layer, but the amplitude of the energy shift

is weaker compared to the excitonic component [188]. This method has been used for realising

polariton condensation in 1D and 2D dynamical acoustic lattices [190–192].

Electrostatic trapping is another set of techniques which rely on applying electric fields to

semiconductor QWs to tune the exciton energy via the quantum confined Stark effect (QCSE).

A major advantage of electrostatic trapping is the ability to dynamically tune the polariton

energy by adjusting the external field; however, an intrinsic limit to the tuning range of the

exciton energy is the carrier tunnelling out of the finite QW barriers. A possible scheme for the

fabrication of electrostatic polariton traps involves the deposition of electrical contacts on top and

bottom of the microcavity - for instance, in a Schottky [196] or conventional diode configuration,

as shown in Fig. 2.13(b) [193]. In such devices, both red-shifts in polariton energy due to the

QCSE [196] and blueshifts due to the reduction of the Rabi splitting8 [193] have been reported.

Additionally, electrostatic trapping has been successfully used to localise indirect excitons in

8The reduction of the Rabi splitting was caused by a tunnelling-induced charge buildup and fractional bleaching
of QWs, which reduced the exciton oscillator strength
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Figure 2.13: Examples of polariton potential engineering from the literature: (a) Surface Acous-
tic Waves [192], (b) electrostatic trapping [193], (c) depositing a metal mask (left panel),
etching a micropillar (middle), and defining a shallow mesa in a cavity (right) [188], (d) 1D
microwire [194], (e) all-optical polariton transistor [195], and (f) ring-shaped excitation laser
spot [84]. All images are reproduced with permission from the corresponding sources.

coupled quantum wells and study cold exciton gases in the presence of confinement [197, 198].

Considerable research interest has been dedicated to developing methods that act not on

the excitonic but on the photonic component of polaritons. One such approach is the so-called

metal mask technique, where a patterned thin metallic layer is deposited onto the top DBR, as

displayed in the left panel of Fig. 2.13(c). Effective photonic confinement is achieved as this layer

changes the boundary conditions for the electromagnetic field with respect to the semiconductor-

air interface, resulting in a modest shift in the energy of the optical resonance (typically on the

order of 0.1-1 meV [188]). This simple yet efficient technique has been used to realise 1D and 2D

periodic potential landscapes [125, 185, 186, 199].

A similar approach involves lithographical structuring to modify the cavity thickness locally.

This is achieved during sample fabrication by patterning small mesa structures into the cav-

ity layer before growing the top DBR. The buried mesas, schematically shown in right panel

of Fig. 2.13(c), provide optical confinement that is sufficiently strong to localise polaritons with

the advantage of stronger modulations of the polariton potential [200–203].

An alternative method for photonic confinement involves permanently modifying the micro-

cavity by deep etching the microcavity through all its layers (top mirror, QW(s), and bottom

mirror) down to the substrate, as shown in the middle panel of Fig. 2.13(c). This geometry cre-

ates “hard walls” for polaritons as the optical field is laterally confined by the semiconductor-air
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interface9. The main advantage of this method is scalability, as it enables the realisation of struc-

tures with almost arbitrary geometry, such as 1D and 2D channels, coupled pillar structures, and

large-scaled honey-comb lattices [187, 194, 204, 205]. Moreover, this approach has already led to

the first generation of polaritonic logic devices, including switches [195], interferometers [180],

and tunnelling diodes [206].

Another set of techniques for photonic confinement is based on hybrid cavities, where the top

and bottom mirrors are of different natures. One example involves replacing the top DBR mirror

with a highly reflecting sub-wavelength high contrast grating, which is a broadband crystal

mirror. In-plane optical confinement of polariton is achieved as strong coupling conditions can

only be maintained underneath the finite-sized grating [207]. Another hybrid approach relies

on open cavities, where the top mirror is a concave DBR deposited at the end of an optical

fibre tip. The fibre is attached to piezo actuators, which allow for tuning of the physical cavity

length, hence the cavity energy. Optical confinement is introduced through the concaveness of

the DBR [208].

Lastly, there is a third approach to engineering the polariton potential landscape that does

not target the underlying excitonic and photonic components. Instead, this approach relies on

the direct polariton-polariton and polariton-exciton interactions. These interactions, which are

usually repulsive in nature [172, 209, 210], renormalise the polariton dispersion, leading to a

continuous blue shift to higher emission energies as the polariton density increases - an effect

often referred to as the blueshift potential [81]. In the case of non-resonant optical excitation,

a large cloud of high-energy excitons is formed in the vicinity of the pump spot, in addition to

the resulting polariton density. This so-called exciton reservoir repels polaritons, driving them

away from the location of their creation. A second effect is the direct self-repulsion among the

condensed polaritons, which is manifested as a spreading of the wavefunction to fill out as much

of the trap as possible while retaining good spatial overlap with the pump spot. Therefore, these

repulsive interactions blue shift the entire polariton dispersion around the pump spot compared

to areas of low polariton and exciton density. The gradient of the exciton density translated to

a diminishing blueshift potential the polaritons experience as they move outwards and resulting

in the formation of a radially expanding polariton condensate [194, 211, 212]. As polaritons are

expelled from the excitation area, the blueshift potential energy is converted to kinetic energy,

indicating that polaritons accelerate in a manner analogous to a ball rolling down the slope of

a hill [194, 213]. Overall, the mechanism of optical confinement can be summarised as follows:

each pump spot injects an optically inactive reservoir composed of a hot electron-hole plasma

and dark excitons that repel and diffuse in all directions. During this diffusion, the optically

“inactive” reservoir relaxes in energy and forms an optically “active” reservoir of excitons, which

9This is due to the high refraction index contrast between the semiconductor (e.g. n ≈ 3.5 for GaAs) and
air (n ≈ 1)
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subsequently couple to cavity photons and form polaritons in the middle of the trap.

The effects of the density-induced blueshift potential are clearly observable in experiments.

However, some aspects of the underlying physical mechanism are still under debate, most

notably which contribution to the blueshift potential dominates. The influence of the ex-

citon reservoir [214] seems to dominate in freely expanding 1D and 2D polariton conden-

sates [194, 211], whereas for tightly trapped polaritons and in situations where the polariton

condensate is spatially separated from the exciton reservoir the polariton non-linearities pre-

vail [129, 161, 172, 215].

Engineering blueshift potentials induced by non-resonant as well as resonant optical excita-

tion has proved an efficient way to confine, manipulate, and steer polariton condensates. The ini-

tial demonstration of this effect was performed in a deeply etched wire cavity where polaritons be-

came confined in all spatial directions close to the edge of the wire, as shown in Fig. 2.13(d) [194].

The authors also demonstrated tunnelling-induced coupling of extended condensates separated

by a repulsive potential, with a tunable tunnelling strength determined by the power of the exci-

tation. Another example is the implementation of an all-optical polariton transistor switch based

on the optical gating of polariton condensate flow on a ridge [See Fig. 2.13(e)] [195]. Moreover,

polaritons can be confined all-optically by patterning smart geometries of the excitation laser

beam, for example, using a spatial light modulator. As a result, almost arbitrarily complex po-

tential landscapes can be realised, such as ring-shaped confinements [See Fig. 2.13(f)] [84, 161],

confinements created by multiple pump spots [24, 160, 161, 216, 217], and controlled flow pat-

terns in more complex landscapes [218].

The remaining of this chapter is dedicated to the semiconductor cuprous oxide and the newly

emerged field of Rydberg excitons.

2.5 Rydberg Excitons in Cuprous Oxide

Cuprous oxide (Cu2O) is one of the principal oxides of copper, found in nature as the red-

coloured mineral cuprite. Cu2O has been at the forefront of multiple fields of semiconductor

research since the first observation of its photoconductivity by A. Pfund in 1916 [219]. It was one

of the first semiconducting materials used in electronics devices, like rectifiers [220, 221], before

silicon emerged as the semiconductor of choice for most microelectronic applications. Cu2O

has also been considered a photovoltaic material suitable for low-cost solar cells, owing to the

abundance and non-toxicity of its constituent elements along with a high absorption coefficient

in the visible region [222–224].
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However, cuprous oxide does not currently have many technological applications, primarily

due to its fairly brittle texture, low durability, and lack of efficiency as an electrical component

compared to other semiconductors. An additional hindrance is the inability to fabricate high-

quality samples. Even though there have been some recent advances in growing high-quality

synthetic Cu2O [225, 226], the highest quality samples still originate from natural gemstones.

Despite the lack of technological applications, Cu2O is one of the most significant materials

for research on excitons in semiconductors. While the concept of excitons was already devel-

oped theoretically in the 1930s, the first experimental demonstration of excitons was achieved in

Cu2O in the early 1950s when E. Gross and N. Karryev observed hydrogen-like spectra near the

bandgap absorption edge [30, 227]. The same discovery was made independently by M. Hayashi

and K. Katsuki [31] in the same year. The early spectroscopic studies on excitons in Cu2O are

summarised in review articles by Agekyan [228] and Nikitine [229]. After examining the lin-

ear optical properties and their dependencies on perturbations, such as electric and magnetic

fields (See Ref. [228] and references therein) or strain [230, 231], research concentrated on the low-

est exciton series, the yellow series, and its long-lived 1S ground state. Starting from 1980s, this

state was considered a prime candidate for the realisation of Bose-Einstein condensation (BEC)

in excitonic systems [106]. Even though numerous claims of such collective exciton coherence

have been published [111–113, 232, 233], no unambiguous proof of condensation of excitons has

been given [116, 117].

In recent years, interest in Cu2O was renewed when the yellow exciton series was extended

up to a large principal quantum number of n = 25 [32]. This discovery has opened up the

research field of giant Rydberg excitons and led to a variety of new experimental and theoretical

investigations [234–250].

In the following sections, several topics related to Cu2O and Rydberg exciton are discussed,

starting with the crystal structure (Section 2.5.1) and band structure (Section 2.5.2) of Cu2O.

Next, the selection rules for optical excitation are reviewed in Section 2.5.3, followed by a

discussion on the absorption (Section 2.5.4) and photoluminescence (Section 2.5.5) spectra of

Cu2O.

2.5.1 Crystal Structure

Cuprous oxide is one of the stable phases of three well-established copper oxide compounds;

the others are cupric oxide and paramelaconite, with chemical formulas CuO and Cu4O3 [251].

Natural crystals of Cu2O can be found worldwide, with high-quality and low defect density

crystals primarily originating from African countries, such as Zaire [252] and Namibia [32, 247].

An example of a natural gemstone next to a µm-thin slab is shown in Fig. 2.14(a,b).
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Unstressed cuprous oxide crystallises in a cubic structure and can be described according

to symmetry operations of the point group Oh [251]. The unit cell consists of four copper ions

and two oxygen ions, as shown in Fig. 2.14(c). Inside the unit cell, the O atom are arranged

in a body-centered cubic (bcc) sublattice with the Cu atoms superimposed in a face-centered

cubic (fcc) sublattice. The two sublattices are shifted by a quarter of the lattice diagonal, leading

to oxygen atoms being fourfold coordinated with copper atoms as nearest neighbours and copper

atoms being linearly coordinated with two oxygen atoms as nearest neighbours. This structure

is centrosymmetric, i.e. has inversion symmetry [253]. The lattice constant is α = 4.27 Å [254].

Cu2O

500 μm

(a) (b) (c)

Cu

O

Figure 2.14: (a) Image of a natural gemstone of Cu2O. (b) Optical microscope image of a
polished thin crystal (approximately 50 µm thick). (c) The unit cell of Cu2O with the origin
on an oxygen site. Red spheres represent copper atoms in an fcc lattice, blue spheres represent
oxygen atoms in a bcc lattice.

2.5.2 Band Structure

The main properties of the electronic band structure will be summarised here. A complete

description is presented in Refs. [253, 255–259]. The optical properties considered in this work

result from the electronic properties of the valence and conduction bands around the centre of

the Brillouin zone (Γ point). At this point, cuprous oxide is a direct gap semiconductor at the

Γ point with a bandgap energy of approximately 2.172 eV at the yellow region of the visible

spectrum.

A schematic representation of the relevant electronic bands, after considering the effects of

the crystal field and spin-orbit interaction, is shown in Fig. 2.15. The symmetry of the bands

is assigned by the irreducible representations Γ±i of the point group Oh, where ± refers to the

parity [260]. The valence bands are predominantly d-like in character built up from the Cu 3d

orbitals split by spin-orbit interaction (Γ+7 - Upper VB, Γ+8 - Lower VB). The conduction bands

originate from Cu 4s electrons (Γ+6 - Lower CB), and Cu 4p electrons (Γ−8 - Upper CB) [257, 258].

By considering all possible transitions from the valence bands to the conduction bands shown
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Figure 2.15: Schematic band structure of Cu2O around the centre of the Brillouin zone and
corresponding band-to-band transitions. The terms of the form Γ±i denote the symmetry of the
wavefunctions in the different energy bands. The transition energies are: yellow (Γ+6 → Γ+7 ) at
2.17208 eV [32], green (Γ+6 → Γ+8 ) at 2.3023 eV [264], blue (Γ−8 → Γ+7 ) at 2.6336 eV [243], and
violet-indigo (Γ−8 → Γ+8 ) at 2.756 eV [266].

in Fig. 2.15, four exciton series are obtained. These exciton series are labelled after the colour

of the corresponding wavelength region and are known as the yellow, green, blue, and violet

series. Transitions from the uppermost valence band to the lowest conduction band belong

to the yellow series with a bandgap of ∼2.17208 eV at cryogenic temperatures [32, 261]. The

yellow series was the first exciton series observed and the one where giant Rydberg excitons

were first realised [32]. Even though most of the experimental and theoretical interest has been

focused on the yellow series, the other three series have attracted considerable attention in recent

years [243, 244, 262–265].

The remaining of this thesis focuses entirely on the yellow series. The yellow exciton series in

cuprous oxide has the record for the highest principal quantum number of excitons ever observed,

i.e. n = 25 in an absorption experiment [32] and n = 30 using photoluminescence excitation

spectroscopy [247]. One factor contributing to such a robust exciton series is the high exciton
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Rydberg constant. The effective masses of the electron and hole are found to be m∗
e = 0.99me

and m∗
h = 0.58me [267, 268], resulting in an effective mass of ∼0.366me. Assuming a relative

permittivity of ϵr ≈ 7.5 [267], the Rydberg energy is approximately 90 meV, which is in good

agreement with the experimentally measured values [32, 247, 269]. This Rydberg energy is

significantly higher than other conventional direct bandgap semiconductors [47], such as 4.2 meV

for GaAs [270], which is often considered the prototypical semiconductor for exciton studies.

The highly excited Rydberg yellow exciton states are accompanied by a large spatial exten-

sion due to the radius of the exciton wavefunction scaling as n2 (Eq. 2.12). The average exciton

radius using a hydrogen relation that accounts for the principal quantum number n and angular

momentum l of an orbital is [32]:

⟨rn⟩ =
1

2
αB(3n

2 − l(l + 1)) , (2.60)

where αB = 1.11 nm [271] for the P excitons in Cu2O and l = 1 for P states. Therefore,

⟨rn=25⟩ = 1.04 µm for n = 25, corresponding to a huge exciton extension of more than 2 µm,

about ten times the light wavelength required to create this exciton. This finding underlies the

role of Rydberg excitons in bringing quantum phenomena to microscopic dimensions, orders of

magnitude higher than the lattice constant.

Apart from the spatial extension, several other properties scale with n. For instance, the

dipole moment follows the exciton radius scaling law and scales as n2, the spacing between

Rydberg levels scales as n−3 [272], whereas the polarizability and natural line width scale as n7

and n−3, respectively. These characteristic scaling laws imply that highly excited Rydberg

excitons possess exaggerated properties such as huge interactions between Rydberg states and

significant sensitivity to external fields. The interactions between two Rydberg states separated

by R, in particular, scales as n11/R6 and n4/R3 for van der Waals and dipole-dipole interactions,

respectively. The former is more relevant for large separations, while the latter better describes

the interactions at small distances [32, 273].

The large dipole-dipole interactions between Rydberg excitons lead to a Rydberg blockade

effect, similar to the one observed for Rydberg atoms [274], which is manifested as a drop in

the oscillator strength of high-n states. The physical mechanism behind the Rydberg blockade

effect is as follows: when a Rydberg exciton is created, the energy needed to excite a second

exciton in its vicinity to a Rydberg state is shifted by the dipole interaction energy away from

the narrow undisturbed absorption line. As a result, resonant absorption and exciton creation

are suppressed inside the blockade volume Vblockade in which the dipole interaction energy is

larger than the absorption line width Γn. Interestingly, the Blockade effect occurs not only for

excitons with the same n but also for different n [32]. Potential applications of the blockade
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effect with Rydberg excitons include nonlocal all-optical switching and mesoscopic single-photon

devices [32, 246].

The giant interactions between excitons in Rydberg states and the resultant Rydberg block-

ade effect motivated proposals suggesting the use of Rydberg excitons to strongly enhance optical

nonlinearities and induce nonlinear processes at the level of single photons [34, 275]. These non-

linearities can be further harnessed by quantum confinement of the excitons in low-dimensional

semiconductor structures such as quantum wells and quantum dots [245, 249, 276]. Chapter 5

introduces Cu2O nanoparticles as a suitable system for quantum confinement and an exciting

platform for realising quantum technologies with Rydberg excitons.

2.5.3 Selection Rules

As discussed in Section 2.5.2, the highest valence and lowest conduction bands arise, respec-

tively, from the 3d and 4s orbitals of the Cu atoms and are the origin of the yellow exciton series.

Since both bands share the same (positive) parity, direct transitions between them may seem

dipole forbidden. However, transitions from the ground state (full valence band, empty con-

duction band) to exciton states acquire the angular momentum of the relative motion between

electrons and holes as an additional degree of freedom. The total parity of an exciton level is

thus determined by the product of the parities of the valence band, the conduction band, and

the exciton envelope wavefunction.

For an excitonic S state, the parity is positive, and the transition to the ground state is dipole

forbidden but quadrupole allowed. For a P state, the parity is negative, and the transition to the

ground state is dipole allowed. In general, exciton states in Cu2O fall into one of two categories:

The dipole-active exciton states of negative parity and odd angular momentum, which can be

observed in one-photon absorption and the exciton states of positive parity and even angular

momentum, which can be observed in two-photon absorption.

For one-photon absorption, the dominant states observed have P-type symmetry. Since

P states exist for n > 1, there is no dipole emission from the lowest energy exciton states

with n = 1. Therefore, Cu2O is a semiconductor with a so-called forbidden direct bandgap [228].

However, one-photon excitations of S excitons are allowed in terms of a quadrupole transi-

tion [243].

Due to its small radius, the 1S exciton in Cu2O is an intermediate between a Frenkel

and a Wannier exciton [44, 239], which results in an enhancement of its binding energy to

about ∼150 meV and significant deviations from the typical hydrogen-like spectrum. To de-

scribe these states theoretically, the so-called central-cell corrections have to be included as

outlined in Refs. [237, 239, 271].



2.5. Rydberg Excitons in Cuprous Oxide 57

Moreover, spin-orbit (exchange) interaction splits the 1S state into a triply degenerate or-

thoexciton state (total angular momentum J = 1) and a singlet paraexciton state (J = 0), found

12 meV below the orthoexciton [261, 277, 278]. Hence, the 1S paraexciton is actually the lowest

exciton level of Cu2O.

For 1S orthoexcitons, decay to the ground state is quadrupole allowed. However, the lifetime

of 1S orthoexcitons is mainly limited by the transition to the lower lying paraexciton state,

which is ∼1 ns [279–281]. Optical decay from the paraexciton state is forbidden to all orders

of perturbation since transitions between levels can be made when ∆J = ±1. Thus, the lowest

energy exciton state in Cu2O is a dark state, and its lifetime is expected to be long. Practically,

the lifetime of the paraexciton state is limited by nonradiative recombination at crystal impurities

and defects and can reach several microseconds [279]. The splitting into orthoexciton and

paraexciton states is also present in other S excitons, though it is most prominent for the

1S [261].

Due to its long lifetime and its small radius, the 1S paraexciton in Cu2O is considered

a promising candidate for excitonic Bose-Einstein condensation [115]. Despite the numerous

attempts [111–113, 232, 233] to verify the existence of such condensate, there is still no unam-

biguous proof of it [116, 117]. The main limiting factor is the two-exciton Auger recombination

decay, in which one exciton recombines non-radiatively, giving its energy to a second exciton

and ionising it [117]. Consequently, the Auger decay mechanism, which is pronounced in Cu2O,

hinders the formation of an excitonic condensate by reducing the density of excitons and simul-

taneously by heating the crystal [115, 282].

2.5.4 Absorption Spectrum

The whole one-photon absorption spectrum of the yellow exciton series, measured with a

high-resolution setup at a temperature of 1.35 K [283], is presented in Fig. 2.16. The absorp-

tion spectrum exhibits a beautiful hydrogenic series of P exciton absorption lines. The series

starts with the prominent 2P line and extends up to n = 22 in this case, having a hydrogenic

energy ladder following an n−2 dependence, as expected from theory (Eq. 2.9). Apart from

the prominent P states, higher angular momentum negative-parity states are visible, with the

F states appearing as small shoulders on the high energy side of the P states (See inset III for

a zoomed-in version of the F states near the 4P line). Higher angular momentum states, such

as H states (l = 5), have also been reported [234]. The 6H state is highlighted in the inset IV

of Fig. 2.16.

Interestingly, the spectrum begins with the sharp quadrupole transition of the 1S orthoex-

citon at 2.03279 eV. A zoomed-up version of this peak, shown in the inset I in the upper panel
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Figure 2.16: High-resolution absorption spectrum of the yellow exciton series of Cu2O measured
with a probe power of 1 µW at T = 1.35 K. The red line denotes the background absorption,
whereas the dashed vertical lines mark the beginning of a phonon branch. Ẽg indicates the end
of the exciton series and the transition into the continuum at about 172 µeV below Eg, the
latter being the nominal bandgap at 2.172087 eV obtained by a fit to the energies. Insets show
zooms into regions of S, F and H angular momentum states. Reproduced with permission from
Ref. [283].
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of Fig. 2.16, reveals a split into two resonances with linewidths of ∼4 µeV and ∼2 µeV. This

splitting was attributed to deviations from parabolicity in the valence band structure seen by

an exciton with finite total momentum ℏk [237, 283].

Note that the green exciton series overlaps with the energy range of the yellow series. Specif-

ically, the green 1S exciton, marked as 1Sg in the inset II of Fig. 2.16, is between the 2P and

the 3P resonances of the yellow series at an energy ∼2.1544 eV [239, 243, 261]. The higher lying

green excitons are all found above the bandgap of the yellow series.

The exciton absorption lines are superimposed on top of a continuously increasing broad ab-

sorption background, originating from phonon-assisted processes. Despite their positive parity,

S orthoexcitons can be produced by absorption of one photon under simultaneous emission of

a longitudinal optical (LO) phonon with negative parity. In Cu2O, the most relevant phonon is

the optical Γ−3 at an energy of E
Γ−3
phon = 13.6 meV, followed by the Γ−4 LO phonon with energy

E
Γ−4
phon = 82.1 meV [240, 263]. This phonon-assisted absorption occurs through a virtual inter-

mediate dipole-allowed state, with such virtual states consisting of blue/violet S-exciton states

(depending on the final state being yellow or green, respectively) [240]. By this process, an

exciton with an almost arbitrary wavenumber can be formed. The absorption coefficient is thus

proportional to the density of final exciton states, which, in turn, is proportional to the square

root of the excess energy. A phonon-assisted process manifests itself as a distinct absorption

onset that follows the expected square root dependence starting at one LO phonon energy above

the 1S exciton resonance energy. Several phonon-assisted transitions to the 1S excitons of the

green and yellow series are possible and form the continuous background on which the series of

Rydberg exciton states are overlaid [240]. The onsets of the relevant branches are indicated by

dashed vertical lines in Fig. 2.16.

Additionally, the background exhibits an exponential increase in absorption starting from

about n = 10 until the bandgap energy Eg ≈ 2.172 eV, where the yellow exciton series ends, and

the absorption spectrum smoothly transforms into a continuum. This exponential increase is

known as the Urbach tail and is attributed to the existence of a static electric microfield distri-

bution in the crystal, caused by charged impurities, that ionises the highest Rydberg states [49].

The P-exciton resonances show a characteristic asymmetric line shape. An individual ab-

sorption peak can be described by an asymmetric Lorentzian curve of the form [284, 285]:

αn(E) = Cn

Γn
2 + 2qn(E − En)

( Γn2 )
2 + (E − En)2

, (2.61)

where Cn denotes the resonance amplitude that is proportional to the oscillator strength, Γn

represents the linewidth of the nP state, qn the asymmetry parameter, and En the resonance

energy. Note that the value of En does not necessarily coincide with the peak of the absorption
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line due to the asymmetry quantified by the qn parameter.

The cause of this asymmetry is a matter of debate in the literature. Initially, Toyozawa

attributed the asymmetry to interband scattering between different exciton bands caused by

optical phonons [284, 285]. However, a later theoretical study [286] showed that the experi-

mentally observed asymmetries are larger than what Toyozawa’s theory predicts and have to

be attributed to a Fano interference effect [287] between the discrete exciton states and the

continuous phonon-assisted background. In a Fano resonance, two paths - one direct from the

discrete state and the other mediated by the continuum - interfere to produce the asymmetric

Fano profile given by:

f(ϵ) =
(q + ϵ)2

1 + ϵ2
, (2.62)

where ϵ = (E−E0)/γ is the dimensionless resonant channel detuning with resonance energy E0,

γ = Γ/2 is the linewidth of the Fano resonance with damping parameter Γ, and q is the asym-

metry parameter [287, 288]. In our case, the coupling of the Rydberg excitons to the phonon

background provides an interfering excitation pathway, thus creating a Fano resonance. This

interpretation is disputed in Ref. [289], where authors argue that exciton-phonon scattering pro-

cesses alone can explain the asymmetric line shape of the P-exciton states. It should be noted

that, within this work, the exact origin of the line asymmetry is not of major importance as it

does not affect the outcome of the experiments of Chapters 5 and 6.

As a last remark, the resonance energies of Cu2O extracted from absorption measurements

exhibit a small but systematic deviation from the ideal Rydberg series. Consequently, a quantum

defect model is often used to describe the n-dependence of the resonance energy [32, 237, 290],

in close analogy to atomic physics [291]. In this model, a quantum defect parameter δn,l is

incorporated in the binding energy relation (Eq. 2.9), giving the corrected energy dispersion:

Eb,n = − R∗
x

(n− δn,l)2
. (2.63)

The quantum defect in alkali atoms shows a weak dependence on energy. Similarly, an n-

dependence has been applied to describe the quantum defects of Cu2O excitons [290, 292].

However, for the purpose of this thesis, any n-dependence of the quantum defect will be ne-

glected.

2.5.5 Photoluminescence Spectrum

Figure 2.17 shows a PL spectrum of Cu2O measured at 6 K in the energy range most relevant

to this work [243]. In pure Cu2O samples, the lowest energy exciton state is the 1S paraexci-
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ton. Even though the yellow 1S exciton is dipole-forbidden, the direct luminescence of the

1S orthoexciton is the most dominant radiative recombination process via electric quadrupole

transitions [243]. The 1S orthoexciton peak appears at ∼2.033 eV (∼609.8 nm), accompanied by

several phonon-assisted lines, the most prominent of which is the Γ−3 -phonon-assisted 1S orthoex-

citon emission at ∼2.020 eV. This fact provides evidence of the strong interaction between the

Γ−3 phonon and 1S exciton, as discussed in Section 2.5.4. Emission originating from the paraexci-

ton is manifested as the weak Γ−5 -phonon-assisted peak at approximately 2.011 eV (∼616.64 nm),

the observation of which can be used to confirm the high quality of the crystal [248].

An additional emission mechanism present in Cu2O is the up-conversion of the yellow paraex-

citons into higher Rydberg states, manifested as several peaks at the low-energy side of the

phonon-assisted 1S yellow lines (Not shown in Fig. 2.17) [243]. The mechanism involves the col-

lision of two 1S excitons, either two paraexcitons or one paraexciton and one orthoexciton states.

After the collision, one of these excitons is excited up to a higher-energy Rydberg nP state, where

it can then decay radiatively. The other exciton is transferred to a lower state where it radia-

tively emits, creating a series of peaks between ∼1.88 to ∼1.91 eV. Both energy and momentum

are conserved during this process. However, despite this up-conversion mechanism, photolumi-

nescence from P-exciton states is three orders of magnitude weaker than the 1S orthoexciton line

and has been observed in high-resolution measurements involving high-purity samples [243, 247].

The yellow P-exciton series has been extended up to n = 10 in a PL experiment [243].

Another radiative channel in Cu2O is bound excitons. Crystal defects, such as atomic-scale

impurities and dislocations, can lead to captured excitons becoming bound at the defect site,

leading to several sharp spectral features at energies lower than the 1S paraexciton, approxi-

mately between 1.99 to 2.01 eV [293], assigned to phonon-assisted processes involving orthoex-
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Figure 2.17: Phonon-assisted luminescence of orthoexcitons and paraexcitons of the 1S yellow
state in Cu2O at 6 K. The black lines represent a fit to the spectrum. Reproduced with permis-
sion from Ref. [243].



2.5. Rydberg Excitons in Cuprous Oxide 62

citons and paraexcitons [243].

In addition to defects, copper and oxygen vacancies form traps for free excitons, resulting in

broad spectral features at much lower energy than the 1S excitons (Not shown in Fig. 2.17) [294–

296]. Specifically, a broad peak centred around ∼1.72 eV is attributed to the luminescence of

excitons trapped at doubly ionised oxygen vacancies (V++
O ). Another broad peak near ∼1.53 eV

is the luminescence band of excitons trapped at singly ionised oxygen vacancies (V+
O). Lastly, a

third feature at around ∼1.4 eV corresponds to copper vacancies (V−
Cu) [294]. The amplitude of

these peaks depends on the composition of vacancies in the sample and varies in the literature.

A recent work [247] reported a nearly complete absence of broad emission at 1.7 eV, indicating

the absence of oxygen vacancies within the probed sample volume.
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Chapter 3

Experimental Methods

This chapter is dedicated to the technical aspects of the experiments presented in this thesis.

First, Section 3.1 presents the fabrication processes used to prepare the systems studied in

this work, namely the Cu2O thin bulk crystal, the Cu2O nanoparticles, and the GaAs- and

Cu2O-based microcavities. Then, Section 3.2 introduces the experimental setups for optical

spectroscopy and interferometry measurements, along with other techniques used for material

characterisation.

3.1 Sample Preparation

3.1.1 Natural Crystal Thinning and Polishing

Most studies on the optical properties of Cu2O are based on a mined natural crystal [32,

243, 247, 248], with only a few recent publications using a synthetic crystal [225, 226]. Raw

natural crystals usually undergo a thinning and polishing procedure that renders them suitable

for optical measurements. The goal is to fabricate a thin crystal with a few tens of micron

thickness having high-quality polished surfaces.

In this thesis, all Cu2O samples originate from the same mother crystal, mined in the Tsumeb

mine in Namibia and sourced from the commercial gemstone and mineral market. We start by

cutting a small (∼1-2 mm in all dimensions) piece from this crystal. The piece is selected so

that at least one surface is aligned with one of the crystallographic axes of the Cu2O crystal

lattice, which is evidenced by a smooth, highly reflective, metallic-like surface. This assessment

is performed by eye, and XRD is not performed at this stage. One flat end of a ceramic fibre

ferrule is coated with an ethanol-soluble fast-acting adhesive (Loctite Super Glue). The sample

is then mounted on the ferrule with its natural facet side on top of the adhesive-coated ferrule
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surface. This practice ensures that the final sample will be aligned with one crystallographic

axis after the polishing procedure.

All polishing steps described here are performed on top of a glass polishing plate (Thorlabs

CTG913) that provides a hard, flat surface. For thinning and polishing, we use lapping (polish-

ing) film sheets commonly used for polishing optical fibres. Lapping sheets are typically com-

posed of tiny particles acting as the abrasive material, glued to a substrate of polyester with a

non-pressure-sensitive adhesive. By moving the sample over the polishing film, excess material is

removed and the sample surface is polished. Different grades of lapping sheets, from 30 µm down

to 0.3 µm, were used in successive polishing cycles, with each polishing cycle using a finer grit

paper. Specifically, six grit sizes were used: 30 and 12 µm grits using aluminum oxide (3M 50023

and 50022), 5 µm grit using silicon carbide (Thorlabs LF5P), 1 and 3 µm grits using aluminum

oxide (Thorlabs LF1P and LF3P), and 0.3 µm grit using calcined alumina (Thorlabs LF03P).

The ferrule is inserted into the central pinhole of a polishing puck (Thorlabs D50-F), which

ensures that it is held perpendicular to the lapping sheet surface. By moving the puck over the

sheet, while the Cu2O sample is held in contact with the lapping sheet, excess material from the

crystal surface is removed. The puck is moved in a figure of 8 pattern, which causes the direction

of polishing to move around in all directions on the end of the ferrule, ensuring even polishing

and preventing marks from polishing in only one or two directions. Additionally, the random,

uneven nature of the figure eight motion moves the sample over more surface on the polishing

sheet, thus avoiding polishing on top of areas with residue from earlier polishing strokes. The

last observation is particularly important during the final stages, when using finer grit sizes,

since residual powder on the lapping sheet can induce marks and scratches.

The sample undergoes multiple polishing cycles, followed by inspection under a commercial

optical microscope (See Section 3.2.4.1). The bright-field (BF) and dark-field (DF) optical

microscopy images of a Cu2O sample polished with three lapping sheets of different sizes are

shown in Fig 3.1(a-c). It is clear that moving from coarse to finer grits, the size of surface

defects is reduced, leading to high-quality surfaces with a small number of scratches and defects.

Polishing is halted when the desired surface quality [similar to Fig. 3.1(c)] is achieved.

Once polishing of the first surface is complete, the sample is submerged into a solution of

either ethanol or acetone to dissolve the glue and separate the ferrule from the Cu2O crystal. The

sample is again mounted on the ferrule, but now, from its polished side. The polishing procedure

described above is repeated until we obtain a thin sample (thickness ∼50 µm, verified by optical

microscopy), with both the bottom and top surfaces polished to a high quality. Figure 3.1(d)

shows one of the polished surfaces of the Cu2O sample used in the experiments of Chapters 5

and 6. The final sample is again submerged into a solvent solution to dissolve the glue and

separate the ferrule. Then, both surfaces are gently wiped with a lens cleaning tissue soaked in
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Figure 3.1: (a-c) Bright-field (top panel) and dark-field (bottom panel) optical microscopy
images of the surface of a Cu2O sample after several rounds of polishing with lapping sheets of
(a) 30 µm, (b) 3 µm, and (c) 0.3 µm. All images are taken at roughly the same sample region
with the same magnification (20x). (d) Bright-field (left panel) and dark-field (right panel)
optical microscopy images of the Cu2O sample used in the experiments of Chapter 5. (e) Image
of the copper holder assembly parts. (f) Image of Cu2O bulk crystal inside the assembly.

methanol. After that, the sample is dusted off using either an air duster or a nitrogen gun.

Previous studies have shown that Cu2O crystals glued to a substrate are strained when they

cool. This strain distorts the crystal lattice and thus influences the optical absorption spec-

trum [297, 298]. To prevent this, the crystal is kept inside a pocket formed by two transparent

CaF2 substrates (10 mm diameter and 1 mm thickness, UQG Optics WCF-111). This assembly

is subsequently placed between two copper holders, which are held together by four screws [See

Fig. 3.1(e,f)]. This holder assembly is mounted on the cold finger of the cryostat for optical mea-

surements at cryogenic temperatures. To improve the thermal contact between components, a

small amount of thermal paste (Apiezon N Grease) is applied on the edges of the two CaF2

windows, between the two copper holders, and between the holder assembly and the cold finger

of the cryostat. We use CaF2 substrates due to their excellent thermal conductivity at cryogenic

temperatures and transparency in the visible spectrum [299].
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3.1.2 Nanoparticles

Samples of Cu2O particles were prepared by implementing the solvent evaporation technique.

Specifically, a suspension of Cu2O powder (∼80 mg) in water or ethanol is formed, and then part

of it is deposited onto the target CaF2 substrate in the form of a droplet. Evaporation of the

solvent in ambient conditions leads to the formation of different self-organised microstructures

of Cu2O particles in the region of the droplet.

The first kind of Cu2O powder used for fabrication is the extracted residual powder from

polishing a natural mined crystal. We refer to these particles as natural nanoparticles (NNPs).

Additionally, we used commercial synthetic powder (Nanografi) with an average size distribution

of ∼0.6 µm. We refer to these as synthetic nanoparticles (SNPs).

Scanning electron microscopy (See Section 3.2.4.2) reveals that Cu2O particles tend to aggre-

gate and form clusters of different sizes due to Van der Waals forces as the particles redistribute

during solvent evaporation [See Fig. 3.2(a,b)]. The particles are of various sizes and shapes.

The distribution of NNPs is characterised by an average and median diameter size of ∼1.1

and ∼0.7 µm, respectively. DF optical microscopy (See Section 3.2.4.1) enables the optical
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Figure 3.2: (a,b) SEM image (top panel) and corresponding size distribution (bottom panel) for
a sample of (a) NNPs and (b) SNPs. The size distribution of SNPs, expressed as the normalised
mass frequency, is courtesy of the manufacturer (Nanografi) and is reproduced with permission.
(c) Dark-field optical microscopy image of an area containing clusters of SNPs (top panel) and
an SEM image of the single SNP (bottom panel) marked in the square orange region of the
optical microscopy image.
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characterisation of these nanoparticles. We can identify single nanoparticles by SEM and ob-

serve them as diffraction-limited spots under DF microscopy [See Fig. 3.2(c)]. Substrates with

deposited particle samples were mounted directly onto the cold finger of the cryostat using silver

conductive paint (RS PRO Conductive Lacquer).

3.1.3 Microcavities

3.1.3.1 Gallium Arsenide

The GaAs microcavity sample studied in this work was grown, processed, and initially

characterised in the group of Pavlos G. Savvidis at the University of Crete. A thorough

characterisation of the sample is presented in Ref. [150], while additional publications include

Refs [160, 161, 211, 216, 217, 300].

The microcavity is a stack of almost a hundred single-crystalline layers of AlxGa1−xAs alloys

grown by molecular beam epitaxy (MBE). MBE is a widely used technique for epitaxial (layer-

by-layer) atomically precise growth of single-crystal thin films and multi-layered structures such

as quantum wells and superlattices [301]. Material growth takes place under ultra-high vacuum

conditions on a heated crystalline substrate by the interaction of adsorbed species supplied by

atomic or molecular beams. The beams generally have thermal energy and are produced by

evaporation or sublimation of suitable materials contained in separate ultra-pure crucibles [302].

In our case, the material choice (AlxGa1−xAs) allows us to grow structures with a large number

of layers without strain buildup due to lattice mismatch since GaAs and AlAs have only a small

lattice mismatch (∼0.15 %) [303].

Figure 3.3 shows cross-sectional SEM images of the sample used for the experiments presented

in Chapter 4. The microcavity is formed by two highly reflective DBR mirrors with 32 (top)

and 35 (bottom) alternating pairs of Al0.15Ga0.85As/AlAs layers of thickness 57.2/65.4 nm.

The cavity active layer has an effective optical length of 5
2
λc
nc
, where λc = 805 nm is the design

wavelength of the microcavity. A set of three 10 nm GaAs QWs, separated by 10 nm Al0.3Ga0.7As

spacer layers, is placed at each one of the four antinodes of the cavity electric field to enhance

the coupling of excitons to the photonic mode. A wedge in the cavity thickness gives access to a

tunable cavity-exciton detuning parameter ∆, with negative detunings up to -9.7 meV previously

observed [150].

The experimental quality factor of the sample exceeds Q > 16, 000, yielding cavity-phonon

lifetimes of τc > 7 ps. Strong coupling between the cavity and exciton modes has been achieved

with a Rabi splitting of ℏΩ = 9 meV. Polariton condensation under non-resonant optical

pumping in this sample has been previously observed [217, 300].



3.1. Sample Preparation 69

(a)

top DBR

AlAs

GaAs (QW)

Al
0.15

Ga
0.85

As

Al
0.3

Ga
0.7

As

bottom DBR

substrate

cavity layer

(b)

Figure 3.3: Cross-sectional SEM image of the microcavity structure formed on a GaAs substrate
by layers of different AlxGa1−xAs alloys. (a) Full cavity structure. (b) Close-up of the cavity
layer with its 4 x 3 QWs positioned at the electric field antinodes. Image courtesy of Pavlos
Savvidis, reproduced with permission.

Transfer matrix simulations of the microcavity sample are shown in Fig. 3.4. The microcavity

was excited non-resonantly in the second Bragg mode at the high-energy side of the stopband,

marked by the red arrow in Fig. 3.4(a). All reported experiments were performed at sample

positions where the cavity mode is detuned about 6-7 meV below the exciton energy at k|| = 0.

3.1.3.2 Cuprous Oxide

The second microcavity sample studied in this thesis uses Cu2O as the active layer. I thinned

and polished of the Cu2O crystal while DBR design and deposition were performed by Sai K.

Rajendran. X-ray diffraction measurements were performed by Y. Nanao and S. K. Rajendran.

A schematic of the fabrication process is presented in Fig. 3.5. It starts by mounting a small

piece of natural Cu2O crystal on a fibre ferrule with its natural facet side on top of the ferrule,

as outlined in Section 3.1.1. Once polishing of the top surface is complete, we separate the

crystal from the ferrule. The polished side of the Cu2O crystal is subsequently mounted on top

of a DBR-coated CaF2 window using an ultraviolet-cured epoxy. The epoxy (Norland Optical

Adhesive, NOA61) is transparent in the visible region and is used commercially for bonding

optical elements. The epoxy was spin-coated (3000 RPM for 30 seconds) to ensure the thinnest

possible layer. To further reduce its thickness, the sample is gently pushed onto the epoxy before

UV curing. Due to its small thickness compared to the Cu2O layer and its high transparency in

the yellow region, the epoxy layer is neglected in all simulations of Chapter 6, even though it is a

part of the active layer of the microcavity. The second surface of the crystal is thinned down to a
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Figure 3.4: Transfer matrix simulations of the GaAs cavity studied in this thesis. (a) Calcu-
lated reflectivity spectrum showing the upper and lower polariton modes with a Rabi splitting
of ∼9 meV. The red upward indicates the excitation wavelength during measurements. Inset is
a close-up of the two polariton modes. (b) Refractive index profile (grey step graph) and light
field intensity distribution (red line) around the central part of the microcavity with the top and
bottom DBR mirrors (left and right) and the 5/2λc cavity with four sets of three QWs. The
simulations were performed using the tmm Python package [64].

thickness ∼30 µm and polished with the finest grit (0.3 µm). The final step involves depositing

the top DBR directly on the Cu2O crystal to form a cavity. The bright-field reflectivity images

in Fig. 3.5 show the sample before and after the deposition of the top mirror, confirming the

successful integration of the DBRs with the Cu2O layer in the microcavity.

The DBR mirrors were fabricated by RF sputtering alternating layers of SiO2/Ta2O5 at

room temperature to obtain maximum reflectivity near 575 nm, i.e. at the wavelength region

of yellow P excitons of Cu2O. The top (bottom) mirror contains 13 (10) pairs of alternating

67.6-nm-thick SiO2 and 98.9-nm-thick Ta2O5 layers. However, there can be up to 5% variation

in thickness depending on the position of the substrate in the chamber.

The transmission spectra of a 10- and 13-pair DBR were measured using an ellipsometer

at normal incidence and are presented in Fig. 3.6(a). These DBRs were fabricated on separate
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Figure 3.5: Schematic illustration of the process used to fabricate the Cu2O microcavity: (a) A
bulk Cu2O crystal, cut from a natural stone, is mounted on a ferrule and its top side is polished.
(b) The polished side of the crystal is mounted on a DBR-coated CaF2 substrate using an
ultraviolet-cured epoxy. (c) The other surface is thinned down to a thickness of ∼30 µm and is
polished as outlined in Section 3.1.1. (d) The top mirror is grown on top of the Cu2O crystal to
form the cavity. Optical microscopy images of the half cavity (c) and full cavity (d) are provided
below the corresponding steps.

CaF2 substrates and were co-deposited at the same run as the ones in the microcavity sample

to ensure same sputtering conditions. There is good agreement between designed and experi-

mentally characterised transmission spectra through the DBRs with a stopband of ∼140 nm.

The mismatch in the position of the stopband is assigned to a difference in the experimentally

realised and theoretical thickness of the deposited layers. The calculated transmittivity minima

are 0.25 (0.27)% and 0.08 (0.03)% for the 10 (13) pair DBR. This small mismatch is assigned to

scattering losses in the substrates (60/40 scratch/dig) and mirrors when measured over a 2 mm

spot diameter with an ellipsometer. These effects can lead to a drop in the measured DBR

transmission minimum and resultant quality factor by about 10%.

Figure 3.6(a) also shows the calculated transmission spectrum through a microcavity with

a 32 µm thick transparent layer of refractive index 3 (same as Cu2O [304]), demonstrating the

expected free spectral range and cavity linewidth of such microcavity. The absorption coefficient

of a 75 µm thick Cu2O crystal measured with a large bandwidth low resolution (150 l/mm)

grating is overlaid on the same figure to demonstrate the overlap between the DBR bandgap

and the absorption of the yellow P excitons.

To confirm that the Cu2O crystal is cut along the crystal planes of the crystal lattice, we

performed X-ray diffraction (XRD) (See Section 3.2.4.3). The microcavity sample was mounted

on the sample stage in an X-ray diffractometer, and a θ− 2θ scan was performed to extract the

XRD spectrum of the Cu2O crystal [See Fig. 3.6(b)]. Reference calculated XRD intensity and
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Figure 3.6: (a) Left panel: Experimental (solid lines) and TMM simulated transmission (dashed
lines) through a 10- and 13-pair DBR and a cavity (solid grey line). An experimental absorp-
tion spectrum of a 75 µm thick Cu2O crystal taken in a low spectral resolution broadband
measurement (solid maroon line) is also overlaid (right axis). Right panel: Zoomed-in version
at the vicinity of the yellow P excitons of Cu2O. (b) Experimental X-ray diffraction spectra
of the Cu2O crystal in the microcavity (green) overlaid on a theoretical spectrum from cubic
Cu2O (grey) extracted from literature [305].

peak positions from a cubic Cu2O crystal [305] (shown as grey bars in Fig. 3.6) confirm that the

Cu2O crystal was cut and polished along the [111] crystal axis.

3.2 Experimental Setup

3.2.1 Optical Spectroscopy

Optical spectroscopy is a powerful tool for probing the electronic and optical properties of

materials. It is at the core of light-matter interaction research as it enables studying the optical

response of the electronic structure of a material. Two spectroscopic techniques were mainly

used in this work: absorption and photoluminescence. Absorption of spectrally-broad light is

determined by the spectral features (resonance energy, lineshape, etc.) of optical transitions

and hence can give insights into the electronic and phonon structure of a material. Complemen-
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tary to the information obtained via absorption, photoluminescence spectroscopy investigates

the emission properties. The following five sections describe the implementation of these two

techniques in the experiments of Chapters 5 and 6.

3.2.1.1 Absorption Spectroscopy

The absorption of light by an optical medium is quantified by its absorption coefficient,

defined as the fraction of the power absorbed in a unit length inside the medium. In this thesis,

the absorption coefficient of bulk and NPs of Cu2O was measured using broadband absorption

spectroscopy. Specifically, light of a specific wavelength range is directed onto the sample, and

the transmitted light is recorded and spectrally analysed by a spectrometer at the other end.

Neglecting reflection, the transmission through a material T can be modelled with the Beer’s

law [36]:

T =
I

I0
= e−α·d , (3.1)

where α = α(λ) is the wavelength-dependent absorption coefficient, d is the thickness of the

material, I is the transmitted intensity, and I0 is the input intensity. Equation 3.1 assumes

weak optical nonlinearities and therefore it is only valid for low intensities [36]. The intensity I0

can be approximated by measuring the transmitted intensity at a position away but close to

the sample. Losses due to reflectance at the air−Cu2O (first) and Cu2O−air (second) interfaces

should be taken into account by considering the reflectance at the interface Rintf , between two

lossless media with refractive indices n1 and n2 at normal incidence [306]:

Rintf =
(n2 − n1
n2 + n1

)2
. (3.2)

For air (nair ≈ 1) and Cu2O (nCu2O ≈ 3 [304]), reflectance is estimated Rintf ≈ 0.25. The

corresponding transmittance is Tintf ≈ 0.75. Therefore, there is ∼25% loss of intensity at each

interface due to reflection, or, equivalengtly, only ∼75% of the incident intensity is trasmitted.

Equation 3.1 now reads:

T =
I

I0
= Tintf · e−α·d · Tintf = T 2

intf · e−α·d = 0.752 · e−α·d ≈ 0.56e−α·d . (3.3)

3.2.1.2 Photoluminescence Spectroscopy

Photoluminescence (PL) is the emission of light from a material under optical excitation of

higher energy. Photoluminescence spectroscopy is a powerful tool for characterising the opto-

electronic properties of semiconductors. Analysing the spectrum of the emitted light can provide
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information about the band structure of a material, its composition, overall quality (impurity

and defect levels) and other carrier-related phenomena such as transport, relaxation, recombi-

nation, and exciton formation.

In a typical photoluminescence experiment, a probe light beam of relatively high-energy

photons is focused on the sample, and the emitted photons, usually at lower energy, are collected

and analysed by a spectrometer. The optical path layout of a photoluminescence measurement

is, therefore, quite similar to an absorption measurement. A critical difference between the two

spectroscopic methods is that the emitted photons during photoluminescence can be collected

from any side of the sample, either the front side where the probing light incidents, the back

side, or the edges. As outlined in Section 3.2.1.5 and Fig. 3.8, in this work, photoluminescence

is collected in a backscattering geometry, i.e. from the same side as the excitation radiation.

The physical process behind photoluminescence in a direct gap semiconductor, illustrated

in Fig. 3.7(a), consists of the following three major steps [36, 37, 48, 306]:

1. Excitation: An external photon with energy ℏω’, usually higher than the bandgap Eg of

the semiconductor, excites an electron from its initially occupied valence band state to an

empty conduction band state, thus forming an electron-hole pair.

2. Thermalisation: The photoexcited electron and hole relax towards lower energy states

before reaching quasi-thermal equilibrium with the lattice close to the CB and VB edge

states. This process is depicted as a cascade of transitions with the bands in Fig. 3.7(a).

Each step corresponds to the emission of a phonon with the appropriate energy and mo-

mentum to satisfy the conservation laws.

3. Radiative recombination: The energy-relaxed electron and hole recombine as the elec-

tron at the CB edge state transits to the empty VB edge state, radiatively emitting a

photon with energy approximately equal to the bandgap energy ℏω ≈ Eg.

The electron-phonon coupling in most solids is very strong, and electron-hole pairs thermalise

on time scales as short as ∼100 fs. Radiative lifetimes are in the nanosecond range; therefore,

carriers are able to relax by phonon emission before recombination [36].

The optical wavelength λ = c/f ≈ 300 − 700 nm is orders of magnitude larger than the

lattice constant α, which is usually of the order of a few Å. Consequently, the magnitude of the

photon wavevector 2π/λ is negligible compared to the characteristic dimension of the Brillouin

zone 2π/α. As a result, the momentum of the emitted photon can be neglected. Conservation

of momentum dictates that the electron and hole that recombine must have the same k vector;

that is why the transition is represented by a downward vertical arrow on the band diagram

of Fig. 3.7(a).
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Figure 3.7: Schematic illustration of (a) The photoluminescence in a direct gap semiconductor.
A probing photon with energy ℏω’ excites an electron to the CB, leaving behind a hole in
the VB (Excitation step, shown in blue). The photo-excited electron and hole relax to their
respective band edge states (Thermalisation step, shown in orange). The energy-relaxed electron
and hole recombine radiatively to emit a photon with energy ℏω < ℏω’ (Thermalisation step,
shown in red). (b) Real-space imaging, where a position at the object plane O corresponds to a
position at the imaging plane O’ and (c) Fourier-space imaging, where a direction at the object
plane O corresponds to a position at the imaging plane O’.

In reality, however, the recombination of the electron-hole pair can also be non-radiative,

such that the energy from the electron-hole recombination is transferred to the crystal lattice.

Materials contain defect levels within the bandgap due to intentional or unintentional doping

agents, crystal defects, and dislocations. These defect energy levels have a strong tendency to

capture carriers temporarily as an intermediate step before the completion of the recombination

process; a carrier is first captured at this energy level and then makes an annihilating transition

to the opposite band. When captured electrons and holes recombine radiatively at these levels,

defect luminescence is manifested as additional, usually broad in linewidth, lines in the PL spec-

trum. Such defects are known as radiative recombination centres; otherwise, they are referred to

as non-radiative traps. In the latter case, the excess energy is released as thermal energy (heat),

or equivalently, phonons are emitted [37]. Additionally, during an Auger-type process, excess

energy can be transferred to a third carrier which is then excited to higher energy levels within

its respective band. This highly energetic carrier then thermalises back down to the band edge

through collisions with the semiconductor lattice. Overall, the eventual luminescence power of

a semiconductor is the result of the interplay between radiative and non-radiative recombina-

tions of the electron-hole pairs. If non-radiative processes occur at a faster rate than radiative

transitions, very little light will eventually be emitted [36, 306].

In this work, two configurations were routinely used to map sample surfaces (imaging) or
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analyse light signals (spectroscopy and interferometry): real-space and k-space imaging and

spectroscopy, as described below.

3.2.1.3 Real-Space Imaging and Spectroscopy

In a typical setup for real-space imaging (or similarly spectroscopy), as schematically illus-

trated in Fig. 3.7(b), the excitation beam is focused on the sample surface with a lens (usually

an objective). The same lens is also used for collecting the emitted signal. The collected light

is then sent to the imaging lens, which focuses the image of the sample surface on the entrance

slit of a spectrometer or to a camera. As shown in Fig. 3.7(b), a position at the sample surface

plane O corresponds to a position at the imaging plane O’.

3.2.1.4 k-Space Imaging and Spectroscopy

k-space, also called Fourier- or momentum-space, imaging is a commonly used technique for

characterising polariton modes in microresonator systems. A schematic picture of this experi-

mental setup is presented in Fig. 3.7(c). Simple ray tracing arguments show that when using

a lens for imaging the surface of a sample, the back focal plane of this lens corresponds to the

Fourier Plane. This plane has the characteristic property that each point corresponds to one

specific angle of emission, independently of the exact real-space origin in O.

As mentioned in Section 2.2.3, the angle of photon emission out of a cavity (angle with

respect to the surface normal) directly corresponds to the in-plane momentum of its emitter

inside the cavity (Eq. 2.33). Additionally, the energy of the emitted photons is equal to the

energy of the intracavity polaritons due to energy conservation laws. Consequently, studying

k-space emission allows us to access all this information and measure the dispersion of polariton

modes.

Note that imaging the Fourier plane requires one more lens of focal length f compared to the

setup used for the real-space imaging, which has to be placed at a distance f from the Fourier

plane.

3.2.1.5 Optical Setup

The optical setup used for the absorption and photoluminescence measurements of Chapters 5

and 6 is schematically illustrated in Fig. 3.8(a). It was used for measurements on bulk and NPs of

Cu2O as well as the Cu2O microcavity. Part of this setup was used for measuring the coherence

of exciton-polaritons in the GaAs microcavity (See Section 3.2.2 for a full description of the

interferometry setup).

To measure the absorption coefficient of Cu2O (both in bulk and nanoparticle form), we used
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a broadband green-yellow light-emitting diode (LED) with a centre wavelength of 554 nm (Thor-

labs MINTF4). The LED is coupled with a 200 µm optical fibre (Thorlabs M25L02 - Ø200 µm,

0.22 NA), resulting in a typical output power of ∼8.5 mW.

For all measurements on the Cu2O microcavity sample, a broadband femtosecond white

laser (NKT Laser SuperK EXTREME EXU-6) was used. The laser was spectrally filtered by an

acousto-optic modulator (See Section 3.2.2.3) run at 10% amplitude to create a top-hat excitation

from 568 to 582 nm in wavelength [See Fig. 3.8(b)]. Specifically, wavelength tuning is electrically

controlled through the application of radio-frequency (RF) signals. When a sinusoidal RF input

signal is applied to the modulator, diffraction is limited to a narrow range of optical frequencies,

where a phase-matching condition involving both optical and acoustic waves is fulfilled. The

filter essentially works in two ways: the diffracted light functions as a bandpass filter, while the

non-diffracted light acts as a notch filter. In this work, a NKT SuperK SELECT was used a

multi-channel tunable filter, giving access to up to eight simultaneous, freely tunable wavelength

channels. The laser has a repetition rate of 78.1 MHz and ∼5 ps pulse duration.

For PL studies, a green laser diode (Osram Opto PLT5 520B 80mW) emitting at 520 nm

is used in a back-reflection geometry, in which photoluminescence is collected from the same
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spot on which the exciting beam is focused by an objective lens. A short pass filter with a

cut-off wavelength of 550 nm is placed right after the laser diode to block unwanted, higher-in-

energy laser lines. A long pass filter with a cut-off wavelength of 550 nm is used to block the

back-reflected laser emission at 520 nm from entering the spectrometer.

For absorption spectroscopy, an objective lens (20x Mitutoyo Plan Apo, NA = 0.42) focuses

the excitation light to a spot on the sample (∼100 µm diameter for the LED, ∼1.5 µm for the

NKT). For real-space spectroscopy of the cavity, a planoconvex lens with f = 25 mm was used,

creating an excitation spot ∼3 µm. In all cases, an objective lens (Mitutoyo BD Plan Apo 20x,

NA = 0.42) collects and collimates the transmitted light from our sample.

The emitted signal from all samples in this work is collected, dispersed, and analysed using an

Andor Shamrock 750 spectrometer. It has a 750 mm focal length (f/9.7 aperture) and is equipped

with three diffraction gratings on its turret: 150 g/mm, 1200 g/mm, and 1800 l/mm. The vast

majority of spectra used in this thesis were obtained using the 1800 l/mm grating, which gives

the highest spectral resolution. This grating is optimised for the wavelength range 350-900 nm,

and its resolution at the yellow exciton transitions is 0.03 nm (∼112 µeV). The wavelength

accuracy is ±0.016 nm.

The geometry of the spectrometer is shown in Fig. 3.8(c). It is a standard Czerny-Turner

design, where the incoming signal is focused at the entrance slit (A). The slit is placed at the

focal point of a parabolic mirror (B) that collimates the divergent incoming light (focused at

infinity). The collimated light is then diffracted from a reflective grating (C) and is collected

by a second parabolic mirror (D), which refocuses the dispersed light on the exit slit (E). In all

measurements, the slit was kept as closed as possible (∼10 µm) to obtain the highest spectral

resolution achievable.

A deep cooled Andor Newton (DU971P-BV) charge-coupled device (CCD) is attached to the

exit of the monochromator. The camera utilises the thermoelectric effect to operate at −60 ◦C

for a high signal-to-noise ratio. The CCD sensor contains 1600 (H) × 400 (V) pixels with a

pixel size of 16 µm × 16 µm. The camera has a quantum efficiency >90% in the spectral range

from 500 nm to 700 nm, with maximum quantum efficiency (>95%) at ∼575 nm.

The Andor Newton CCD can also be used for imaging a sample surface or emission signal,

without spectral analysis, by keeping the spectrometer slit open and using the zeroth-order

mode of the diffraction grating. This mode of operation does not provide any angular disper-

sion (change in angle with change in wavelength) and is manifested as a typical surface reflection.

However, the spectrometer and the CCD are primarily used for spectral analysis, and a

second camera is added for imaging. For this purpose, a beam splitter is placed in the setup

so that 50% of the incident light is transmitted towards the spectrometer, and the remain-

ing 50% is reflected to a scientific CMOS (sCMOS) camera (Thorlabs Quantalux CS2100M-
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USB). The number of active pixels is 1920 (H) × 1080 (V) pixels, and the pixel dimension

is 5.04 µm x 5.04 µm. The camera’s quantum efficiency is approximately 60% in the wavelength

region from 525 to 625 nm, with a peak quantum efficiency of 61% at 600 nm.

3.2.2 Interferometry

3.2.2.1 Setup Overview

The experimental setup used for the interference measurements of Chapter 4 is schematically

presented in Fig. 3.9. It can be conceptionally divided into four main parts:

1. Laser pattern generation: A home-made tapered amplifier laser system emitting at

765 nm generates the pump laser beam (shown as a red line throughout the schematic),

which is directed onto an acousto-optic modulator (AOM) for amplitude modulation. The

final key component is a spatial light modulator (SLM), whose function is to generate the

optical potentials for trapping polariton condensates.

2. Microcavity imaging and emission collection: A telescope formed by a spherical

lens (L4) and a microscope objective is implemented to scale the laser excitation pattern

down to micrometre dimensions and project it onto the microcavity sample mounted inside

the cryostat. Polariton emission is then collected from the same objective (backscattering

geometry) and is directed towards the interferometer. A bandpass filter centred at 800 nm

(FWHM = 40 nm) is used to filter out the laser radiation from entering the interfer-

ometer and, ultimately, the spectrometer. A removable lens (L5) is included for k-space

measurements.

3. Interferometer: Temporal coherence measurements are performed by implementing a

Michelson interferometer in the mirror-retroreflector configuration. The retroreflector is

mounted on a motorised linear translation stage (Thorlabs LTS300/M) equipped with

an integrated stepper motor controller, which facilitates the automated movement of the

retroreflector for up to 30 cm of translation.

4. Direct imaging and spectral analysis of real- and k-space: The last part of the setup

allows for the direct imaging (onto the sCMOS camera) and spectral analysis (through the

spectrometer) of the two-dimensional real-space or k-space emission from the sample. The

spectral resolution of the spectrometer is ∼0.03 nm (∼60 µeV) at the spectral region of

the polariton modes (∼800 nm).



3.2. Experimental Setup 80

M2

M4

SLM

AOM

L1

L2
L3

M1

M3

L4

BB

BB

M5

1
st 1

st

0
th

0
th

1

3

sCMOS

Objective
Lens

Sample

C
ry

o
st

a
t

RR

Removable
k-space lens

M6

M8

Flipper Mirror
M7

L6

L7

L5

1
2
3
4

Laser pa�ern genera�on

Microcavity imaging and emission collec�on

Interferometer

Direct imaging and spectral analysis of real- and k-space

Time Delay

1

2

4

3

CCD

Spectrometer
Focal length = 0.75 m

Laser
765 nm

Bandpass 
Filter

BS

BS

M: Mirror
L: Lens

BB: Beam Blocker

RR: Retroreflector
BS: Beam Splitter
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3.2.2.2 External Cavity Diode Laser and Tapered Amplifier Laser System

The laser system used to optically excite the GaAs-based microcavity sample is schematically

illustrated in Fig. 3.10(a). It emits at 765 nm with a linewidth of ∼10 MHz and a maximum

output of ∼2 W. The laser was designed by Dr H. Ohadi and was assembled by the author with

the assistance of Dr H. Ohadi.
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The system consists of an external cavity diode laser (ECDL) coupled with a tapered

amplifier [307–309], mounted on a single baseplate with an enclosure. Specifically, a laser

diode emitting at 760 nm (Eagleyard Photonics EYP-RWE-0760-02010-1500-SOT12-0000) is

initially mounted in a tube equipped with an aspheric collimation lens with a focal length f =

4.51 mm [denoted as L1 in Fig. 3.10(a)]. The external cavity is implemented in a modified

Littrow configuration, where the collimated beam is reflected by a diffraction grating, with the

first-order diffraction mode retroreflected back into the diode and the zeroth-order used as out-

put [310, 311]. Optical feedback with a narrow-linewidth laser output is thus established between

the end facet of the laser diode and the diffraction grating, which form an external cavity.
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Figure 3.10: (a) Schematic illustration (left) and image (right panel) of the TA laser system.
The focal length of the three aspheric lenses L1-3 is f = 4.51 mm. For the cylindrical lens L4
f = 50 mm. The diffraction grating is a reflective holographic grating with 1800 grooves/mm.
(b) Schematic drawing of the TA chip. Image courtesy of Eagleyard Photonics, reproduced with
permission. (c) Schematic drawing of the top-view of the TA chip where the straight, index-
guided section of the chip of length d1 and width w1, and the tapered, gain-guided section of
length d2 and output width w2 are depicted. Typical values are: d1 ≈ 0.5 mm, d2 ≈ 1.5−3 mm,
w1 ≈ 1− 3 µm and w2 ≈ 200µm [307].
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Moreover, only a narrow range of wavelengths reflects back to the diode for amplification

because of the wavelength-selective reflectivity of the grating. However, as the wavelength is

tuned, the direction of the output beam changes. For this reason, a mirror (M1) is placed

on the same stage as the grating to compensate for grating adjustments. Besides tunability

and narrow linewidth, an ECDL constitutes a low-cost and compact laser device offering high

stability [312, 313].

Single-mode operation requires that the transverse dimension of the laser diode to be of

the order of the optical wavelength, which limits the output power of the ECDL (∼100 mW).

This restriction was circumvented by coupling the ECDL to a tapered amplifier (TA). This

device amplifies the low output of the seed ECDL, while simultaneously preserving its spectral

properties (wavelength, linewidth etc.) [307, 314]. The seed laser beam is initially inserted from a

narrow aperture into a short, straight, index-guided section in the TA chip (Eagleyard Photonics

EYP-TPA-0765-02000-4006-CMT04-0000) [See Fig. 3.10(b,c)]. The narrow transverse dimension

of this region allows for the excitation of only the fundamental transverse mode, thus ensuring a

high beam quality. The light radiation is then guided into a longer, tapered, gain-guided region

for optical amplification. This region is typically made of a III-V semiconductor (AlGaAs in our

case). While in operation, carrier population inversion is established through uniform electrical

pumping of the tapered region. Consequently, optical amplification of the propagating beam

is achieved through the mechanism of stimulated emission from electron-hole recombination,

just as in conventional lasing. An essential requirement for optical amplification is that the

wavelength of the tapered amplifier matches the wavelength of the seed laser. For this purpose,

a TA chip with a centre wavelength of 765 nm is used for amplifying the ECDL. The laser after

the TA has a maximum output of ∼2 W.

The design of the TA chip is such that the propagating beam is freely diverging in the tapered

plane until it is emitted through the much wider aperture at the end of the tapered section [See

Fig. 3.10(c)]. An aspheric lens (f = 4.51 mm) is placed on either side of the TA chip, the

first (L2) for focusing the input and the other (L3) for collimating the vertical component of the

output beam. Apart from high divergence, the output beam is highly astigmatic. Therefore,

an additional lens with a cylindrical shape (L4) is placed after L3 for collimating the horizontal

component of the beam.

A small portion of the amplified radiation is reflected back from the front facet of the TA chip

and could disturb the single-mode operation of the seed laser diode. A Faraday isolator (Qioptiq

FI-780-5SV, denoted as FI1) is placed between the ECDL and the TA in order to suppress this

back-reflected radiation. Furthermore, back-reflections from optical components after the laser

system can potentially cause permanent damage to TA chip. To prevent this, another Faraday

isolator (FI2) is placed after the TA chip.
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Stable operation requires the temperature regulation. Maintaining the temperature of the

seed laser diode constant guarantees power and frequency stability. Additionally, the TA chip

needs to be actively cooled since ∼10 W of power is electrically pumped into the chip (I = 3.8 A,

V = 2.9 V), but only ∼2 W of optical power is extracted. For this purpose, a thermoelectric

cooling device is placed below the mounts for both the diode and the TA chip.

Finally, our laser system offers several advantages compared to other lasers commonly used

within the polariton community, e.g., Ti:sapphire [125, 217, 300, 315, 316]. Most importantly,

low-intensity noise operation makes it an ideal laser system for interferometric measurements.

Because random fluctuations in the laser power are minimised, the dephasing induced by our

apparatus is minimised as well. This, in fact, has been demonstrated using a solid-state laser

diode pump [153]. Moreover, the ECDL coupled with the TA laser is a compact device (all

components mounted on the same enclosable baseplate) with a low construction cost (∼£7500)

and low maintenance. On the flip side, its tuning range (∼10 nm) is considerably less than that

offered by Ti:sapphire lasers (∼100 nm) [317].

3.2.2.3 Acousto-Optic Modulator

The purpose of the acousto-optic modulator (AOM) in our setup is twofold: it acts both as

a beam-chopper for pulsed operation and as an intensity modulator for electronically controlling

the pump power. Its operation is largely dependent on an external driver, which generates

a radio-frequency (RF) signal that is converted to an acoustic wave within the crystal of the

AOM, propagating perpendicularly to the laser beam. The mechanical stress induced by the

acoustic wave leads to the formation of a grating pattern in the refractive index profile of the

AOM crystal, at which light can experience Bragg diffraction [318]. For our measurement, the

first-diffraction order is selected with a diffraction efficiency ∼85% [319].

During pulsed operation, exciting the sample and recording its emission requires the com-

bined operation of three components: the AOM (AA Opto-Electronic MT80-A1.5-IR) and its

driver (AA Opto-Electronic MODA80-B4-34), a function generator, and the camera. The AOM

driver is connected to the output terminal of a function generator, which is set to produce rect-

angular waveforms [See Fig. 3.11(a)]. Its amplitude regulates the pump power, and its duty

cycle acts as a chopper, producing pulses of defined duration (usually ∼50 µs in our experi-

ments). Moreover, the function generator has an external trigger input terminal connected to

the sCMOS camera. When set to capture an image, the camera sends an input signal to the

function generator used to trigger its output. Once the trigger signal is sent, the camera will

stay active for the whole duration of the input pulse; hence the whole polariton emission will be

recorded. The rise time of the AOM is measured to be ∼40 ns [See Fig. 3.11(b)].
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Figure 3.11: (a) Schematic representation of the triggering mechanism. (b) Laser pulse (blue
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3.2.2.4 Spatial Light Modulator

A spatial light modulator (SLM) is implemented to phase-shape the pump laser beam and

therefore produce arbitrary intensity patterns on the sample. In this work, the SLM (Hamamatsu

LCOS-SLM X10468) is based on liquid crystal on silicon (LCOS) technology (LCOS-SLM) and

consists of an array of voltage-controlled liquid crystal cells, each constituting a pixel in an

800 × 600 pixel display. The birefringent molecules are initially parallelised but tilt according

to an electric field which can be controlled pixel by pixel. A difference in tilt angles results

in a change in refractive index. This, in turn, changes the optical path length in the liquid

crystal layer; therefore, the light will experience a voltage-dependent phase shift [320]. Because

all pixels can be addressed individually, spatially varying phase patterns can be imprinted on

the pump laser.

Modulating the phase of the pump laser with an SLM causes it to be diffracted, similar

to a conventional grating. A Fourier lens, i.e. a lens which is separated by its focal length f

from both the SLM and the desired image (sample) plane (See Section 3.2.1.4), is then used to

focus light with a specific angle of incidence to a corresponding spot in the image plane, thus

translating diffraction angles (reciprocal space) to spatial position (real space).

In this work, the so-called mixed-region amplitude freedom (MRAF) algorithm [321] was used

to create the laser pattern. This algorithm allows the generation of clean, high-resolution laser

patterns (∼2 µm on the sample surface), at the cost of a relatively low efficiency (∼20% of the

incident laser power). A computer program to control the SLM based on the MRAF algorithm,

originally implemented by Dr H. Ohadi, is used to shape the excitation pattern.
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3.2.3 Cryogenic System

Temperature is an important factor when studying excitonic/optoelectronic mechanisms in

semiconductors. At elevated temperatures (>80 K), PL emission is usually broad in width, and

its intensity is thermally quenched. Performing PL measurements at cryogenic temperatures

can yield information about excitonic states that would otherwise be hidden by thermal effects

at elevated temperatures [36].

For these reasons, the optical setup described in Sections 3.2.1.5 and 3.2.2.1 was coupled with

a cryogenic system to perform optical measurements at 4 K. The cryogenic system, schemat-

ically illustrated in Fig. 3.12, consists of five main parts: the cryostat (Oxford Instruments

MicrostatHe), the transfer line (Oxford Instruments LLT700/13 - Transfer Tube: 1.3m Dewar

Leg. 1.3m Flexible Section), a liquid helium storage dewar (Wessington Cryogenics CH-120),

the temperature controller (Oxford Instruments MercuryiTC), and the recovery system.

The cryostat is a continuous helium-flow cryostat that performs in the temperature range

from 3.2 K to 500 K. The cryostat has a short working distance (as low as 4.5 mm) and is

configured for reflectance and transmission measurements. Liquid helium is continuously trans-

ferred through a high-efficiency superinsulated line to a copper sample mount inside the cryostat

vacuum space. A needle valve is incorporated in the transfer line and is used to regulate the

flow of cryogens to the sample mount. One end of the transfer line is inserted into the cryostat,

while the other end is inserted into the He storage dewar. The dewar consists of a He reservoir,

surrounded by a vacuum jacket, which isolates the reservoir from the ambient conditions of

the room. Helium flow through the system is controlled through a flow meter (Oxford Instru-

ments VCU Helium and Nitrogen Gas Flow Controller). Vaporised helium used in the process

is recaptured and directed to a helium recovery system for reliquification.

Proper operation of the cooling system requires that the cryostat is in a vacuum. Vacuum

inside the cryostat provides effective thermal insulation, resulting in shorter cooldown times,

lower temperatures in the sample mount and lower He consumption. For this purpose, a turbo

pump (Adixen MDP 5011) is used to evacuate the cryostat chamber to a pressure < 10−5 mbar

before the start of cooling. The temperature of the sample holder can be live-tracked and

controlled with the MercuryiTC temperature controller.
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Figure 3.12: Schematic illustration of the cryogenic system. The main components are the
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3.2.4 Miscellaneous

3.2.4.1 Optical Microscopy

Optical microscopy is an imaging technique that uses visible light and a system of lenses

to generate magnified images of objects. Optical microscopy was routinely used during pol-

ishing (described in Section 3.1.1) to assess the surface quality and thickness of Cu2O crys-

tals [See Fig. 3.1(a-d)], as well as imaging clusters and single Cu2O particles [See Figs. 3.2(c)].

All images in this work were taken from a commercial microscope (Nikon Eclipse LV100ND)

using a reflected light microscopy configuration, where the sample is illuminated by light pass-

ing through an objective and light reflected by the sample surface re-enters the objective to be

directed to the eyepieces or a camera.

Conventional optical microscopes are usually equipped with a white light source (wavelengths

in the visible range from 400 to 700 nm). Consequently, the limited resolving power of visible

light makes optical microscopes incapable of resolving features below ∼0.5 µm - depending on

the wavelength and refractive index of the sample or the media. The maximum magnification

achievable with our optical microscope is ∼100x.

Two illumination techniques were implemented: bright-field (BF) and dark-field (DF) spec-

troscopy. In BF microscopy, the simplest of all illumination techniques, illumination light is

focused on the sample, and the reflected signal is collected by the same objective lens. Optical
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contrast is generated due to different reflection properties between the different features of the

sample or between sample and substrate.

On the other hand, DF spectroscopy operates by removing the zeroth order, unscattered

reflection and collecting only the backscattered light (by reflection, refraction, or diffraction)

from the sample. Object detail responsible for the scattering appears bright on a dark back-

ground [322].

DF microscopy was used during polishing to better visualise surface features, such as scratches

and surface defects, as these entities scatter more light than the surrounding smooth polished

surface. Additionally, DF microscopy enhances the signal contrast, thus allowing us to probe

single Cu2O nanoparticles, which would otherwise be impossible to detect due to their small

size.

3.2.4.2 Scanning Electron Microscopy

Scanning electron microscopy is an electron imaging technique used to characterise the mor-

phology and microstructure of bulk materials. A scanning electron microscope (SEM) projects

and scans a focused stream of electrons over a surface to create a high-resolution image. The

electrons are scattered by the interactions with the atoms in the sample, producing various

signals that can be used to obtain information about surface topography and composition.

SEM enables higher magnification and imaging resolution than optical microscopes since

electrons have a much shorter wavelength than visible light, thus allowing smaller details to

be resolved. The most sophisticated SEMs can achieve magnifications of around 100,000x and

sub-nanometre resolutions [323, 324].

SEM (Hitachi S-4800) was used to acquire high-resolution close-up images of nanoparticle

clusters, as in Fig. 3.2(a,b). A cross-sectional SEM image of the GaAs-microcavity, taken at the

group of Pavlos Savvidis at the IESL-FORTH, is shown in Fig. 3.3.

3.2.4.3 X-Ray Diffraction

X-ray diffraction (XRD) is a technique used to determine the crystallographic structure

of materials. Specifically, it can reveal structural information, such as chemical composition,

crystal structure, crystallite size, strain, preferred orientation, and layer thickness.

XRD is based on the constructive interference of monochromatic X-rays and a crystalline

material. Specifically, X-rays are collimated and directed onto a sample, where they are subse-

quently scattered by electrons of atoms present in the sample. Since X-rays have wavelengths (be-

tween 0.2 and 10 nm) comparable to the interatomic spacing of a crystalline solid, the incident

X-ray beam diffracts in specific directions and constructively interferes, as predicted by Bragg’s
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law. The intensity of the diffracted rays scattered at different angles of material is detected,

processed, and plotted to display a diffraction pattern [325, 326].

XRD measurements presented in Fig. 3.6(b) were recorded on a Bruker D8 Advance X-Ray

diffractometer with a Cu Kα anode (λ = 0.1542 nm) operating at 40 kV and 30 mA. The

diffraction patterns were collected at room temperature and over an angular range of 25 to 80◦

with a step size of 0.02◦ per step and at a scan rate of 2.75◦ 2θ per minute.
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Chapter 4

Ultralong Temporal Coherence in

Optically Trapped Exciton-Polariton

Condensates

The topic of this chapter is the temporal coherence of an optically trapped polariton conden-

sate in a GaAs-based microcavity. Quantum coherence is the defining feature of lasers and

light sources in general. Linewidth and intensity noise are two basic parameters of a laser,

corresponding to the temporal first- and second-order coherence functions, respectively. The

first-order coherence function, which is the most relevant for this work, characterises the phase

coherence and quantifies how the phase of the electric field fluctuates in time. Coherent light

emission from a polariton condensate, a coherent, thermodynamically favoured many-body state

occurs at a much lower carrier density than the population inversion density required for con-

ventional lasers. Additionally, spatial confinement of the condensate in an optical trap is ex-

pected to increase temporal coherence as the condensate is largely decoupled from the thermal,

decoherence-inducing exciton reservoir. A direct result of this decoupling is a reduction of noise

accompanied by linewidth narrowing of the condensate emission. If the narrowing is strong

enough, the condensate linewidth may approach the nonlinearity constant, and the system may

enter the single-polariton nonlinear regime, provided the cavity linewidth is narrow enough.

First, the mechanism of optical trapping and its implementation are discussed in Section 4.1.

Then, the PL emission of the microcavity is studied in Section 4.2, demonstrating that light

emission in this work originates from a polariton condensate rather than a photon laser. The

temporal evolution of coherence from a trapped condensate is compared to the untrapped case

in Section 4.3. Interestingly, due to the reduction of the spatial overlap with the thermal

reservoir of excitons, the coherence time of the trapped condensate is more than an order of

magnitude longer than that of an untrapped condensate, accompanied by periodic beats of
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the field correlation function. A theoretical model for the description of coherence stemming

from trapped condensates is developed in Section 4.4, assuming the existence of two energy-

degenerate condensate modes responsible for the periodic beating of the correlation function.

Achieving single-polariton nonlinearity in the optical confined condensate system is discussed in

Section 4.5. The existence of the two condensate modes is further studied experimentally through

polarisation-resolved measurements in Section 4.6, while the temporal decay of coherence in

different sample positions is briefly discussed in Section 4.7. Finally, Section 4.8 gives a summary

of the experimental and theoretical findings.

The experiments presented in this chapter were performed by the author under the su-

pervision of Dr H. Ohadi and have been published in Ref. [124]. The microcavity was fab-

ricated by P. G. Savvidis at the University of Crete. The theoretical model was developed

by A. F. Tzortzakakis and D. Petrosyan.

4.1 The Optical Trap

The sample used for probing the coherence of optically trapped polariton condensates was

the 5λ/2 GaAs microcavity described in Section 3.1.3.1, where polariton condensation under

nonresonant optical pumping was previously observed [150, 217, 300]. The excitation source in

this work was the single-mode quasi-continuous-wave diode laser system composed of an external

cavity diode laser seeding a tapered amplifier (see Section 3.2.2.2). The excitation wavelength is

blue-detuned by ∼100 meV from the first Bragg mode of the microcavity’s stopband. The AOM

is used for laser power modulation and generation of 60-µs-long pulses (See Fig. 3.11). The

pulse duration is much longer than the rise/fall time of the AOM (∼40 ns) and is significantly

longer than the condensate formation time (∼100 ps) so that the condensate can be treated as

stationary. The excitation duration is much shorter than typical vibration time scales (∼1 ms),

indicating that active stabilisation of the interferometer is not required [28].

The optical trap is implemented by patterning the laser radiation on the microcavity using an

SLM (See Section 3.2.2.4), similar to previous works [24, 84, 217, 300]. Specifically, the trap con-

sists of six individual pump spots shaped into a hexagonal pattern of diameter ∼7.5 µm [shown as

dashed orange circles in Fig. 4.1(a,b)]. The mechanism of optical confinement was presented in

Section 2.4.7. When the polariton density exceeds the condensation threshold, a macroscopically

coherent condensate in the ground state of the momentum space forms in the centre of the trap.

The advantage of this method is that it results in a small overlap between the condensate and

the hot reservoir at the pump spots. This decoupling of the condensate from the decoherence-
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Figure 4.1: Single-shot real-space interferograms (a) below threshold (∼0.75Pth) and (b) above
threshold (∼2.50Pth). The six pump spots of diameter 2.5 µm are shown as orange dashed
circles. (c) Horizontal line profile across the dashed line of the interference pattern in (b). The
gray line shows the theoretical fit using Eq. 4.1.

inducing reservoir consequently yields a narrower linewidth in optically confined condensates

compared to their unconfined counterparts [84]. It is also expected to lead to a higher degree

of optical coherence. To realise an untrapped condensate, the pump consists of only one spot

and the condensate is formed on top of the reservoir. Note that the optical trap in Fig. 4.1(a)

appears slightly elongated towards the vertical axis, even though the MRAF algorithm is set to

produce a symmetric hexagon after the SLM. This asymmetry is attributed to astigmatism as

the input beam is incident to the SLM at an oblique angle. The asymmetry can be corrected by

adjusting the MRAF algorithm to produce an initially elongated beam towards the horizontal

direction in a way that counteracts the induced asymmetry towards the vertical axis. However,

such correction does not affect the observed temporal decay of coherence in all cases studied
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and was not implemented for the sake of simplicity.

The coherence of polariton condensates is studied using a Michelson interferometer in the

mirror-retroreflector configuration (See the discussion in Section 2.4.6 and a schematic of the

optical setup in Section 3.2.2.1). By varying the position of the moving arm and superimposing

the image from each arm, interferograms are formed for various time delays. Below the conden-

sation threshold, the emission is incoherent, and no interference fringes are observed, as shown

in the interferogram of Fig. 4.1(a). Note that emission from uncondensed polariton originates

from the middle of the trap and, interestingly, between the pump spots (orange dashed cir-

cles), highlighting the diffusion of excitons and the coupling away from the pump spots. Above

threshold, a macroscopically coherent state appears in the centre of the trap, attested by the

presence of interference fringes at zero delay1 [See Fig. 4.1(b)]. The overlap between the pump

spots and the interferogram is minimal, proving that the condensate is largely decoupled from

the reservoir.

4.2 k-space Imaging of the Condensate

The dependence of photoluminescence on the pump power exhibits three distinct regimes,

as shown in Fig. 4.2(a). The low-power regime corresponds to below-threshold, linear polariton

emission and shows a linear dependence on the excitation power. The second regime is the

onset of condensation at a critical power threshold Pth. This transition is manifested as a

nonlinear increase in the emission up until ∼2Pth, followed by a sublinear third regime. The

power dependence of the PL emission proves that the microcavity does not reach the photon

lasing regime and PL emission stems from polariton condensation for the pump powers used in

this work (See Section 2.4.3). An interesting feature of this system is the sublinear behaviour

of the third regime, contrary to what has been observed for untrapped polariton condensates in

the same cavity [150].

The E(k||) dispersion curves for three pump powers are shown in Fig. 4.2(b-d). The disper-

sion curves are measured at a position close to where interferometry measurements were per-

formed and are all normalised to unity. Below the threshold, at a pumping power P ≈ 0.6Pth [See

Fig. 4.2(b)], emission originates predominantly from the LP branch at non-zero wavevectors,

indicating that polaritons do not thermalise completely to the bottom of the LP branch. Inter-

estingly, hints of polariton condensation are shown at k|| near zero and blueshifted by ∼0.85 meV

relative to the bottom of the LP branch due to polariton self-interactions within the condensate

1Zero delay corresponds to the case when both arms of the interferometer have equal length.
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Figure 4.2: (a) Power dependence of the PL emission from the microcavity. Red lines serve as
a guide for the eye, illustrating where the emission intensity increases linearly with the pump
power, while the gray-shaded area denotes the nonlinear response of the PL emission associated
with the onset of polariton condensation. (b-d) Dispersion curves for three pump powers: (b) be-
low threshold at Pth ≈ 0.6Pth, (c) at threshold P ≈ Pth, and (d) above threshold Pth ≈ 4Pth,
illustrating all light-emitting entities in the microcavity sample. The intensity in each dispersion
curve is independently normalised to one.

mode and polariton interactions with the exciton reservoir [147]. At threshold [See Fig. 4.2(c)],

most of the emission comes from the condensed polariton population, which is blueshifted

by ∼1.3 meV relative to the bottom of the LP branch. Uncondensed higher-k|| polaritons

also contribute to the emission from the cavity. Near threshold, the first excited condensate

mode can be observed at energies ∼0.3 meV above the ground state one, although much weaker.

Note that the energy splitting between the ground state and the excited state is two orders of

magnitude larger than the energy splitting responsible for the coherence oscillations discussed in

the remaining of this chapter. For higher excitation powers above threshold, mode competition

favours condensation on the lowest energy polariton state. At a power P ≈ 4Pth [See Fig. 4.2(d)],

emission comes exclusively from the condensate, which is further blueshifted by ∼2 meV from

the bottom of the LP curve.
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4.3 Measuring Coherence of an Optically Trapped Condensated

A line profile across the centre of an interferogram can be fit by a Gaussian function, repre-

senting the condensate mode profile, multiplied by a cosine to acquire the fringe contrast [181]:

f(x) = Aexp
(
−(x− x0)

2

2w2

)
(αcos(kx+ ϕ) + 1) , (4.1)

where parameters A, x0, and w are the amplitude, the centre, and the width of the Gaus-

sian function. The parameter α corresponds to the fringe contrast, k to the wavenumber, and

ϕ to the phase. Figure 4.1(c) demonstrates an example where the fitted line using Eq. 4.1

perfectly describes the experimental line profile (dots) across the centre of the interferogram

of Fig. 4.1(b) (represented by the white dashed line). The fringe contrast is equal to the mag-

nitude of the first-order correlation function |g(1)(t)|, where t is the time delay. Since the

condensate mode is small, the spatial dependence in the correlation function can be neglected.

This observation is attested by the fact that Eq. 4.1 fits the experimental data exceptionally. In

the opposite scenario where spatial dependence had to be accounted for, Eq. 4.1 would require

an additional factor for the exponential spatial decay of the condensate coherence. To acquire

the temporal dependence of the correlation function, the fringe contrast was recorded while

changing the time delay. Five realisations of interferograms are averaged for each time delay.

The position of the moving arm that corresponds to zero delay is determined by first creating

a polariton cloud slightly below the condensation threshold [∼0.9Pth, similar to Fig. 4.1(a)],

where the emission linewidth is broad, and coherence length is very short (of the order of a

few ps). When the two arms of the interferometer have a different length, i.e. away from zero

delay, no fringes are observed owing to the small coherence length of the polariton population.

On the other hand, the position of zero delay is manifested by the appearance of interference

fringes in the middle of the polariton cloud. The fringe pattern appears faint and not as clear

as in Fig. 4.1(b) due to the small correlation length below the condensation threshold.

The effect of optical confinement on polariton coherence is revealed by comparing the decay of

temporal coherence in the trapped and untrapped condensates, as shown in Fig. 4.3. The latter

case is characterised by a rapid decay of the correlation function g(1)(t) (black curve in Fig. 4.3)

with a decay time2 τG ≈ 20 ps. On the other hand, the temporal correlation function of the

trapped polariton condensate (orange curve in Fig. 4.3) does not exhibit a monotonous decay

as previously reported for untrapped condensates [153, 181]. Instead, it exhibits a periodic

oscillatory decay with a period of ∼200 ps. The contrast initially decays rapidly to nearly 0

after 150 ps, but then it recovers to 0.35 after ∼100 ps. The insets in Fig. 4.3 illustrate that the

2The decay time is defined as 1/e of fringe contrast.
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Figure 4.3: Temporal evolution of |g(1)| for an untrapped P ≈ 1.27Pth (black circles) and
a trapped condensate P ≈ 3.9Pth (orange circles). Solid lines are guides to the eye. Inset:
interferograms for four time delays (150, 250, 340 and 435 ps), denoted as A, B, C and D.

interferograms corresponding to the first two minima (A and C) have much lower fringe contrast

than those corresponding to the first two maxima (B and D). A total of five peaks of g(1)(t)

can be observed for up to t = 1 ns, approaching the exciton lifetime [327, 328]. Interestingly,

a nonzero contrast is observed even for time delays above 1 ns. The coherence time for the

trapped condensate τph is more than an order of magnitude longer than that for the untrapped

condensate, which is due to the significant reduction of the spatial overlap between the trapped

condensate and the thermal reservoir of excitons.

The experiments presented here are similar to the ones performed in Ref. [84], where a

pump profile shaped into a ring was used to form the optical trap for polaritons. However, the

condensate linewidth merely drops from ∼250 µeV in the untrapped condensate to the ∼200 µeV

in the trapped case. From the measured linewidth (∼200 µeV) in Ref [84], the coherence time

would be ∼20 ps, which is more than an order of magnitude smaller than in the experiments

of this work. Additionally, no coherence oscillations are observed in Ref. [84]. This discrepancy

is attributed to the different pump laser sources between the two works. In Ref. [84], the laser

source was a Ti:sapphire laser, which operates with a high-intensity noise as it is pumped by

another external laser. In this work, the ECDL coupled with the TA is associated with a 1ow-

intensity noise, which, in turn, minimises the dephasing induced by the apparatus. Consequently,

it enables the observation of ultralong coherence times and periodic oscillations of coherence.

Moreover, Ref. [84] is probably limited by the resolution of the spectrometer, whereas here a
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much higher resolution is achieved due to time-domain interferometry and long-time integration.

The temporal decay of the correlation function and the period of oscillations depend on

the excitation power, as evidenced in Fig. 4.4(a). The temporal decay of fringe contrast has

a similar profile for all pumping powers exhibiting the periodic oscillatory decay behaviour

described above. However, increasing the pump power from 2.5Pth to 4.3Pth leads to decrease

in the frequency of oscillations ∆ and the dephasing rate κ = 1/τph. These two parameters will

be later used to develop a theoretical model and explain the temporal evolution of |g(1)(t)| (See

Section 4.4).

The power dependence of the coherence time was also measured for the case of an untrapped

condensate [see black points in Fig. 4.4(b)]. Specifically, the coherence time is equal to 12 ps

just above threshold and almost triples for a pumping power ∼2Pth. This coherence time is

more than an order of magnitude smaller than that for trapped condensates at all powers [see

blue points in Fig. 4.4(b)].
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Figure 4.4: (a) Temporal decay of fringe contrast for four pumping powers: P = 2.5Pth, 3.2Pth,
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the eye. (b) Power dependence of the coherence time τG for the untrapped (black points) and
trapped condensate (blue point). The coherence time of the trapped condensate is discussed
later in Section 4.4. The lines are used as guides for the eye.
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4.4 Theoretical Desciption of Trapped Polariton Condensate

Coherence

The theoretical model developed to describe the coherence of optically trapped condensates

is based on the presence of an energy splitting between two linear polarisation modes of the

condensate. This splitting is attributed to MBE growth-related strain across the microcavity

structure and can reach values as large as ∼30 µeV, as previously observed in the present

cavity [300]. Additionally, the splitting is tunable by electric fields and is of the order of a

few µeV at zero fields [329]. However, direct observation of such splitting is below the current

spectrometer sensitivity and requires the interferometry techniques used in this work.

In the circular polarisation basis, the polariton condensate has two energy-degenerate modes ψ1

and ψ2 of the polariton condensate with orthogonal circular polarisations ε1 and ε2 (ε1 ·ε2 = 0)

that are coupled via a Josephson coupling. Specifically, the energy splitting between the two

polarisation modes in the linear basis becomes a Josephson-type coupling in the circular ba-

sis [24, 217]. The field E(r, t) is proportional to the polariton condensate wavefunction, and

in this case, is given by E(r, t) ∝ ε1ψ1(t) + ε2ψ2(t). Substituting this in the equation for the

first-order field correlation function (Eq. 2.58) yields:

g(1)(t) =
⟨ψ1(t+ t′)ψ∗

1(t
′) + ψ2(t+ t′)ψ∗

2(t
′)⟩√

⟨|ψ1(t′)|2 + |ψ2(t′)|2⟩⟨|ψ1(t+ t′)|2 + |ψ2(t+ t′)|2⟩
. (4.2)

The two polariton modes can be described by the generalised Gross-Pitaevskii equation (See

Section 2.4.5) as:

∂tψ1 =
1

2
(R1N1 − γ1)ψ1 − i[ϵ1(t) + u11|ψ1|2 + u12|ψ2|2]ψ1 + iJψ2 , (4.3a)

∂tψ2 =
1

2
(R2N2 − γ2)ψ2 − i[ϵ2(t) + u21|ψ1|2 + u22|ψ2|2]ψ2 + iJ∗ψ1 , (4.3b)

where RjNj is the pumping rate of the jth polariton from the reservoir of Nj excitons, γj is the

polariton decay rate, ϵj are the single-particle energies, uij are the non-linear self (i = j) and

cross (i ̸= j) interactions rates, and J is the Josephson coupling between the two modes due

to the linear polarisation splitting [330]. As discussed in Section 2.4.5, the above equations are

coupled to rate equations describing the dynamics of the incoherent reservoir:

∂tNj = Pj − ΓjNj −RjNj |ψj |2 , (4.4)

where Pj is the thermal exciton pumping rate, Γj is the decay (recombination) rate, and Rj is
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the scattering rate of the excitons into the condensate of polaritons. At steady state, ∂tNj = 0

yielding Nj =
Pj

Γj+Rj |ψj |2 . Upon substituting into the polariton equations and demanding

that RjNj − γj ≥ 0, the threshold pumping rate Pj ≥ γjΓj/Rj can be obtained for non-zero

polariton intensity |ψj |2 > 0. Above threshold and while neglecting the coupling between the

two polariton modes, the average polariton intensity at steady state is then n̄j ≃ Pj

γj
− Γj

Rj
, while

the exciton number is Nj ≃ γj
Rj

.

Each polariton mode is assumed to be subject to phase fluctuations with a rate κ = 1/τph,

which would correspond to an exponential decay of polariton coherence. These phase fluctuations

are modelled by a Wiener process [331]. Specifically, ϵj(t) in Eqs. (4.3) are assumed to be

Gaussian stochastic variables with mean ⟨ϵ1,2⟩ = 0 and variance σ2ϵ = 2κ/δt, where δt is the

time increment in the simulations of the system dynamics. The polariton modes in Eq. 4.3 are

simulated numerically starting with small random seed amplitudes ψ1,2 ̸= 0 at some time t0.

The simulation parameters, all expressed in unit of 1/ps, are γ1,2 = 1, Γ1,2 = 0.3, R1,2 = 0.001,

yielding Pth = γΓ/R = 300, and thus P = 2.5Pth, 3.2Pth, 3.9Pth, 4.3Pth leading to n̄1,2 =

450, 660, 870, and 990 after a short transient. All the nonlinear self- and cross-interaction

coefficients are set the same uij ≡ u = 2× 10−4, which shifts the mean energy of the polariton

condensate but does not change the energy difference between the two polariton modes. The

remaining fitting parameters are J = ∆/2, where ∆ is the frequency of oscillations, and the

dephasing rate κ. The initial values of the seed are unimportant, as after a short transient, a

few tens of picoseconds in duration, the polariton populations attain close to the steady-state

values n̄ ≃ P
γ − Γ

R determined by the exciton pumping rate (provided P ≥ Pth = γΓ/R).

The correlation functions (Eq. 4.2) are then obtained upon long-time averaging over the

system dynamics. The experimental data in Fig. 4.4(a) are fit by setting J ≃ ∆/2 and choosing

an appropriate dephasing rate κ for each pumping rate Pj . Therefore, the developed theoretical

model in this work has only two fitting parameters, the Josephson coupling strength between

the two polarisation modes and the coherence relaxation rate due to phase fluctuations, which

reproduce the experimental results remarkably well, as shown in Fig. 4.5(a). The periodic

oscillations of the field correlation function correspond to the beating of the two eigenmodes

split by ±J and broadened by κ. This is illustrated by the power spectrum of the polariton

field S(ω) given by the Fourier transform of g(1)(t) [See insets in Fig. 4.5(a)]. The spectrum S(ω)

is centered at frequency u(n̄1 + n̄2) and split by ±J .

The extraordinarily long coherence time of the trapped polariton condensate allows the

observation of energy splittings as small as 16 µeV, which is five orders of magnitude smaller

than the energy (chemical potential, 1.54 eV) of the condensate. Our result thus enables high-

resolution spectroscopy of polariton condensates, which can be applied to precision tuning of

the condensates energies in optical lattices [23, 24] and polariton simulators [332]. The observed
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(a)

(b) (c)

Figure 4.5: Temporal decay of fringe contrast for four pumping powers: P = 2.5Pth, 3.2Pth,
3.9Pth, and 4.3Pth. Circles represent experimental points, while solid lines show the correlation
function g(1)(t) of Eq. 4.2 as obtained from the numerical simulations of the polariton (Eqs. 4.3
and 4.4), averaged over long integration times. Insets: Power spectrum S(ω) of the polariton
field, as obtained via the Fourier transform of g(1)(t) obtained from the numerical simulations,
illustrating the normal mode splitting by ±J around the central frequency u(n̄1 + n̄2). In the
simulations, for each pumping power P we used the phase-coherence time τph = 1/κ shown
in (b) and the oscillation period π/J shown in (c).
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energy splitting ∆ ≃ 2J of the two polariton eigenmodes [See Fig. 4.5(c)] decreases with an

increase in the pumping power, and thereby the polariton intensity n̄. Simulations using the

Gross-Pitaevskii equations for the polariton condensate indicate that with increasing pumping

power, the lateral size of the condensate in real space is progressively increased, while its in-plane

k-space distribution is correspondingly reduced. This observation explains the reduction in the

Josephson coupling between the two polariton components due to the spin-orbit interaction

between the two bare polariton modes [330]. According to the arguments in Ref. [181], the

exponential decay of polariton coherence has the rate κ = 1/τph ∼ γ/2n̄, with γ being the decay

rate of the polariton intensity. Therefore, the polariton coherence time is proportional to its

intensity τph ∝ n̄, and thereby the pumping power (stronger pumping-longer coherence time)

consistent with the numerical simulations.

4.5 Condensate Nonlinearity

Optical confinement leads to linewidth narrowing of the condensate emission. This section

investigates whether this narrowing is such that it approaches the single-polariton nonlinearity

constant by comparing the number of polariton N that correspond to one linewidth shift in

energy as:

Ng = δE A , (4.5)

where g is polariton-polariton interaction strength, δE the condensate linewidth, and A the

area of the condensate. The case of single polariton nonlinearity corresponds to N = 1, i.e. one

polariton needs to be added to the system to shift the energy of the condensate by one linewidth.

The theoretical polariton-polariton interaction strength can be estimated as g ≈ 6Ebα
2
B|X|2,

with Eb is the excitonic binding energy, αB the excitonic Bohr radius, and |X|2 the exciton

fraction as quantified by the Hopfield coefficient (Eq. 2.41). The latter is calculated by first fitting

the LP polariton branch of Fig. 4.2(b) with Eq. 2.42 to extract the cavity-exciton detuning as ∼-

7 meV, which is then inserted in Eq. 2.41 to estimate |X|2 ≈ 0.2 in this experiment. Assuming

typical values for excitons in GaAs narrow quantum wells, namely Eb ≈ 10 meV and αB ≈ 100 Å,

gives g ≈ 1.2 µeVµm2.

The condensate linewidth is calculated as δE = ℏ/τph, where τph is the phase-coherence

time shown in Fig. 4.5(b). The condensate with the narrowest linewidth is realised for the

highest pumping power P = 4.3Pth, where τph ≈ 1100 ps yielding a linewidth δE ≈ 0.6 µeV.

Assuming a condensate diameter ∼7.5 µm from Fig. 4.1(b), the condensate area is calculated

as A ≈ 44 µm2. Therefore, N is calculated from Eq. 4.5 as N ≈ 22. This result indicates that
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the system remains above the single polariton nonlinearity as 22 polaritons need to be added to

shift the energy of the condensate by one linewidth, however it is not too far off either.

4.6 Polarisation-Resolved Measurements

The presence of the two orthogonal condensate modes can be verified through polarisation-

resolved measurements. Specifically, the setup described in Section 3.2.2.1 is modified by

adding a half-waveplate and a polariser before the interferometer and spectrometer, as shown

in Fig. 4.6(a). The diffraction efficiency of the spectrometer’s diffraction grating is polarisation-

dependent. Therefore, the polariser is placed first and its polarisation axis is rotated so that

the measured counts is maximised. The polariser then remains fixed, a practice which ensures

that the polarisation of the detected light is fixed. The role of the half-waveplate is to rotate the

plane of linearly polarised light. If a linearly polarised wave is normally incident on a waveplate

with its plane of polarisation at an angle θ with respect to the waveplate’s fast axis, the original

polarisation direction will be rotated by an angle 2θ.

Therefore, the aim of this experiment is to rotate the waveplate so that the polarisation

direction of one of the condensate modes gets aligned with the polariser’s polarisation axis while

the other mode’s polarisation direction is perpendicular to the polariser’s axis. In this case, one

condensate mode will be eliminated from passing to the interferometer, and no beating will be

expected in the temporal evolution of the temporal coherence from the condensate emission.

The polarisation-revolved measurements are shown in Fig. 4.6(b). It is evident that a beating

of the two modes is present in all three fast axis rotations (0◦, 22.5◦, and 45◦), manifested

by the existence of a peak after the initial decay of coherence to approximately zero. Even

though these results are consistent with the developed theoretical model, the limited number of

rotations measured in this work does not sample the whole polarisation sphere, e.g. condensate

modes polarised at 22.5◦ and 90◦ + 22.5◦ to name an example. Unfortunately, when this

theoretical model was developed, and the subsequent need for more elaborate polarisation-

resolved measurements became obvious, the setup was deconstructed to facilitate measurements

on Cu2O oxide (See Chapters 5 and 6). Note that the different temporal decay compared

to Fig. 4.5 is attributed to a different measurement location (See Section 4.7).

Despite the absence of complete polarisation-resolved measurements, the assumptions made

by the theory are well founded. Apart from the previously measured energy splittings in the

sample [300, 329], no other assumptions were made in the theory developed in this work. Ad-

ditionally, the theoretical model has only two fitting parameters, i.e. the Josephson coupling
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Figure 4.6: (a) The optical setup used to perform polarisation-resolved measurements. A half-
waveplate and a polariser are placed before the interferometer and spectrometer, marked by the
red dashed rectangle. (b) Temporal decay of fringe contrast measured for three different rotations
of the half-waveplate’s fast axis: 0◦ (yellow dots), 22.5◦ (green dots), and 45◦ (blue dots). The
black dots correspond to the case without the presence of the half-waveplate in the setup. Solid
lines are guides for the eye.

strength between the two polarisation modes and the coherence relaxation rate, yet it repro-

duces the experimental results exceptionally well. Given the remarkable agreement between

experimental and theoretical data, the observed beating of the polariton field correlation func-

tion is attributed to the effective Josephson coupling between the circular modes due to the

energy splitting of the linear polarisation modes. In the linear basis, the power dependence of

the g(1)(t) correlation function is attributed to a power-dependent energy difference between the

two polariton modes, which increases with power.
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4.7 Dependence on Position

Apart from the excitation power, the temporal decay of the correlation function depends

on the position of the sample where the pump laser excites. Different coherence times and

beating periodicities are observed at different positions on the sample, as shown in Fig. 4.7.

This discrepancy is attributed to local strain on the sample, which is known to be position

dependent [300].
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Figure 4.7: Temporal evolution of |g(1)| of a trapped condensate at four different locations, each
with a different excitation power, similar to those used in Fig. 4.5. Solid lines are guides for the
eye.
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4.8 Summary and Outlook

In this chapter, the first-order temporal coherence of optically trapped polariton condensates

was studied. Optical trapping increases the coherence time by more than an order of magnitude

compared to that of an untrapped condensate. In the untrapped case, the condensate is formed

on top of a sea of hot reservoir excitons that directly interacts with the condensate and induces

strong decoherence. In the optically trapped condensate, however, this hot reservoir is mostly

spatially decoupled from the condensate. This critical difference between the two cases permits

the observations of ultralong coherence times in the trapped condensate. The highly prolonged

coherence of the trapped polariton condensate allows for the observation of a temporal beating

in the first-order correlation function of the emitted field. This beating originates from the

fine structure in the condensate energy spectrum, resulting in two energy-degenerate modes of

the polariton condensate. Measuring the first-order correlation function enables measuring the

energy splitting of the two interacting polarisation modes of the condensate with unprecedented

precision. The results presented in this work can thus be important for the characterising and

controlling of spinor condensates in lattice potentials for realising analogue and digital polariton

quantum simulators [332–335]. Despite the significant reduction in the linewidth, the system

still cannot reach the single-polariton nonlinearity limit, highlighting the current limitations of

GaAs-based microcavities towards this goal.
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Chapter 5

Quantum Confined Rydberg

Excitons in Cuprous Oxide

Nanoparticles

This chapter studies Rydberg excitons in nanoparticles of cuprous oxide. Owing to their giant

microscopic dimensions, Rydberg excitons in Cu2O exhibit enhanced optical nonlinearities at

much smaller densities compared with other traditional semiconductors [32, 34]. These non-

linearities can be harnessed by quantum confinement of the excitons in semiconductor low-

dimensional structures such as quantum wells and quantum dots. Studying Rydberg excitons

in confined dimensions is a crucial step towards harnessing their nonlinearities for applications.

Nanoparticles are a suitable system for quantum confinement and an interesting platform for

realising quantum technologies with Rydberg excitons, potentially underpinning future devices

such as single-photon sources [275] and single-photon switches [336].

In Section 5.1, Rydberg excitons states are resolved up to principal quantum number n = 6

in the absorption spectrum of Cu2O nanoparticles. The confinement of Rydberg excitons was

found to have two major impacts: it reduces their oscillator strength, and it broadens the tran-

sitions, leading to a reduced number of exciton transitions compared to the bulk crystal. A

theoretical framework for the description of these effects is developed in Section 5.2, encompass-

ing the quantum confinement of the Rydberg states and the size distribution of nanoparticles.

Section 5.3 investigates the contribution of other effects, such as the Rydberg blockade and the

plasma effect previously observed in bulk Cu2O, and also discusses the importance of considering

the particle size distribution. Next, the results of probing single nanoparticles with DF reflection

spectroscopy are presented in Section 5.4, followed by a discussion on the temperature depen-

dence of the n = 2 transition of the bulk crystal and nanoparticle samples in Section 5.5. Finally,

Section 5.6 gives a summary of the experimental and theoretical findings.
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The experiments presented in this chapter were performed by the author under the supervi-

sion of Dr H. Ohadi and have been published in Ref. [249]. The theoretical model was developed

by S. Zielińska-Raczyńska, G. Czajkowski, K. Karpiński, and D. Ziemkiewicz at the UTP Uni-

versity of Science and Technology in Bydgoszcz, Poland based on their earlier works [276, 337].

5.1 Absorption Spectroscopy of Bulk and Nanoparticles of Cu2O

To measure and characterise the Rydberg series of Cu2O samples, both bulk and nanopar-

ticles, broadband LED absorption spectroscopy was performed. The input intensity of the

LED was approximately 60 mW/cm2 in the wavelength region of the yellow P excitons, i.e. be-

tween 571 and 580 nm. The spectrum of the light transmitted through the sample I, along

with a reference spectrum of the LED I0, were recorded. The reference spectrum was measured

after moving the sample such that the LED light did not pass through the sample. The ra-

tio of the transmitted intensity to the reference intensity quantifies the transmission through

the sample T = I/I0. The thickness of nanoparticle samples cannot be determined since it

varies/fluctuates across the excitation spot as the particles redistribute during solvent evap-

oration. Consequently, the absorption coefficient cannot be defined accurately. Instead, the

optical depth is used as a measure of absorption. It is a dimensionless quantity defined as Op-

tical Depth = −ln(T ) and is proportional to the absorption coefficient and the thickness of the

sample, as discussed in Section 3.2.1.1. The optical depth is also used for the bulk crystal to

facilitate the comparison with nanoparticles, even though the bulk crystal’s thickness can be

measured (∼60µm). All spectra are corrected as outlined in Section 3.2.1.1.

The resulting absorption spectra at T = 4 K are shown in Fig. 5.1. The absorption spec-

trum of the bulk crystal (red line) exhibits a series of absorption lines corresponding to the

excited Rydberg states of the yellow P exciton series. The series extends up to n = 12 (See

inset in Fig. 5.1) and is overlaid on a continuous phonon background, originating from the

virtual population of blue excitons, which subsequently decay into an optical phonon and the

1S orthoexciton (See Section 2.5.4). The absorption lines show an asymmetric lineshape with

a steeper slope on the high-energy flank stemming from the Fano interference between the dis-

crete excitonic states and the absorption background. The green 1Sg appears as a weak peak

between the 2P- and 3P-exciton lines. The smaller number of observed exciton lines compared

with previous reports [32] can be attributed to several factors, mainly to the larger spectral

resolution in our case (∼110 µeV compared to 5 neV in Ref. [32]). Other potential reasons for
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Figure 5.1: Absorption spectra of a natural thin crystal (red line) and natural nanoparti-
cles (blue line) of Cu2O at 4 K. The inset shows a zoomed-in version of the high-energy side of
the spectrum where the highest principal quantum number of Rydberg exciton states of the bulk
crystal, n = 12, is highlighted. The highest principal quantum number observed for nanoparti-
cles is n = 6.

the reduced number of observed exciton lines in Fig. 5.1 include the higher temperature of the

crystal (T = 4 K compared to 1.4 K), the potentially lower crystal quality, and a quenching

of the higher-n excitons caused by the broadband spectrum of the excitation LED. Broadband

light excites excitons from the other three series and free carriers, besides the excitation of P ex-

citons from the yellow series, leading to multiple scattering interactions that potentially destroy

higher-n states [32].

The absorption spectrum of a sample of NNPs covering a large area (∼100 µm diameter)

on the substrate also shows clear exciton absorption lines (blue line in Fig. 5.1). The spec-

trum exhibits a higher amount of noise compared to the smoother spectrum of the bulk crystal.

This discrepancy can be attributed to the morphology of the individual nanoparticles that the

excitation spot covers, in addition to a modified phonon density of states in the nanoparticle

system (See Section 5.4). Similar to the bulk case, exciton resonances are evident as discrete

asymmetric peaks on top of the broad phonon background. However, the spectrum correspond-

ing to the nanoparticle cluster shows a sharp decrease in the peak absorption of the excitons

as n increases, such that only resonances up to n = 6 are resolvable. A possible explanation for

the reduced number of exciton lines can be traced back to the polishing procedure. During pol-

ishing, the residual powder from the bulk crystal, i.e. the powder that is used for the fabrication

of NNP samples, is also rubbed against the polishing grit, which, in turn, can cause damage

to the nanoparticle lattice. To test this hypothesis, absorption spectroscopy was repeated us-

ing synthetic nanoparticles of comparable sizes. The absorption spectrum of SNPs exhibits the
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same number of resonances as the one for NNPs, as shown in Fig. 5.2. Therefore, polishing is

not responsible for the reduced number of transitions. Note that resonances corresponding to

the same n are slightly blueshifted both in Fig. 5.1 and Fig. 5.2 due to a different centre wave-

length of the spectrometer’s grating and a small temperature variation between the different

experiments.

The exciton series of the bulk crystal and NNP samples are compared qualitatively in terms

of the n-dependence of the resonance energy, linewidth, and area of each exciton peak. First,

a curve describing the phonon background in each spectrum is defined by manually selecting

individual the local minima between exciton peaks that define the range of each exciton peak.

These points are subsequently connected by straight lines forming a curve that is subsequently

subtracted from the absorption spectrum, thus setting the background of each peak to zero. To

extract the corresponding resonance energy and linewidth, individual peaks are then fitted using

an asymmetric Lorentzian (Eq. 2.61) convoluted with a Gaussian function fG representing the

spectrometer’s response function:

αn(E) =

(
Cn

Γn
2 + 2qn(E − En)

( Γn2 )
2 + (E − En)2

)
⊛ fG(E) . (5.1)

This practice enables filtering out the artificial broadening induced by the spectrometer, which

becomes more relevant for the narrow high-n exciton peaks whose linewidths approach the

spectrometer’s resolution (0.03 nm or ∼112 µeV). There is a noticeable difference for n ≥ 6
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Figure 5.2: Absorption spectrum for natural (blue line) and synthetic (orange line) nanoparticles
of Cu2O at 4 K. The latter is produced from commercial synthetic powder (Nanografi) with an
average size distribution of 0.6 µm. A comparison of the two spectra shows a similar number of
transitions and peak broadening.
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between the convolution corrected linewidths and the uncorrected ones. The new linewidths for

nanoparticles are practically unchanged (the change for n = 5 is ∼1%) as they are much broader

than our spectrometer resolution. Exciton states with n ≥ 10 are excluded in the analysis of

the bulk crystal since the linewidths are comparable to the spectrometer’s resolution, and hence

the corresponding exciton peaks consist of a small number of data points. The area under each

exciton peak is calculated by numerically integrating along the energy axis using the composite

trapezoidal rule. Note that the areas and hence the oscillator strengths are unaffected by the

instrument broadening.

The P-exciton binding energies Eg − En are shown in Fig. 5.3(a). The results from fit-

ting the experimental data to the binding energy equation, without and with the quantum

defect (Eq. 2.9 and Eq. 2.63, respectively), are summarised in Table 5.1. A fit to the exper-

imental data with the standard equation for the exciton binding energy, shown as the lines

in Fig. 5.3(a), yields Eg = 2.17253 ± 0.00002 eV, R∗
x = 96.4 ± 0.2 meV for the bulk crystal

and Eg = 2.17218 ± 0.00004 eV, R∗
x = 95.7 ± 0.2 meV for the NNPs, values which agree well

with those reported in the literature [32, 228, 248]. The errors quoted on these parameters are

the errors returned from the fitting algorithm. Repeating the fits with the addition of the quan-

tum defect yields similar results for the energy gap Eg but slightly larger Rydberg constants R∗
x

compared to the case when it is not added (See Table 5.1). Interestingly, the quantum defect

parameter δn,P is small compared to previous reports, which is expected as this correction is
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Figure 5.3: (a) Binding energies Eg − En, (b) peak areas, and (c) linewidths calculated from
experimental (dots) results. The lines in (a) are the result of fitting the experimental data
with Eq. 2.9. Peak areas in (b) are normalised to the value of n = 2 in each case, and the
observed trends, which differ between the bulk crystal and the NNPs, are presented as dashed
lines. The dashed lines in (c) show the theoretical n-dependence of linewidths. The error bars
in panels (a) and (c) are smaller than the size of the data points for the majority of exciton
states n.
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Equation Sample Eg (eV) R∗
x (meV) δn,P

Without QD

(Eq. 2.9)

Bulk 2.17253 ± 0.00002 96.4 ± 0.2 -

NNPs 2.17218 ± 0.00004 95.7 ± 0.2 -

With QD

(Eq. 2.63)

Bulk 2.17258 ± 0.00002 98.9 ± 0.9 -0.025 ± 0.008

NNPs 2.1723 ± 0.0001 99 ± 3 -0.03 ± 0.02

Table 5.1: Extracted bandgap energy Eg, Rydberg constant R∗
x, and quantum defect δn,P from

the bulk crystal and the NNPs samples without and with the addition of the quantum defect.

more relevant for exciton states with n > 10 [32]. Also, it takes negative values for both the

bulk crystal and the NNPs.

The area of each absorption peak corresponds to the absorption strength and is determined by

the exciton oscillator strength. The areas of the peaks as a function of n are shown in Fig. 5.3(b),

with the dashed lines approximating the observed trend. Both the bulk crystal and the NNPs

exhibit a decrease in oscillator strength, i.e. peak area, as n is increased. The comparison

of oscillator strength of the excitons in bulk and NNPs shows that the relative peak area of

excitons in nanoparticles of Cu2O decreases as ∝ n−4 compared to that in the bulk crystal,

which decreases as ∝ n−3, which is the approximation of theoretical dependence for large n.

The trends in the linewidths Γn of the states with the principal quantum number are shown

in Fig. 5.3(c) with the diagonal dashed lines representing the theoretical n−3(1 − n−2) scaling.

The linewidths decrease with increasing n down to ∼20 µeV for the n = 9 state of the bulk

crystal. The linewidth of NNPs is approximately double the linewidth of the bulk crystal for the

first three observed resonances. The broadening is more pronounced for n = 5 as the linewidth

increases by more than three folds for NNPs.

Note that PL measurements were performed in multiple NP samples of varying thicknesses.

However, no peaks were detected neither in the wavelength region of the yellow P exciton nor in

the region of the 1S orthoexciton and the corresponding phonon-assisted lines (See Section 2.5.5).

The reason behind the absence of PL peaks requires further investigation.

5.2 Modelling Quantum Confinement of Rydberg Excitons

As discussed in the previous section, the exciton transitions in nanoparticles of Cu2O are

broadened, and their oscillator strengths decrease as ∝n−4 compared to those in the bulk crystal

that decrease as ∝n−3. Previously, the broadening of excitons in nanoparticles of CuCl (<15 nm

diameter) was attributed to quantum confinement and the nanoparticle size distribution [338–
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340]. In a similar process, the quantum confinement results in a broadening of the transitions in

Cu2O nanoparticles; however, due to the narrow linewidth of the transitions, the effect is visible

for larger nanoparticle sizes.

From the point of view of the classification of low-dimensional semiconductor nanostructures,

the considered nanocrystals can be classified as quantum dots (QDs). The SEM images suggest

that the best model shape is a spherical quantum dot with a median diameter of ∼700 nm (See

Fig. 3.2). The theoretical approach in this thesis assumes that the interaction between adjacent

quantum dots is small enough. Under this assumption, interband transitions in an isolated QD

are taken into account and then the results are averaged over a size distribution of QDs.

The optical properties of quantum-confined nanostructures, including QDs, can be stud-

ied using the real density matrix approach (RDMA) [341, 342]. In this method, the optical

response (absorption, reflection, transmission) of the system is obtained by solving a set of

equations for the excitonic amplitude Y (re, rh, t) and electric field vector E(R, t) of the wave

propagating in the nanostructure. The parameters re and rh are the coordinates of the elec-

tron and the hole, and R is the center-of-mass coordinate of the electron-hole pair. The basic

equations of RDMA have the general form:

−i(ℏ∂t + Γ )Y (re, rh, t) +HehY (re, rh) = M(r)E , (5.2)

where Γ is a phenomenological damping coefficient, M(r) is a smeared-out transition dipole

density, which depends on the coherence radius r0 = (Eg/2µℏ2)−1/2, where Eg is the funda-

mental gap, µ is the reduced effective mass of the electron-hole pair, and r = re − rh is the

relative electron-hole distance. The operator Heh corresponds to the two-band effective mass

Hamiltonian, which includes the electron and hole kinetic energies, the electron-hole interaction

potential, and the confinement potentials:

Heh = Eg +
p2
h

2mh
+

p2
e

2me
+ Veh(re, rh) + Vh(rh) + Ve(re) . (5.3)

The second and the third terms are the electron and the hole kinetic energy operators with

appropriate effective masses1, the fourth term is the electron-hole attraction potential, and the

two last terms are the surface confinement potentials for the electron and hole.

A third equation describes the total polarisation of the medium, which is related to the

coherent amplitude Y and the transition dipole density M(r) as:

P(R) = 2Re

∫
d3rM(r)Y (R, r) . (5.4)

1The asterisk ∗ commonly used to describe effective masses is omitted for simplicity.
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This equation, in turn, is used in Maxwell’s field equation:

c2∇2E(R)− ϵbË =
1

ϵ0
P̈(R) , (5.5)

where ϵb is the dielectric constant (for Cu2O ϵb = 7.5 [267]). The equations 5.2 to 5.5 form a

system of coupled integro-differential equations in six-dimensional configuration space (re, rh).

The optical properties of spherical QDs can be described in terms of the exciton centre-of-mass

quantisation method [276]. One assumes that the centre-of-mass is confined within a sphere of

radius Rmax, which gives rise to the confinement states overlapping with the three-dimensional

exciton states. The effective QD susceptibility in this limit is given by the formula:

χQD = ϵb

nmax∑
n=2

Nmax∑
N=1

fn1fN∆
(2)
LT /Ry

(ETn − E − iΓn) /Ry +
µ

Mtot

(x 3
2 ,N

R

)2 ,
fN =

1

6π

∣∣∣j2(x 3
2
,N )
∣∣∣−2

x23
2
,N

 1∫
0

u3du
∞∏
s=1

1−
x23

2
,N

x23
2
,s

u2

2

,

R =
Rmax

a∗
, (5.6)

fn1 =
32(n2 − 1)

3n5

[
nr0(r0 + 2a∗)

2r0(r0 + na∗)

]6
,

where jN (x) are the spherical Bessel functions (N = 1, 2, . . .), xN,s are roots of the equation

jN (x) = 0, s = 1, 2, . . ., a∗ = 1.1 nm is the Rydberg radius, ETn are the energies of excitonic

levels, and r0 = 1.1 nm the coherence radius of Cu2O [343]. The damping coefficients of the

excitonic levels Γn are taken from the Ref. [337] and include phonon interactions [289, 344, 345].

Their values are consistent with experimental results from Ref. [32].

The absorption coefficient α is calculated from Eq. 2.61. The values of Cn are proportional

to the area under the peaks of the imaginary part of susceptibility (Eq. 5.6) and normalised to

obtain an exact match to the experimental value of α for the n = 2 resonance. The RDMA theory

predicts symmetric lines; to account for the asymmetric exciton transition, the asymmetry is

added phenomenologically via the qn parameter of Eq. 2.61. Since the location of the asymmetric

peak depends on the qn parameter, the values of Ref. [32] were used and adjusted to fit the

measured peak locations.

The experimental and calculated absorption spectra, after phonon background subtraction,

are presented in Fig. 5.4. The background is removed as described in Section 5.1, i.e. by

connecting the local minima between absorption peaks to define a background curve that is then

subtracted from the original spectra. The spectrum corresponding to the bulk crystal [red curves

in Figs. 5.4(b,d)] is also calculated from Eq. 5.6 by assuming a very large NP radius R > 10 µm.
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Figure 5.4: (a, c) Experimental and (b, d) theoretical absorption spectra of bulk (red lines)
and NPs (blue lines) of Cu2O in the full energy range and the vicinity of the n = 5 state. The
theoretical absorption spectrum of NPs is calculated using the size distribution of nanoparticles
and multiple confinement states N .

Due to the relatively large size of considered NPs and the corresponding confinement energy

shifts on the order of ∼10 µeV, the direct observation of those energy shifts can be challenging.

To acquire a clearer picture of the results, the absorption coefficient spectra obtained for the

bulk and the nanoparticle systems were normalised so that the peak intensity matches the

experimental n = 2 exciton resonance. Additionally, the NP spectrum was shifted in energy to

obtain an exact match of the n = 2 lines, thus removing the influence of different experimental

conditions such as temperature mentioned in Section 5.1. A difference of ∆E ≈ 25 µeV is

observed between the bulk and NP line for the n = 5 exciton state [denoted by the vertical lines

of Fig. 5.4(c, d)], both in the experimental spectra and calculation results. This amounts to the

difference between the confinement energy of the n = 5 and n = 2 states, with the latter one

being negligible. This result agrees with the theoretical predictions of Konzelmann et al. [245].

The exciton peaks of the theoretical absorption spectrum were fitted individually using
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Eq. 2.61 and as described for the experimental spectrum. The results from the fits show an

excellent match between the measured oscillator strength and the theoretical estimates when

multiple confinement states and the size distribution of the nanoparticles are considered [blue

line in Fig. 5.5(a)]. The calculation for a single NP size (R = 350 nm) fails to fully explain

the oscillator strength reduction [green and orange lines in Fig. 5.5(a)], further confirming that

quantum dot size distribution is crucial to the understanding of the observed effects. Up-

per confinement states (N > 1) contribute to the peak area, which explains why the orange

line (N = 1, 2, . . . , 12) is higher than the green line (one confined state N = 1) in Fig. 5.5(a).

Specifically, upper confinement states contribute ∼23% of the peak area for n = 5, with a smaller

effect for n < 5.

The calculated linewidths match the experimental data for the n = 3, 4, 5 state, while slightly

underestimating the linewidth of the n = 2 state [blue line in Fig. 5.5(b)]. Similar to the case

of the oscillator strength, this observation highlights the effect of NP size and the importance

of accounting for the size distribution of the NPs.
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Figure 5.5: (a) Peak areas and (b) linewidths calculated from experimental (dots) and the-
oretical (lines) results. Calculations using multiple confinement states N and a size distri-
bution (blue lines) match the experimental trends but fail when a single nanoparticle size is
considered (orange and green lines). Peak areas in (a) are normalised to the value of n = 2 in
each case.

5.3 The Importance of Particle Size Distribution

The theoretical approach introduced in the previous section attributes the line broadening

and faster oscillator strength decrease in nanoparticles to quantum confinement of excitons in
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Cu2O particles of variable size. In this section, other potential reasons for these observations

are discussed, and the effect of quantum confinement is further elucidated.

Previous studies reported that the absorption lines continuously decrease with increasing

excitation power, with the higher-lying ones fading away first [32]. This power-dependent optical

bleaching becomes visible for n = 12 for a pump intensity of ∼1 mW/mm2. Additionally, the

intensity required to induce optical bleaching was empirically estimated to scale as n10 [32].

Therefore, the laser power required to observe any nonlinearities at n = 6, the last exciton

transition resolved in NPs, is on the order of 1 W/mm2. The intensity of the illuminating light

in the experiments of Section 5.1 is ∼1.5 mW/mm2 in the spectral region of the n = 6 exciton

state, hence sufficiently low so that the nonlinear effects observed in bulk can be neglected for

the observed excitonic states.

In nanoparticle systems, the blockade diameter can become comparable to particle size even

for small principal quantum numbers. Estimation of the dipole blockade volume, hence blockade

radius and diameter, can be performed using the following equation [32]:

Vblockade = 3 · 10−7µm3n7 . (5.7)

For n = 6, the blockade diameter is ∼540 nm, i.e. approximately equal to the average diameter

of the NPs. However, the intensities in this experiment are three orders of magnitude weaker

than that required to reach the blockade effect [32].

The reduction in oscillator strength due to damage to crystal structure can be ruled out since

a similar reduction is observed in synthetic NPs (See Fig. 5.2). Strain on Cu2O crystals can cause

a change in the absorption strength due to a change from isotropic to anisotropic nP states [228].

The substrate can exert stress on Cu2O crystals and affect the exciton transition, especially when

the crystal is glued onto the cold finger of the cryostat or when it is sandwiched between two

substrates. However, none of these scenarios is applicable to NP samples, as nanoparticles are

held in place only by the van der Waals forces between the substrate and the nanoparticles.

Moreover, electron-hole plasma injected by the incident broadband excitation can affect

the absorption of Rydberg excitons. The collision of exciton with free carriers results in a

reduction of exciton lifetime, broadening of the transitions, and a reduction of the exciton

oscillatory strength. However, this effect is significant for Rydberg states with n > 10 [242],

which is well above the highest n state observed for nanoparticles. It should be noted that the

effect of electron-hole plasma on the absorption of Rydberg excitons could become enhanced in

nanoparticles compared to the bulk crystal. In nanoparticles, the surface-to-volume ratio is much

higher than in bulk materials, which could result in a stronger interaction between the electron-

hole plasma and the surface plasmons. This stronger interaction could lead to an enhancement



5.3. The Importance of Particle Size Distribution 118

of the electron-hole plasma’s effect on the absorption of Rydberg excitons, resulting in a more

significant reduction of the exciton lifetime and broadening of the transitions [346, 347]. However,

the role of surface effects in the absorption of Rydberg excitons is not well understood and

requires further investigation. Additionally, the theoretical model developed in the remainder of

this work explains the experimental findings very well without the addition of plasmonic effects.

Consequently, the reduction in oscillator strength is attributed to the quantum confinement

effect present in nanoparticle samples. Theoretical calculations [245] for the n = 5 exciton state

show that 3D confinement in a QD with a 700 µm diameter blueshifts the lowest confinement

state (N = 1) by ∼20 µeV, which is an order of magnitude smaller than the linewidth of

the n = 5 transition. However, the higher confinement states N = 2, 3, 4, . . . provide a nontrivial

contribution to the total area of the observed excitonic line, which is a measure of oscillator

strength. This contribution to the overall exciton peak is shown in Fig. 5.6. There, the imaginary

part of the susceptibility for the n = 5 exciton is depicted, along with the contributions from

the N = 1, 2, 3 confinement states and different dot sizes. Since the energy shift of those states

is proportional to N , it can reach values of over 200 µeV for N > 2. Additionally, the energy

shift is proportional to R−2, and a relatively large energy shift on the order of 0.5 meV can be

expected at the lower end of the obtained NP sizes from the experiment. This is demonstrated

in Fig. 5.6, where strongly blueshifted peaks corresponding to small NPs are visible. All these

factors contribute to the shape of the total line (black curve in Fig. 5.6) and result in an apparent

reduction of the oscillator strength as every observed excitonic line is essentially an overlap of

the primary confinement state (N = 1) and multiple, blueshifted higher states which are too

close to each other to discern them on the spectrum.

The contribution of these confinement states is twofold. First, they make the absorption

peaks more symmetric. Since they have higher energy than the N = 1 state, their effect is

more pronounced on the high-energy side of an absorption peak; this is visible in Figs. 5.4(c)

and 5.4(d), where the asymmetric lineshape of the bulk crystal is transformed into a Gaussian

shape for the nanoparticles. This effect is also manifested in Fig. 5.4(c) where the asymmetry

parameter qn reaches a value close to zero already at n = 5 for the nanoparticle sample as

opposed to n = 9 for the bulk crystal.

Second, they significantly increase background absorption. Since the oscillator strength of

the confinement states quickly decreases with increasing N , their contribution affects mostly the

base of the absorption line. The widened bases overlap, forming a strong absorptive background,

which, in turn, greatly reduces the area of the peak visible above that background resulting in

an apparent reduction of the oscillator strengths. This observation explains why the calculated

line based on the particle size distribution is below the other two calculated lines in Fig. 5.5(a).

As the resonance energy of the confinement states depends on particle size (See Fig. 5.6), the
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Figure 5.6: Imaginary part of susceptibility χ calculated for the n = 5 exciton state and var-
ious N values and dot sizes. For each N , a sample of three individual dot sizes (300, 700,
and 1100 nm) is shown (dashed lines) along with an average (solid lines). The normalised sum
over all confinement states and dot sizes is depicted as a solid black line. Even though only
three dot sizes are included for each N in this figure, the solid lines are calculated using dot
sizes from 100 to 2000 nm, in steps of 100 nm, for a total of 20 different dot sizes.

peaks coming from various nanoparticles are shifted to a various degree. The sum of many

shifted peaks produces a wider peak for each n, with a much more pronounced base. Due to the

presence of the absorption background, such broadened peaks “sink” into the background, and

the part that sticks out of the background and is measured as peak area becomes smaller. The

green and orange lines in Fig. 5.5(a) are calculated for one NP size, as opposed to a distribution

of sizes (blue). Therefore, the effect of absorption background is less severe. Interestingly, the

effect of adding up 12 confinement states slightly outweighs the increase in the background.

In general, there exists a delicate balance and the peak area may increase or decrease depend-

ing on the particle size distribution, background absorption, the number of confinement states

considered and each peak is defined against the background. In particular, the high confinement

states are very strongly shifted in very small particles. Therefore, a decrease in peak area is

expected for a size distribution that contains small particles. On the other hand, for the case of

a single, moderately large size, these states more or less coincide with the main peak and add

to its area.
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5.4 Optical Spectroscopy of Single Nanoparticles

The spectroscopy of single nanoparticles reveals the effect of particle shape on the spectra of

Rydberg excitons. Owing to their small dimensionality, only a small fraction of the transmitted

light can be absorbed, thus rendering absorption spectroscopy of single NPs impossible. This

problem can be overcome by using DF reflection spectroscopy (See Section 3.2.4.1), as only the

scattered light from a single NP is detected. The setup used for DF spectroscopy is schematically

illustrated in Fig. 5.7(a). By using this setup, the zeroth order reflection is removed, and only

the back-scattered light from the nanoparticles is collected. This practice enhances the signal
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Figure 5.7: (a) Experimental setup for DF reflection spectroscopy. (b) DF reflection spectrum
from a single nanoparticle. The solid line is a guide for the eye. (c) Absorption (blue line)
and DF reflection (orange line) spectra for clusters of synthetic particles. The difference in the
number of counts per second between the two experiments is due to a smaller light intensity as
a significant fraction of the excitation is blocked by the dark-field stop.
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contrast, thus allowing us to probe single particles which would otherwise be impossible to

detect due to their small size. Fig. 5.7(b) displays a spectrum taken from the single nanoparticle

depicted in Fig. 3.2(c). Morphology of the single NPs does affect the spectrum; however, the first

three P excitons can be clearly resolved as dips in the spectrum. The smooth phonon absorption

seen in the clusters is replaced by a flatter but much noisier background due to resonant Rayleigh

scattering from the irregular surfaces of the nanoparticle. Several other dips are also observed

in Fig. 5.7(b), which can be attributed to a modified phonon density of states (DOS) compared

to the bulk crystal. Specifically, phonons are confined to dimensions comparable to the phonon

wavelength in a nanoparticle, leading to discrete quantised energy levels for the phonons. This

results in a discrete phonon DOS for a nanoparticle, which can give rise to additional peaks and

dips in the reflection spectrum compared to the bulk material. For comparison, the absorption

and DF reflection spectra from a cluster of NPs are superimposed in Fig. 5.7(c). The reflection

spectrum reveals the same number of exciton transitions (n = 5) as the absorption one, which

are overlaid on a similar phonon background.

The effect of nanoparticle morphology is shown in Fig. 5.8, where the DF reflection spec-

tra from four different NPs of similar size are presented. Apart from the first three P-exciton

resonances, which can be identified in all four cases, all spectra exhibit a different number of
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Figure 5.8: (a-d) DF reflection spectrum from different single synthetic nanoparticles of Cu2O.
The nanoparticles have an approximately circular shape, similar to the one shown in Fig. 3.2(c),
with a diameter in the range of 500-800 nm. The solid line is a guide for the eye.
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transitions, similar to the nanoparticle of Fig. 5.7(b). Moreover, the background is different in

each single NP, reflecting differences in size, shape, and surface morphology. These peculiar-

ities inherent to the nanoparticle system at a single particle level are currently hindering the

characterisation of the single-exciton nonlinearities associated with this system.

Note that probing single nanoparticles is inherently difficult. Long exposure times of the CCD

camera (over 1 hour) were required to detect the very weak signal from single NPs. Additionally,

correcting slight misalignment of the focus, occurring naturally due to vibrations or temperature

variations of the sample, becomes important owing to the small dimensionality of nanoparticles.

To account for this misalignment, the optical focus needs to be readjusted periodically over the

course of the long exposure.

5.5 Temperature Dependence of Bulk and Nanoparticles of Cu2O

The temperature evolution of the exciton absorption line for both the bulk crystal and SNPs

of Cu2O is shown in Fig. 5.9. In both cases, the maximum of the n = 2 absorption exciton line are

used as an approximation to the exciton resonance energy. The highest temperature where the

exciton line can be resolved is 200 K for the bulk crystal and 160 K for the nanoparticle system.

The increase of temperature results in a progressive redshift in the exciton transition energy, a

behaviour characteristic of semiconductors. The variation of the bandgap of semiconductor can

be described in terms of a hyperbolic cotangent relation [348]:

Eg(T ) = Eg(0)− S⟨ℏω⟩ [coth(⟨ℏω⟩/2kBT )− 1] , (5.8)

where Eg(0) is the bandgap energy at 0 K, S is a dimensionless constant describing the strength

of the electron-phonon coupling, kB is the Boltzmann constant, and ⟨ℏω⟩ is an average phonon

energy. The results of the fits to the experimental data, summarised in Table 5.2, agree within

the error bars for all three parameters, which indicates that the exciton absorption lines exhibit

a similar temperature dependence for both the bulk crystal and SNPs.
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Figure 5.9: Temperature dependence of the n = 2 absorption exciton peak for the bulk crys-
tal (blue dots) and SNPs (orange squares) of Cu2O. Here, the maximum of the exciton peak is
used as an approximation of the resonance energy. The corresponding fitted curves using Eq. 5.8
are shown as lines.

NPs Bulk

Eg(0) (eV) 2.1475 ± 0.0002 2.1478 ± 0.0001

S 1.59 ± 0.03 1.66 ± 0.02

⟨ℏω⟩ (meV) 9.7 ± 0.4 10.5 ± 0.3

Table 5.2: Fitting parameters of temperature dependence of the exciton transitions in NPs and
bulk using Eq. 5.8.

5.6 Summary and Outlook

In this chapter, quantum confined Rydberg excitons were observed for the first time in

nanoparticles of Cu2O. Exciton resonances were resolved and characterised via absorption spec-

troscopy by probing multiple nanoparticles simultaneously within the excitation spot. In the

nanoparticles sample, the Rydberg exciton series was extended up to n = 6 in contrast to a thin

bulk crystal where exciton up to n = 12 can be resolved. This discrepancy between the two sam-

ples stems from linewidth broadening accompanied by a simultaneous reduction of the oscillator

strength of the excitonic peaks, as the crystal structure is reduced from bulk to nanoparticles.

Several effects were considered to determine the origin of these two observations. One such effect

is damage to the crystal structure during the extraction of natural nanoparticles after polishing

a natural bulk crystal. However, this effect can be excluded as a similar reduction in the number

of exciton transitions is observed for synthetic nanoparticles. Additionally, stress induced by the
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substrate is ruled out since nanoparticles are not mounted on the substrate but are held in place

only by van der Waals forces. Additionally, the plasma and blockade effects, which have been

previously observed in bulk Cu2O, can be excluded for the excitation powers in this experiment

in combination with the small principal quantum number of the studied transitions.

Consequently, the observed effects are described in terms of the quantum confinement of

Rydberg excitons in conjunction with the particle size distribution. The confinement of the

centre-of-mass motion of Rydberg excitons gives rise to confinement states, overlapping with the

three-dimensional exciton states and modifying the exciton line profile. As these confinement

states are affected by the particle size, including the particle size distribution is crucial.

Furthermore, single nanoparticles of Cu2O can be isolated and probed by performing dark-

field reflection spectroscopy. Their spectrum is significantly different compared to clusters of

multiple NPs and is affected by the nanoparticle size, shape, and surface morphology. Specifi-

cally, the presence of multiple transitions in addition to the first three P excitons is attributed

to a modified DOS in a nanoparticle, while the irregular background is attributed to reso-

nant Rayleigh scattering from the irregular surfaces of the nanoparticle. These effects, i.e. the

modified phonon DOS and the Rayleigh scattering, are hindering the characterisation of single

nanoparticles and the corresponding single-exciton nonlinearities present in this system. Im-

proving the means of probing these single nanoparticles is a crucial step towards characterising

and utilising the nonlinearities inherent to the Cu2O at the single nanoparticle level.

The results presented in this chapter are a first step towards understanding the interaction

of Rydberg excitons in nanostructures and their application for quantum technologies.
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Chapter 6

Rydberg Exciton-Polaritons in a

Cuprous Oxide Microcavity

Exciton-polaritons in semiconductor microcavities have emerged as versatile light-matter inter-

faces whose unique properties, in combination with advanced semiconductor technology, can

be exploited for future applications for scalable quantum simulations [332] and polaritonic de-

vices [35], but also offer a platform for fundamental studies of many-body phenomena such

as high-temperature Bose-Einstein condensation [135, 139], superfluidity [27, 119], quantized

vorticity [28], and many others [35]. Previous studies were able to exploit exciton-exciton in-

teractions to demonstrate optical nonlinearities [349, 350] and non-classical effects [351–354] at

high light intensities. However, the realisation of strong and controllable interactions remains

an important frontier that would bring applications deep into the quantum domain. A candi-

date system for such interactions is high-lying Rydberg exciton states, and cuprous oxide, in

particular, has been identified as a well-suited material with giant Rydberg excitons as large

as ∼1 µm [32] leading to a strong blockade effect [246, 275]. The large Rydberg constant of

Cu2O (R∗
x ≈ 100 meV) distinguishes it from other conventional semiconductors and has enabled

the demonstration of a well-resolved P-exciton Rydberg series up to n = 30 [247]. In such highly

excited states, Rydberg excitons become very sensitive to external fields [238] and exhibit mu-

tual interactions that can be enhanced by more than ten orders of magnitude over that of the

ground state [34, 246].

As discussed in Section 2.5.2, the lowest conduction band and the highest valence band

in Cu2O have the same parity, such that the direct dipole transition is parity forbidden, thus

leading to a Rydberg series of long-lived P excitons. The narrow linewidths of the high-n

Rydberg excitons imply lifetimes of 200-400 ps, an order of magnitude larger than exciton in

GaAs quantum wells. The associated long coherence times [355] combined with the strong

Rydberg-state interactions hold great promise for a broad range of applications. Yet, harnessing
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these interactions for applications has remained a challenge due to the weak light-matter coupling

in this material. Specifically, the enhanced coherence comes at a cost as the forbidden dipole

transition also implies a small oscillator strength and correspondingly weak coupling of light to

Rydberg excitons in Cu2O.

The present chapter discusses how the limitation mentioned above could be circumvented by

embedding a Cu2O crystal between two highly reflective DBR mirrors to form a microcavity and

achieve strong coupling between light and Rydberg excitons. The transmission from the cavity is

characterised in terms of its angle dependence in Section 6.1 and its sample position dependence

in Section 6.2. Interestingly, the amplitude of the transmission peaks is not symmetric. This

observation is theoretically modelled in Section 6.3 by considering the asymmetric line profile

of the underlying Rydberg exciton transitions. Next, Section 6.4 discusses the reduction of

the exciton-photon coupling strength in this system. This reduction is further studied using

TMM simulations to reveal the effect of cavity thickness and phonon background in Section 6.5.

Then, the origin of the reduced number of observed transitions in the cavity compared to the

bulk is investigated in Section 6.6, by considering the effect of the blockade and plasma effects

(Section 6.6.1) and the effect of strain on the sample (Section 6.6.2). Finally, Section 6.7 gives

a summary of the experiment and an outlook for future studies.

The experiments presented in this chapter were performed by the author under the supervi-

sion of Dr H. Ohadi and have been published in Ref. [250]. The Cu2O crystal that was used in

the cavity was prepared by the author and Sai. K. Rajendran deposited the DBR mirrors. All

TMM simulations were performed by Sai. K. Rajendran. The theoretical model was developed

by V. Walther and T. Pohl.

6.1 Momentum-Resolved Cavity Transmission

To achieve strong coupling between photons and Rydberg excitons, a planar Fabry-Pérot

microcavity is formed by placing a thin natural Cu2O crystal between two highly reflective

mirrors, as discussed in Section 3.1.3.2. Two DBRs form the top and bottom mirrors, with 13

and 10 pairs of SiO2/Ta2O5 layers, respectively (See Fig. 3.5).

The coupling between cavity photons and Rydberg excitons is analysed by measuring the

polaritonic energy dispersion as a function of the in-plane wavevector k|| using a k-space imaging

setup (See Section 3.2.1.4). As discussed in Section 2.2.3, the planar microcavity induces longi-

tudinal confinement of the light at the resonant wavelength λc and corresponding frequency ωc.

For a single coupled longitudinal mode, the cavity photons acquire a quadratic energy disper-
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sion Ec ≈ ℏωc + ℏ2k2∥/2m
∗
c (Eq. 2.31), akin to particles moving in the transverse plane of the

cavity mirrors with an effective mass m∗
c . Due to the much larger mass of the excitons, the exci-

tonic dispersion is virtually flat for relevant in-plane momenta k|| and may cross the photon mode

at the exciton energy. Strong light-matter coupling is manifested as an avoided crossing and two

new modes (upper and lower exciton-polariton) that are separated by the vacuum Rabi splitting

ℏΩ. To measure the k-dependent energy dispersion, transmission spectroscopy was performed.

The excitation source was a top-hat resonant pulsed laser covering from 568 to 582 nm in wave-

length [See Fig. 3.8(b)]. The angle-resolved transmission spectra at 4 K from the experiment

and TMM simulations are shown in Fig. 6.1.

The spectrum from the transmission experiment exhibits a clear avoided crossing between

the cavity modes and the Rydberg exciton states with n = 3, . . . , 6, thus proving the successful

exciton-photon hybridisation and the subsequent formation of Rydberg exciton-polaritons up

to n = 6. While the linewidth of the P-exciton ground state (n = 2) is too large to reach the

strong coupling regime, the increasingly shorter lifetime of the excited states makes it possible

to form Rydberg polaritons under the conditions of our experiment in excellent agreement with

the theoretical expectation based on TMM calculations [See Fig. 6.1(b)].

The experimental spectra can be used to characterise the cavity further and extract useful

parameters such as the Q-factor, free spectral range, and cavity thickness. The experimental

Q-factor of the microcavity is given by Q = Ec/δEc (Eq. 2.27), where δEc denotes the cavity-
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Figure 6.1: Momentum-resolved transmission spectra at T = 4 K in the vicinity of the n =
2, . . . , 6 transitions from the experiment (a) and transfer matrix simulations (b). The dotted
white line in (a) shows the cavity mode. The excitation source in (a) is a top-hat resonant
pulsed laser [See Section 3.2.1.5 and Fig. 3.8(b)].
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transmission linewidth of the nearly uncoupled cavity mode, away from any exciton resonance,

at normal incidence. Selecting a cavity away from exciton resonances is important since, as soon

as the interaction with an exciton transition is involved, the linewidth of the cavity mode will

be limited by absorption events. In this case, the resonance energy of the first fully resolved

cavity mode at the low energy side of the spectrum is Ec ≈ 2.135 eV and the corresponding

linewidth (FWHM) extracted from a Lorentzian fit is δEc ≈ 1.26 meV. The experiment thus

yields a quality factor Q ≈ 1, 700 that is smaller than the predicted value from TMM simu-

lations Q ≈ 2, 300. This discrepancy is attributed to the fact that TMM simulations do not

include the inhomogeneous broadening due to local cavity thickness modulation caused by DBR

deposition, polishing and the wedged structure of the cavity. From the experimental free spectral

range of FSRexp ≈ 6.6 eV, the active layer thickness is estimated as l ≈ 31 µm, which matches

with optical microscopy measurements.

6.2 Position-Resolved Cavity Transmission

The large size of the microcavity along the transverse direction permits scanning the photon

dispersion through the exciton resonances. Crystal polishing induces a slight wedge (∼0.6◦) in

the Cu2O active layer. By varying the excitation position of the incident field to control the

relevant thickness of the microcavity’s active layer, the energy of the cavity mode can thus be

tuned. This is implemented by using a position scanner with a spatial resolution of 30 nm per

step that enables the cavity transmission to be scanned with high precision (∼13 µeV per step).

Using the same top-hat laser excitation as the k-space spectrum, the transmission spectrum at

each position of the scanner can be recorded. By stacking all individual spectra one after the

other, the real-space spectrum can be constructed as a function of position. The experimental

and simulated real-space spectra at T = 4 K in the vicinity of the first five P-exciton states are

shown in Fig. 6.2. Similar to the case of k-space, a cavity mode comes into resonance with each

Rydberg exciton transition as the position is scanned and exhibits a clear avoided crossing of

the polariton modes for n = 3, . . . , 6. The n = 2 exciton shows signs of avoided crossing, but not

as clear as the higher-n states. These observations are confirmed by the simulated spectra using

the TMM calculations. Individual transmission intensity line profiles at different positions are

shown in Fig. 6.2(c,d). The dispersion of the upper and lower polariton modes (red dashed lines)

can be clearly seen here as the anticrossing occurs in the vicinity of the exciton resonance (dotted

grey lines).
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A careful examination of the transmission spectra is necessary to determine the zero cavity-

exciton detuning for each Rydberg exciton state. The energy line profile of the resonance in

a wedged planar Fabry-Pérot cavity is asymmetric (See Chapter 6 of Ref. [356]). For wedge

angles such as the one in the present microcavity sample (∼0.6◦) the asymmetry is such that

the high energy slope of the cavity mode is steeper than the low energy side. The off-resonant

cavity mode shows a slight asymmetry at the high energy side [orange dots in Fig. 6.3(a)]

and a broadening compared to the k-space line profile due to the larger spot size of real-space

measurements (nearly twice due to the lower NA of the excitation lens).

To determine the cavity-exciton detuning (Ecav − En) for each principal quantum number,

the nearest cavity mode needs to be identified for each Rydberg state. Exciton absorption

from multiple Rydberg exciton channels distorts the cavity modes, thus making it difficult

to define them accurately. Therefore, a cavity mode at the low-energy side of the real-space

transmission spectrum is selected as it is the furthest away from the exciton lines. Owing to

small thickness variations in the microcavity sample, the cavity modes cannot be described with

straight lines. Consequently, the cavity mode is fitted with an 8th degree polynomial [yellow line

in Fig. 6.3(b)]. A second cavity mode well away from the exciton transitions is also identified,

and from these two modes, the spacing between adjacent modes is calculated. Subsequently,

the cavity modes near the excitons can then be calculated by a simple energy translation since

the cavity modes are equally spaced in energy by hc/(2n̄l), where c is the speed of light, h is
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Figure 6.3: (a) Zoomed in cavity line profile at the low energy side of the transmission spec-
trum showing the asymmetric lineshape broadening (FWHM ≈ 1.74 meV) due to the wedged
structure of the cavity (orange circles). The line profile of the cavity from k-space measure-
ment in Fig. 6.1 (black circles) and the Lorentzian fit (FWHM ≈ 1.26 meV). (b) Experimental
real-space spectrum at T = 4 K. Solid lines represent the exciton resonances (white) and cavity
modes (blue and yellow). The point where each exciton line intersects with the corresponding
cavity mode is denoted by a green dashed line.
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the Planck constant, l is the cavity thickness, and n̄ is the real refractive index of Cu2O. This is

achieved by translating one of the fitted cavity lines to find the modes in the vicinity of the first

five exciton resonances [blue lines in Fig. 6.3(b)]. Zero detuning for each n can be accurately

defined as the position where the exciton line intersects the corresponding cavity mode [green

dashed lines in Fig. 6.3(b)]. The zero detuning spectrum is denoted by the orange-lined line

profile for each n in Fig. 6.2. Interestingly, the amplitude of the transmission peaks of the upper

and lower polaritons is not symmetric. This observation reflects the asymmetry of the exciton

line, which originates from the continuous absorption background resulting in a Fano absorption

profile, as discussed in Section 2.5.4. In the following section, the asymmetry in the transmission

spectra is explained through a theoretical model based on the asymmetric absorption profile of

the underlying Rydberg exciton transitions.

6.3 Theoretical Description of Transmission Spectra

The absorption lines of the yellow P-exciton series in Cu2O have an asymmetric line shape,

which here is attributed to interference with a spectrally broad, phonon-assisted background [240],

giving rise to a Fano absorption profile αn ∝ γ̄n/2+2Qn∆n

(γ̄n/2)2+∆2
n

with an asymmetry parameter Qn ̸= 0,

a transition linewidth γ̄n, and a laser detuning ∆n = ωin − En/ℏ, where ωin is the angular fre-

quency of the laser. This asymmetry subsequently affects the shape of the cavity’s transmission

resonances, yielding asymmetry in the transmission peaks of the upper and lower polaritons.

In an excitation event, an incident photon can either excite any of the Rydberg exciton

resonances n, described by the operator X̂n, or a phonon-assisted continuum of states, de-

scribed by Ŷ , both at centre-of-mass momentum k. The phonon-assisted states also possess

an internal (relative) momentum k′. The coupling of the Rydberg exciton states to the un-

derlying phonon background provides an interfering excitation pathway, thus creating a Fano

resonance [287]:

∂tX̂n(k) = −Γn
2
X̂n(k)− ignE(k)− i

∑
k′

hn,k,k′ Ŷ (k,k′) ,

∂tŶ (k,k′) = −
Γk,k′

2
Ŷ (k,k′)− igbgk,k′E(k)− i

∑
n

hn,k,k′X̂n(k) ,

(6.1)

where gbgk,k′ denotes the optical coupling rate to the phononic states of the background, hn,k,k′ the

exciton-phonon coupling, Γk,k′ = γk,k′ − 2i∆k,k′ the complex phonon linewidth with linewidth

γk,k′ and detuning ∆k,k′ = ωin − ωk,k′ , and Γn is equivalently defined for the nth exciton. The
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variables associated with the Rydberg resonance are defined equivalently. The field E can be

understood to give rise to a photon density ⟨E†(k)E(k)⟩ in mode k. In the above description,

small contributions from scattering processes involving multiple different phonons are neglected.

In the steady state, we can solve for the continuum operators:

⟨Ŷ (k,k′)⟩ = 2

Γk,k′

[
−igbgk,k′E(k)− i

∑
n

hn,k,k′⟨X̂n(k)⟩

]
. (6.2)

The phonon states can be assumed as flat (gbgk,k′ = gbgk and hn,k,k′ = hn,k) and dense in the

relative momentum quantum number, allowing the sums to be evaluated as:

∑
k′

hn,k,k′⟨Ŷ (k,k′)⟩ ≈
[
−ihn,kgbgk E(k)− ih2n,k⟨X̂n(k)⟩

]
τk,n

= −ih̄n,kḡbgn,kE(k)− ih̄2n,k⟨X̂n(k)⟩,
(6.3)

where τk,n was defined as τk,n ≡ τk(ωin = ωn) from τk(ωin) =
∑

k′
2

Γk,k′
and was absorbed into

h̄n,k ≡ √
τk,nhn,k and, similarly, ḡbgn,k (that have units ∼ √

energy). Small contributions from off-

resonant Rydberg states are also neglected. While h̄n,k and ḡbgn,k can, in general, carry complex

signatures of the underlying decay rates, here, they are assumed to be real and constant across

each exciton resonance. The polarisation P(k) = χkE(k) can be solved explicitly and it defines

χk via:

P(k) =
∑
n

gn⟨X̂n(k)⟩+
∑
k′

gbgk,k′⟨Ŷ (k,k′)⟩

= −i
∑
n

(gn − iḡbgn,kh̄n,k)
2

Γn
2 + h̄2n,k

E(k)− i(ḡbgk (ωin))
2E(k)

= −i
∑
n

g2n
(1− iQn,k)

2

γ̄n
2 − i∆n

E(k)− i(ḡbgk (ωin))
2E(k),

(6.4)

where γ̄n/2 = γn/2 + h̄2n and the asymmetry parameter Qn,k =
ḡbgn,kh̄n,k

gn
. The free-space absorp-

tion is given through the imaginary part of χk as:

αk = − 2

cn̄
ℑ(χk) =

∑
n

4g2n
cn̄

γ̄n + 4Qn,k∆n

γ̄2n + 4∆2
n

+ αbg
k (ωin) , (6.5)

where n̄ is the refractive index. The terms ∼ Q2
n,k were dropped under the assumption that

Q2
n,k ≪ 1. Plain exciton absorption corresponds to the case when Qn,k = 0. The cross-

term originates from the interference between direct and indirect excitation of the background

and produces an asymmetric lineshape. The standard in-cavity field equation for transverse
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momentum k|| [175] is modified as follows:

∂tẼ(k||) = −Γcav

2
Ẽ(k||)−

i

n̄2
P(k||) + ηinE

in(k||) , (6.6)

with Γcav = κ−2i(ωin−(ωcav+ℏk2||/(2mph))), κ the cavity linewidth, mph the effective transverse

photon mass and Ein the external driving field with corresponding coupling η. Transmission

through the cavity at fixed k|| is proportional to the in-cavity intensity T = Cout|E|2 and is given

by:

Tn =

(κ
2
+
∑
n

(gn
n̄

)2 [1−Q2
n]
γ̄n
2 + 2∆n ·Qn

(γ̄n/2)2 +∆2
n

+

(
ḡbg(ωin)

n̄

)2
)2

+

(
∆cav −

∑
n

(gn
n̄

)2 [1−Q2
n]∆n −Qnγ̄n

(γ̄/2)2 +∆2
n

)2
−1

,

(6.7)

where the parameter Gn ≡ gn/n̄ is the effective coupling strength. Note that for comparison

with Eq. 6.5, terms ∼ Q2
n should be dropped. For the case of a single exciton transition, while

neglecting the adjucent transitions, the resonant cavity transmission spectrum (Eq. 6.7) can be

approximated as:

Tn ≈

[(
κ̃

2
+G2

n

γ̄n/2 + 2Qn∆n

(γ̄n/2)2 +∆2
n

)2

+

(
∆n −G2

n

∆n −Qnγ̄n
(γ̄n/2)2 +∆2

n

)2
]−1

. (6.8)

Here κ̃ ≡ κ + 2
(
ḡbg(ωin)

n̄

)2
is the cavity linewidth far off-resonance, which includes losses from

the phonon background. This equation yields transmission maxima at the expected polariton

resonances as a function of the laser detuning ∆n = ωin − En/ℏ.

The experimental zero-detuning spectra presented in Fig. 6.2 are fitted using Eq. 6.7, which

quantitatively explains the asymmetric transmission peaks observed in the experiments [See

Fig. 6.4(a)]. Including adjacent transitions is particularly important for n = 4, . . . , 6 transitions,

where the exciton energy spacing becomes comparable to the cavity linewidth. The fittings

using Eq. 6.7 are implemented by varying the effective exciton-coupling coupling strength Gn

and a normalising amplitude while fixing other independently measured parameters such as κ̃,

Qn, and γ̄n. Considering that there is essentially only one fitting parameter (i.e. the Gn), the

theory yields a remarkably good agreement with the measurements. The fitting parameters and

the extracted Gn values are summarised in Table 6.1.
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Figure 6.4: (a) Experimental data and fitted lines for the lower and upper polariton branches at
zero detuning (cavity resonant with exciton) for the n = 2, . . . , 6 exciton states. The excitation
source in panel is a top-hat resonant pulsed laser [See Section 3.2.1.5 and Fig. 3.8(b)]. The small
mismatch between the theory fits and the experiment at positive energies is due to a wedge in
the microcavity, which gives rise to an asymmetric cavity line profile, as discussed in Section 6.2.
(b) Theoretical contour plots of the effective coupling strength Gn as a function of detuning for
the n = 2, . . . , 6 exciton states. The theoretical strong coupling transition (See Section 6.4) is
depicted as a yellow dashed line, while the experimentally obtained coupling strength is shown
as a white dashed line.

n κ (meV) γ (meV) γpol (meV) Qn ℏΩR (meV) ℏΩR/γpol min(Gn) for
SC (meV)

Gn (meV)

2 1.44 ± 0.03 2.75 ± 0.02 2.09 ± 0.02 -0.251 ± 0.005 – – 1.11 ± 0.01 1.01 ± 0.01

3 1.90 ± 0.03 0.789 ± 0.007 1.34 ± 0.02 -0.241 ± 0.005 1.50 ± 0.03 1.12 ± 0.03 0.25 ± 0.01 0.60 ± 0.01

4 2.37 ± 0.06 0.363 ± 0.005 1.36 ± 0.03 -0.212 ± 0.007 1.13 ± 0.03 0.83 ± 0.03 0.09 ± 0.01 0.41 ± 0.01

5 2.66 ± 0.05 0.211 ± 0.005 1.43 ± 0.03 -0.20 ± 0.01 0.89 ± 0.04 0.62 ± 0.03 0.05 ± 0.01 0.25 ± 0.01

6 2.64 ± 0.04 0.142 ± 0.005 1.39 ± 0.02 -0.17 ± 0.01 0.67 ± 0.04 0.48 ± 0.03 0.04 ± 0.01 0.13 ± 0.01

Table 6.1: Cavity linewidth κ, exciton linewidth γ, asymmetry parameter Qn, vacuum Rabi
splitting ℏΩR, minimum effective exciton-photon coupling Gn for strong coupling, and the fit-
ted Gn at zero detuning for each Rydberg exciton transition n. γpol is the average exciton (γ)
and cavity linewidth (κ). min(Gn) for strong coupling is theoretically calculated when two clear
peaks in spectra are observed (that is when two local maxima are observed).

6.4 Exciton-Photon Coupling Strength

The theoretical line profiles can be used to obtain the minimum value of Gn required to

observe clearly separated polariton resonances for each n and determine whether an exciton

transition is strongly coupled [See Fig. 6.4(b)]. Specifically, Eq. 6.8 is used to plot the theoretical
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transmission spectrum for a broad range of Gn values for each exciton transition individually.

As an example, Fig. 6.5(a) shows seven theoretical spectra for the n = 3 transition with Gn

values ranging from 0.1 to 0.4. A clear dip between the two polariton modes starts forming for

a Gn value between 0.2 and 0.3. To accurately determine the exact value, the derivative of the

transmission spectrum for this range of values is plotted [See Fig. 6.5(b)]. The minimum Gn is

calculated as the first value where the derivative near resonance crosses zero [red dashed line

in Fig. 6.5(b)]. The corresponding spectrum describes the case where the transmission flattens

near the resonance. For n = 3 in particular, this is Gn = 0.25. For a greater Gn value, there

is a local minimum in the transmission function with two separate peaks on either side. A

similar routine is implemented for the other exciton transitions. The minimum values of Gn for

operation in the strong coupling regime are summarised in Table 6.1.

The experimental coupling strength along with the minimum value required for strong cou-

pling are overlaid on the theoretical contour plot of the effective coupling strength Gn as a

function of detuning for each of the n = 2, . . . , 6 exciton states [See Fig. 6.4(b)]. The depicted

comparison between the measured values (white dashed lines) and the theoretical minimum

of Gn (yellow dashed lines) demonstrates that the microcavity just reaches the onset of the

strong coupling regime for n = 2 and shows Rydberg polaritons well within the strong coupling

regime for n = 3, . . . , 6.

The effective exciton-photon coupling strength Gn decreases with n, in a similar manner to

the Rydberg scaling of the oscillator strength, as shown in Fig. 6.6. This observation implies

that the strong coupling condition is ultimately limited by the competition with the linewidth
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Figure 6.5: (a) Theoretical transmission spectra for the n = 3 transition for different values
of Gn. The spectra were calculated using Eq. 6.8. (b) Derivative of the transmission spec-
tra (dE/dT ) with respect to energy for n = 3 for different values of Gn.
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Figure 6.6: Effective coupling strength parameter Gn versus quantum number n in the exper-
iment (circles), and the square root of the theoretical oscillator strength (dashed line) show
agreement with each other. The error bars (vertical lines) represent fitting errors.

of the formed polaritons. The exciton-photon coupling can, in principle, be made stronger

by increasing the cavity thickness because a larger volume of the active medium collectively

enhances the exciton-photon coupling. However, the phonon-induced absorption background

of Cu2O represents a competitive photon-loss mechanism that adds to the linewidth of the

cavity. The role of each one of these two competitive mechanisms is further studied using

TMM simulations in the following section.

6.5 Transfer Matrix Simulations

The aim of this section is to use the transfer matrix method to investigate the strength of

coupling between the yellow nP-exciton transitions and the cavity mode. Additionally, TMM

simulations can further elucidate the contribution of the phonon background to strong coupling

in Cu2O microcavities. The cavities in all TMM calculations consist of 13 and 10 pairs of

alternating Ta2O5 and SiO2 layers for the top and bottom DBRs as in the experiment.
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6.5.1 Refractive Indices

A key challenge in calculating the coupling strength of Rydberg exciton transitions to cavity

modes involves obtaining the correct optical response of Cu2O. The complete excitonic picture

is only observed at cryogenic temperatures (See Section 2.1.1). Hence, the refractive index

of Cu2O (ñ − ik) must also be obtained at the same temperature, making it difficult to use

standard techniques such as ellipsometry. Furthermore, to determine the contribution of the

phonon background to the strong coupled Rydberg states, the optical response of Cu2O must be

accurately determined both in the presence and absence of the phonon background. This analysis

requires estimating the complex refractive index of Cu2O when the absorption spectrum arises

from only P excitons, without any phonon background, in addition to case where the background

is present.

The imaginary part of the refractive index can be extracted by recording the absorption coeffi-

cient of Cu2O at T = 4 K. The complex refractive index, following the Kramers-Kronig relations,

is then obtained using a Hilbert transformation of the imaginary part [37] [See Fig. 6.7(d)]. A

constant real value of 3 was then added to the refractive index of Cu2O to obtain a dispersion

similar to that of the crystal [357].

The k values shown in Fig. 6.7(b) were obtained by extracting values from the optical re-

sponse of Cu2O in Ref. [240]. This figure shows two broad absorption bands corresponding to

the phonon-assisted absorption of the yellow 1Sy excitons for wavelengths shorter than 606 nm

and of the green 1Sg excitons for wavelengths shorter than 572 nm, respectively. After remov-

ing the phonon-assisted 1Sg component, the optical response of only yellow P and 1Sy excitons

remain [See Fig. 6.7(c)]. When both the phonon-assisted absorption into 1Sy and 1Sg are re-

moved, the optical response of only nP excitons can be isolated [See Fig. 6.7(a)]. Here, while k

demonstrates the narrow nP resonances, a residual background absorption exists near the band

edge and is assigned to the Urbach tail (See Section 2.5.4). The real parts of the corresponding

refractive indices (ñ) are also shown in the plots of Fig. 6.7. These refractive indices can then

be used to calculate the effect of such exciton transitions on the resultant polariton modes.

6.5.2 The Effect of Cavity Thickness

Using the estimated refractive index of Cu2O (ñ − ik), the thickness of the crystal can be

varied to tune the cavity mode into resonance with each of the exciton transitions, which occurs

for thicknesses at integer multiples of λ/2ñ. The calculated transmission spectra of a microcavity

with different Cu2O thicknesses are shown in Fig. 6.8. The energy of the P-exciton transitions

is denoted by the white dashed lines. For the case of a λ/2ñ cavity with a crystal thickness
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Figure 6.7: The complex refractive index of cuprous oxide at T = 4 K estimated when the
absorption spectrum arises from (a) P excitons, (b) only phonon-assisted 1S transitions, (c) only
yellow series excitons and (d) all exciton transitions.

∼96 nm, a broadening of the normal modes is observed when the cavity mode is resonant to the

exciton modes; however, no clear splitting is obtained [See Fig. 6.8(a)]. On the contrary, a much

thicker 21λ/2ñ cavity with a thickness ∼2 µm exhibits clear splitting for the n = 3, . . . , 7 exciton

transitions, visible, demonstrating strong coupling of the resonant modes [See Fig. 6.8(b)]. For

the n = 2 transition, the coupling strength to the cavity mode results in a small broadening and

splitting, still below the onset of strong coupling, similar to the experiment.

When varying the cavity thickness, the minima in normal mode splitting energy occurs when

the cavity mode is in resonance with the exciton transition. Fig. 6.8(c) shows the Rabi splitting

energy of the n = 3, . . . , 7 exciton transitions as a function of cavity thickness, expressed in

integer multiples of λ/2ñ. The noise in the estimated Rabi splitting energy trend arises from

the spectral resolution of 0.03 nm used to experimentally measure the absorption spectrum

of Cu2O crystal for the TMM calculations. All P-exciton transitions display an increase in
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Figure 6.8: The calculated transmission through a microcavity with different cuprous oxide
crystal thicknesses of (a) λ/2ñ and (b) 21 λ/2ñ. (c) The calculated Rabi splitting energies of
different cuprous oxide yellow transitions as a function of crystal thickness in the cavity.

Rabi splitting energy with increasing cavity thickness due to the accompanying enhancement

of the absorption strength before slowly saturating to a constant value. The highest splitting

is obtained for the n = 3 transition, followed by the n = 4, 5 and 6 transitions. The increase

in thickness of Cu2O crystal required to observe the onset of strong coupling for increasing

principal quantum number is explained in the next section.

6.5.3 The Effect of Phonon Background

To exploit the giant nonlinearities inherent to Rydberg excitons, achieving strong coupling

in as high a principal quantum number n is necessary. The reduction of oscillator strength as

well as spectral linewidth (FWHM) by the same scaling factor of n−3 implies that transitions

of all principal quantum numbers should be equally strongly coupled. To better understand

the origin of strong coupling in Cu2O, the Rabi splitting was calculated for two cases: first,
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for exciton transitions when the Cu2O optical response consists of only P excitons, and second

when phonon-assisted 1S excitons are calculated.

The polariton linewidth depends on the averaged exciton and cavity linewidths weighted by

their Hopfield coefficients (See Section 2.3.2). When the cavity mode is in resonance with the

exciton transition, the exciton and photon components of the emerging polariton mode have

equal magnitude and affect the polariton linewidth in equal weights. The polariton linewidths

determine the lifetime of the polaritons, and the Rabi splitting energies determine the time period

of oscillation between the hybrid states within those polariton lifetimes. The exciton linewidths

extracted from fitting the exciton absorption lines with an asymmetric Lorentzian formula are

shown in Fig. 6.9(b). Note that a new thin Cu2O crystal was used, extracted from the same

mother crystal as the one used in the experiments in this chapter. The TMM calculated cavity

linewidth is extracted for two different optical responses. First, a cavity with a transparent

spacer, given by a constant refractive index of 3, is considered. The cavity spectral FWHM at

wavelengths resonant with the nP-exciton transitions shows the expected 1/thickness reduction

due to the increase of cavity round-trip time [See Fig. 6.9(b)]. Conversely, a cavity with phonon-

assisted 1Sy and 1Sg transitions shows a broadening of the cavity mode with increasing active

layer thickness [See Fig. 6.9(a)]. This observation highlights that the resonant 1Sy absorption

offers an additional decay channel for the photons. Cavity modes resonant with transitions

of n >= 5 are relatively broader due to additional absorption by the 1Sg excitons in addition

to the 1Sy excitons. A secondary broadening is also caused by the background Urbach tail

resonant with high-n Rydberg states (See Section 2.5.4). The former effect can be eliminated

(b)(a)

Figure 6.9: The extracted linewidths of the calculated cavity modes in the (a) presence and
(b) absence of phonon-assisted transitions from TMM simulations. The P-exciton linewidths
are also shown as scatter plots (b).
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by two-photon absorption [34, 358], first to a low-lying S exciton followed by a transition to a

higher P exciton.

A so-called strong coupling factor ℏΩ/γpol can be defined by dividing the Rabi splitting

energy [See Fig. 6.8(c)] with the corresponding polariton linewidth. The system is in the strong

coupling regime when there is a clear Rabi splitting present. Therefore, a nonzero strong cou-

pling factor indicates operation in the strong coupling regime. Figure 6.10(a) presents the strong

coupling factor calculated using the polariton linewidth obtained from a cavity mode broadened

by the phonon-assisted transitions, i.e. when the phonon background is included in the ab-

sorption. The strong coupling factor ℏΩ/γpol plateaus quickly as the cavity thickness increases

as the additional decay channel into the phonon-assisted 1Sg hinders the observation of strong

coupling for high-n. On the other hand, if the polariton linewidth is calculated for the case

where the P excitons can emit light only into the cavity mode, i.e. when the phonon background

is removed, the coupling factor increases continuously with increasing cavity thickness and no

plateau is observed [See Fig. 6.10(b)].

Therefore, it is evident that additional phonon-assisted absorption of the 1S excitons resonant

with the P excitons is the main reason for the saturation of Rabi splitting with thickness. This

limitation, in turn, poses a challenge towards the observation of strong coupling in high n giant

Rydberg excitons. Note that the estimation of Rabi splitting in the TMM simulations is limited

up to n = 7 due to the same limit on nP transitions observed in the absorption spectrum of

the Cu2O crystal sample used. This particular crystal sample was taken from the same natural

Cavity thickness ( ) Cavity thickness ( )

No phonon
background

(a) (b)

Figure 6.10: Transfer matrix calculations of the strong coupling factor (ℏΩ/γpol) for the yellow
P excitons in the (a) presence and (b) absence of phonon-assisted 1S transitions. The solid lines
are a guide to the eye.
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stone used in the cavity, thus allowing a better comparison with the experimental spectra. The

decision to use it for the TMM simulations in this work and Ref. [250] was based on the fact that

it shows a more representative spectrum for the thin Cu2O samples extracted from the mother

crystal, and hence the one used in the cavity. This comparison highlights a mistake in our

judgement when assuming that all samples would yield exciton resonances up to n = 12 as the

sample of Fig. 5.1, which was the first Cu2O sample ever prepared in our research group. When

using the experimental absorption spectrum obtained from this Cu2O crystal that exhibits clear

resonances up to n = 12, TMM calculations were able to exhibit Rabi splitting up to n = 12.

Hence Cu2O presents a potential for observation of high-n strong coupling of ground state

transitions.

An alternative route to enhanced strong coupling and hence enhanced single-particle nonlin-

earity may be achieved using electromagnetic induced transparency schemes [34, 358]. However,

the interaction strength of the n = 3, . . . , 6 P-exciton ground state transitions are sufficiently

large to present an interesting opportunity to explore additional non-linearity effects induced

when these polaritons interact with each other through cavity-mediated Rydberg blockade.

6.6 Limiting Factors to Strong Coupling

The calculations based on the transfer matrix method indicate that the competition between

the cavity thickness and the phonon-induced absorption background leads to a finite ratio of

the vacuum Rabi splitting to the linewidth of the polaritons as the cavity thickness is increased.

In the absence of the phonon background, the calculations yield a steadily increasing ratio of

the Rabi splitting to the polariton linewidth with increasing crystal thickness. On the other

hand, with the phonon absorption background, the calculations also predict strong coupling for

all Rydberg states observed in the bulk crystal, but the coupling strength plateaus as cavity

thickness increases.

The question then arises as to why the experiment is limited to n = 6 for strong coupling

when the exciton series is extended up to n = 12 in the bulk crystal. This limitation could be

due to several reasons: the plasma effect, the blockade effect, external strain or charged defects

in the crystal.
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6.6.1 Photon Number and In-cavity Intensity

To investigate whether the plasma and blockade effects are responsible for the reduced num-

ber of strongly coupled Rydberg exciton transitions, the photon number and the in-cavity in-

tensity are calculated.

The in-cavity photon number per cavity mode ncav can be estimated from the spatially and

wavelength-integrated CCD count rate R2D of the transmission spectrum within a cavity mode

energy range [for instance, see Fig. 6.3(a)], which is calculated as R2D = 4.2 × 106 counts/s in

this experiment. To associate this quantity to ncav, the microcavity is modelled as Fabry-Pérot

cavity with transmission coefficients β1 for the back mirror on the excitation side and β0 for

the front mirror on the collection side. The pulsed laser excitation creates a photon pop-

ulation ncav inside the cavity. On a time scale of the order of the round trip time given

by τRT = 2Lnref/c ≈0.62 ps (Eq. 2.28), a fraction ∼β1ncav of the cavity photons leaks out

of the back mirror, leaving a population of ncav − ncavβ1 photons inside the cavity. The leakage

through the front mirror is thus β0(ncav − ncavβ1) ≈ ncavβ0. The photon leakage rate is given

by ncavβ0/τRT . R2D is related to ncav by:

R2D =
β0ncav
τRT

ητp × PRF× QE

α
, (6.9)

where β0 = 3× 10−4 is the transmission of the out-coupling DBR mirror (See Section 3.1.3.2),

η = 0.208 is the total optical collection efficiency, τp = 5 ps is the laser pulse duration,

PRF = 78 MHz is the pulsed laser repetition frequency, QE = 0.97 is the CCD’s quantum

efficiency and α = 1.5 e−/count is the CCD’s sensitivity. The total optical collection efficiency

is estimated as by considering the transmission/reflection coefficient of all optical components

the light encounters after being transmitted from the cavity and until it reaches the spec-

trometer’s CCD camera [See Fig. 3.8(a)]. Substituting R2D = 4.2 × 106 counts/s to Eq. 6.9

yields ncav = 160± 100.

The peak in-cavity intensity can be estimated from the multiplication of the photon flux Φ

with the incident photon energy Eph as:

Iin−cavity−peak = Φ · Eph = 2ncavhc/(τRTAλ) ≈ 26 µW/µm2 , (6.10)

where A is the area of the laser spot with diameter ∼3 µm and λ ≈ 575 nm as the middle of the

top-hat excitation [See Fig. 3.8(b)]. The in-cavity intensity is sufficiently low that the plasma

effect and the blockade effect can be neglected [242].

By considering a mean laser power of Plaser−mean ≈ 40µW/nm, the peak laser intensity



6.6. Limiting Factors to Strong Coupling 145

incident can be estimated as:

Ilaser−peak =
Plaser−peak

A
=

Plaser−mean

τp × PRF×A
≈ 15

mW

µm2
. (6.11)

Comparing the peak in-cavity intensity with the peak laser intensity incident on the sample

yields a cavity throughput of ∼0.2%.

The Rydberg blockade effect can result in non-classical light. The blockade effect arises from

the competition of the interaction-induced level shift and the width of the exciton line at a

given principal quantum number n (See Section 2.5.2). For P excitons, several potential curves

with degenerate asymptotes contribute to the nonlinearity. However, one approach includes

using the range of the resulting non-local nonlinear response (see, e.g. Ref. [47]) to estimate the

blockade radius. This approach yields a blockade radius of 1 µm at n = 15, as obtained from

the measured nonlinear absorption without a cavity. This length scale is known to scale as n7/3

with the principal quantum number n, yielding a blockade radius rRy above 100 nm for n = 6.

The threshold particle number for non-linearity nth is simply the mode volume of the cav-

ity Vcav = A ·L divided by the Rydberg volume VRy = 4/3πr3Ry. Assuming a blockade radius of

∼100 nm for n = 6 and given the excitation spot diameter of 3 µm and cavity length L = 31 µm,

the particle density for non-linearity in the cavity is nth ≃ 5×104, which is two orders of magni-

tude larger than our cavity photon number ncav. However, this threshold could be improved by

reducing the thickness of the crystal and the spot size. For an experimentally achievable mode

volume of 1 µm3, the cavity would saturate already at a level of ∼200 photons and generate

non-classical light at such low photon numbers for n = 6. Therefore, it is possible to reach

the regime of a few strongly interacting polaritons for cavity-mode volumes achievable in future

experiments, although higher-n polaritons are more desirable.

6.6.2 Strain Effect in the Cavity

Another potential reason behind the reduced number of observed strongly coupled transi-

tions is the strain in the microcavity. This hypothesis is tested by first investigating the amount

of strain present in the current sample by performing PL measurements. Then, a new sam-

ple is prepared to further investigate the induced strain due to the cavity fabrication process

implemented in this work.

The cavity PL spectra at different two different locations are shown in Fig. 6.11. The

lower signal-to-noise ratio is attributed to the fact that the wavelength region of the 1S or-

thoexciton is inside the stopband (See Fig. 3.6). The spectrum labelled “Centre” (blue line

in Fig. 6.11) corresponds to a location in the middle of the cavity sample and coincides with
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Figure 6.11: Photoluminescence spectra recorded from the centre (blue line) and from an edge
of the cavity (orange line). Inset displays the spectral region around the 1S orthoexciton.

the area where Figs. 6.1 and 6.2 were recorded. The spectrum consists of the 1S orthoexciton

peak circa 609.6 nm and two broad features at ∼612.6 nm and ∼613.5 nm, corresponding to the

phonon-assisted transition involving the Γ−5 and Γ−3 phonon, respectively [243, 248], as discussed

in Section 2.5.5. Interestingly, the 1S state is split by ∼67 pm. This splitting is attributed to

strain along the [100] crystallographic direction, which is known to cause the triply-degenerate

1S state to split into a singlet and a doublet with the singlet energy increasing, and the doublet

energy decreasing with strain [230, 359].

A positional scanner was used to scan the sample in order to find the position with the largest

splitting for the 1S state. The second spectrum labelled “Edge” (orange line in Fig. 6.11), corre-

sponds to the spectrum with the highest observed splitting and was recorded at a location close

to the edge of the cavity sample. In this case, the splitting is approximately double (∼135 pm) to

that observed at the centre of the sample. In both cases, the observed splitting can be explained

by a small amount of strain (≪ 0.5 kbar) [230, 359].

The strain present in the microcavity sample can be attributed to the fabrication process,

namely glueing the Cu2O crystal to the bottom DBR and depositing a second DBR mirror

on top of the crystal (See Section 3.1.3.2). To investigate the validity of this claim, a new

Cu2O crystal was prepared, and the two fabrication steps mentioned above were repeated while

optically characterising the sample before and after each step.

Following the procedure outlined in Section 3.1.3.2, a new Cu2O crystal was thinned down
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to ∼30 µm. The sample was placed between two CaF2 substrates (See Section 3.1.1), and the

absorption and PL spectra were recorded at T = 4 K (See blue lines Fig. 6.12). The exciton

series extends up to n = 9 in the absorption spectrum, while the PL spectrum is dominated by

the narrow (FWHM ∼0.04 nm) 1S orthoexciton peak at ∼609.7 nm, accompanied by the Γ−5

and Γ−3 phonon-assisted peaks.

Subsequently, a thin epoxy layer, similar to the one used for fabricating the microcavity

sample, was spin-coated onto a new CaF2 substrate, and the new Cu2O crystal was transferred

onto the substrate and cured with UV light. The epoxy layer, after UV curing, has a thickness

of ∼4 µm. Absorption and PL measurements were repeated on the same region of the crystal

as before (orange lines in Fig. 6.12). The absorption spectrum exhibits the same number of

exciton resonances (i.e. up to n = 9) in addition to a consistent blue shift of ∼0.2 nm for all
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Figure 6.12: (a) Absorption and (b) PL spectra from a thin Cu2O crystal between two trans-
parent substrates (blue line), the same crystal mounted on a UV cured epoxy (orange line) and
when a DBR is deposited on top of the crystal (black line).
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peaks, compared to the sample sandwiched between the CaF2 substrates. This shift could be

due to better thermal contact between the crystal and the substrate in the presence of epoxy. In

the PL spectrum [orange line in Fig. 6.12(b)], the 1S orthoexciton degeneracy is totally lifted,

and the peak splits into three energy levels. This observation is consistent with strain applied

across the [110] direction [231]. The splitting between the two extreme peaks is ∼1 nm, or

equivalently ∼3 meV in energy. This splitting amounts to an applied strain of 1-1.5 kbar, which

is significantly larger than the strain on the microcavity sample.

The final step includes depositing a DBR on top of the bulk crystal mounted on the

epoxy (black lines in Fig. 6.12). For the purpose of this section, only a pair of SiO2 and Ta2O5

layers is sufficient to reproduce any possible strain but is still transparent enough for transmis-

sion measurements. The absorption spectrum exhibits the same number of exciton transitions

as the bare crystal before but is slightly blue-shifted by only ∼0.01 nm compared to the glued

sample, or equivalently, by ∼0.21 nm, from the sample sandwiched between the CaF2 substrates.

Similar to the glued sample, a blue shift and triple splitting are present in the PL spectrum.

In conclusion, careful step-by-step spectroscopy during the fabrication process on a different

sample shows that strain originating from the fabrication process, i.e. glueing the sample on

the substrate and depositing a DBR mirror on top of it, is present. However, it does not affect

the number of exciton transitions present in the absorption spectrum at least up to n = 9.

The question remains as to what the reason is for the reduced number of exciton transitions

observed in the microcavity compared to that of the bulk. Given that our fabrication process

is not responsible, the reduced number of exciton transitions in the microcavity is limited by

the quality of the natural crystal used as the active material, which was not as high as the one

used in the experiments in Chapter 5 (See Fig. 5.1). Even though all our samples originate from

the same mother mineral stone, different parts can yield a slightly different number of exciton

transitions due to the varying defect composition and internal stress from location to location.

6.7 Summary and Outlook

In this chapter, the strong coupling of Rydberg excitons to cavity photons was demonstrated

using an optical microcavity with the semiconductor Cu2O as its active layer. The microcavity

reaches the strong light-matter coupling regime for Rydberg excitons with principal quantum

numbers up to n = 6, which, in turn, makes it possible to form Rydberg exciton-polaritons,

as evidenced by transmission spectroscopy with high spectral and spatial resolution. After

considering the underlying phonon-assisted absorption processes present in Cu2O, a simple model
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was developed to describe the resonant cavity transmission spectrum. The smaller number of

strongly coupled exciton transitions in this microcavity (up n = 6, compared to n = 12 observed

in the bare bulk Cu2O crystal) was attributed to the quality of the Cu2O sample used.

Owing to their greatly enhanced nonlinearities arising from strong and long-range exciton in-

teractions [246] , Rydberg exciton-polaritons in Cu2O microcavities provide a versatile platform

for exploring quantum many-body phenomena, extending the physics of weakly interacting pho-

ton fluids achievable with low-lying exciton states [175, 353, 354]. Previous measurements [32]

report a blockade diameter of ∼0.5 µm for n = 6, but this value can be extended up to ∼2 µm

for n = 10. The associated polariton blockade under strong cavity coupling conditions thus

offers a promising approach for generating and manipulating non-classical states of light [360].

Additionally, synthetic Cu2O microcrystals [225, 226] and microscale patterning [24, 187] would

yield configurable lattices of strongly interacting individual polaritons.

The exploration of Rydberg exciton-polariton physics has not been limited to Cu2O. Recent

studies have achieved strong coupling between photon and excited exciton states in monolayers

of WSe2 [361] and ReS2 [362] and in a perovskite cavity containing single-crystal CsPbBr3

microplates [363]. Whereas these observations of polaritons have been limited to n = 2, Cu2O

offers the advantage that narrow exciton lines with principal quantum numbers up to n = 12 can

be routinely detected, making it possible to realise Rydberg polaritons with n = 6 in the presence

of phonon coupling in this work. Calculations show that with experimentally feasible cavity

thicknesses and excitation spot diameters, non-classical light can be observed even for n = 6

polaritons.
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Chapter 7

Conclusion and Outlook

This thesis explored three routes towards achieving single-particle nonlinearities using semicon-

ductor systems. First, a state-of-the-art GaAs-based microcavity with a high quality factor

was used to realise a polariton condensate in optically induced potential traps. A laser pattern

consisting of multiple laser spots was generated using a spatial light modulator and used to

excite polaritons in the microcavity non-resonantly. The blue-shift potential arising from repul-

sive exciton-polariton and polariton-polariton interactions supports the formation of trapped

condensates confined to the centre of the excitation geometry. The spatial separation between

condensate and the decoherence-inducing reservoir has been shown to result in strong reductions

of the condensation threshold, as well as narrowing of the emission linewidth, as demonstrated by

Askitopoulos et al. in ef. [84]. Here, the ultranarrow condensate linewidth was probed through

interferometry by means of measuring the evolution of the temporal coherence of condensate

emission.

Due to the reduction of the spatial overlap with the thermal reservoir of excitons, the co-

herence time of the trapped condensate is more than an order of magnitude longer than that

of an untrapped condensate. This ultralong coherence enables high-precision spectroscopy of

the trapped condensate, revealing an ultranarrow linewidth of ∼1 µeV. Additionally, the field

correlation function exhibits periodic beats attributed to a fine energy splitting of two polarisa-

tion modes of the condensate. Our result thus enables high-resolution spectroscopy of polariton

condensates, which can be applied to the precision tuning of the condensates energies in optical

lattices and polariton simulators.

Following this attempt, instead of improving the GaAs microcavity system, the goal of

achieving single-polariton nonlinearity was approached by studying a material with a greater

potential for larger interactions. Recently, cuprous oxide has attracted renewed attention as a

semiconductor material for quantum optics. Cu2O can host large excitation, named Rydberg

excitons, with potentially orders of magnitude larger interaction strengths than classic semi-
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conductors such as GaAs, accompanied with large dimensions that would make tailoring and

networking of these particles realisable. The unique properties of Rydberg exciton in Cu2O

offer the opportunity for harnessing the strong Rydberg interactions for generating significant

nonlinearities at the single-photon level in a solid-state system.

There is growing interest in quantum-confined Rydberg excitons in nanostructures with

regard to how their energies change and how this affects their quantum statistics. This is

a crucial step for making new quantum devices and quantum simulators in solid-state using

Cu2O. In this work, Rydberg excitons were resolved for the first time in nanoparticles of Cu2O

up to the principal quantum number n = 6. Quantum confinement of Rydberg excitons has two

major impacts on the transmission lines: it reduces their oscillator strength while simultaneously

broadening the transitions. These two observed effects were described in terms of the quantum

confinement of Rydberg excitons in conjunction with the particle size distribution. Such results

are the first step towards understanding the interaction of Rydberg excitons in nanostructures

and their application for quantum technologies.

Moreover, the hybridisation of cavity photons with Rydberg excitons to form highly nonlin-

ear polaritons was explored as another route towards single-polariton nonlinearities. Despite the

unique properties of Rydberg excitons, their potential for semiconductor quantum photonic ap-

plications has remained untapped for many years due to the weak light-matter coupling strength

in cuprous oxide. Embedding a thin Cu2O crystal into a Fabry-Pérot microcavity overcomes

this hurdle by demonstrating the formation of Rydberg exciton-polaritons up to n = 6 in a

strongly coupled cuprous-oxide microcavity. The Rydberg excitons in Cu2O have much larger

coherence (∼0.1 meV), much larger blockade diameters (∼0.5 µm) and orders of magnitude

larger dimensions (∼120 nm) than more traditional excitons in GaAs. They also have unique

phonon interactions that result in asymmetric polariton modes, demonstrated for the first time

in this work. The microcavity system studied in this work is still below the threshold particle

number for nonlinearity; however, reducing the thickness of the Cu2O crystal and the spot size

to experimentally achievable values would put the system well into the nonlinear regime.

The effects and techniques developed in this thesis pave the way for several interesting

research directions. Our findings establish the cuprous oxide material platform as a strong

contender for quantum polaritonics - an emerging field that holds great promise for technology

applications. While the onset of the polaritonic quantum regime was recently demonstrated with

GaAs exciton-polaritons [353, 354], the achievable exciton-exciton interactions in conventional

semiconductors are rather limited and pose a strong roadblock to reaching the deep quantum

regime. Strongly coupling cuprous oxide Rydberg excitons to light, as demonstrated in this

thesis, removes this roadblock, and constitutes a major milestone in the realisation of strongly

interacting quantum fluids of light.
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Future work on Rydberg polaritons should be directed towards achieving single-polariton

nonlinearities in high-quality microcavities with Rydberg states with as high-n as possible.

Using a high-quality Cu2O sample as the active material is essential as it will enable strong

exciton-photon coupling for high-n Rydberg states, thus overcoming the limitation present in

our sample. Additionally, reducing the Cu2O active layer thickness in conjunction with using a

smaller spot size will reduce the cavity-mode volume, and the system could reach the regime of a

few strongly interacting Rydberg polaritons for even low-n states, such as n = 6 observed in this

work. Alternatively, fibre microcavities can be exploited because of their small mode volumes,

exceptional quality factors, and the ability to tune the active layer thickness [364, 365]. Moreover,

fibre microcavities can be used to strongly couple Rydberg excitons to photons in nanocrystals,

such as Cu2O nanoparticles, down to a single particle level. The nanocrystals can be deposited

on a DBR substrate, and coupling of the cavity photons to Rydberg excitons will be investigated

by scanning the fibre DBR position so that it coincides with the nanocrystal of interest. The

emission of non-classical light from future microcavities can be probed by measuring the intensity

autocorrelation function g(2)(t), which characterises the photon statistics of a state of light and

can be used to distinguish between its classical or quantum nature. Observing g(2)(t = 0) < 1

is a signature of the nonclassical nature of light, often referred to as anti-bunched light, and has

significant applications in quantum technologies [366].

One route towards of achieving and enhancing the strong coupling between Rydberg excitons

and photons is by suppressing the photon-induced background of Cu2O, which represents an

additional excitation channel that inevitably competes with the Rydberg exciton series. The

absorption background can be experimentally eliminated via an electromagnetically induced

transparency (EIT) scheme involving two-photon coupling to Rydberg S-state excitons, which

will thus make it possible to achieve strong cavity coupling with even higher-lying Rydberg states.

Additionally, the demonstrated possibility to generate multiple excited levels in semiconductor

microcavities will permit the realisation of electromagnetically induced transparency, whereby

a low-lying P exciton can be strongly coupled to cavity photons, and the transition to a highly

excited S-state exciton is driven by an external control field [34, 358]. These Rydberg EIT

settings, which exploit the strong van der Waals interaction between high-lying Cu2O Rydberg

excitons, suggest exciting possibilities when combined with semiconductor microcavities [367].

An alternative route towards eliminating the background is through optical second harmonic

generation (SHG), which has been established as a versatile tool for spectroscopy of Rydberg

excitons [368–371]. SHG is a coherent process in which two incoming photons are converted to

one outgoing photon at twice the energy of the incoming photon. Unlike one-photon absorption,

the SHG spectrum is dominated by excitonic resonances and does not exhibit the large phonon-

assisted absorption background. Additionally, resonances of even-parity (S/D) as well as odd-
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parity P excitons can be detected [370, 371]. Eliminating the phonon background in addition

to strongly coupled high-n Rydberg excitons in high-quality microcavities will pave the way

towards achieving Rydberg polariton condensation.
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[49] Sjard Ole Krüger, Heinrich Stolz, and Stefan Scheel. Interaction of charged impurities

and Rydberg excitons in cuprous oxide. Physical Review B, 101(23):235204, June 2020.

ISSN 2469-9950, 2469-9969. doi: 10.1103/PhysRevB.101.235204. URL https://link.

aps.org/doi/10.1103/PhysRevB.101.235204.

[50] Nevill Mott. Metal-Insulator Transitions. CRC Press, 0 edition, January 2004. ISBN 978-

0-429-09488-0. doi: 10.1201/b12795. URL https://www.taylorfrancis.com/books/

9781466576452.

[51] L. Kappei, J. Szczytko, F. Morier-Genoud, and B. Deveaud. Direct Observation of the

Mott Transition in an Optically Excited Semiconductor Quantum Well. Physical Re-

view Letters, 94(14):147403, April 2005. ISSN 0031-9007, 1079-7114. doi: 10.1103/

PhysRevLett.94.147403. URL https://link.aps.org/doi/10.1103/PhysRevLett.94.

147403.

[52] G Manzke, D Semkat, F Richter, D Kremp, and K Henneberger. Mott transition ver-

sus Bose-Einstein condensation of excitons. Journal of Physics: Conference Series, 210:

012020, February 2010. ISSN 1742-6596. doi: 10.1088/1742-6596/210/1/012020. URL

https://iopscience.iop.org/article/10.1088/1742-6596/210/1/012020.

[53] Kerry J. Vahala. Optical microcavities. Nature, 424(6950):839–846, August 2003.

ISSN 0028-0836, 1476-4687. doi: 10.1038/nature01939. URL http://www.nature.com/

articles/nature01939.

[54] G. Khitrova, H. M. Gibbs, M. Kira, S. W. Koch, and A. Scherer. Vacuum Rabi splitting in

semiconductors. Nature Physics, 2(2):81–90, February 2006. ISSN 1745-2473, 1745-2481.

doi: 10.1038/nphys227. URL http://www.nature.com/articles/nphys227.

[55] Geoffrey Brooker. Modern classical optics. Number 8 in Oxford master series in physics.

Oxford University Press, Oxford ; New York, 2003. ISBN 978-0-19-859965-4 978-0-19-

859964-7. OCLC: ocm52829216.

[56] Alexey Kavokin. Exciton-polaritons in microcavities: Recent discoveries and perspectives:

Exciton-polaritons in microcavities. physica status solidi (b), 247(8):1898–1906, August

2010. ISSN 03701972. doi: 10.1002/pssb.200983955. URL https://onlinelibrary.

wiley.com/doi/10.1002/pssb.200983955.

https://link.aps.org/doi/10.1103/PhysRevB.101.235204
https://link.aps.org/doi/10.1103/PhysRevB.101.235204
https://www.taylorfrancis.com/books/9781466576452
https://www.taylorfrancis.com/books/9781466576452
https://link.aps.org/doi/10.1103/PhysRevLett.94.147403
https://link.aps.org/doi/10.1103/PhysRevLett.94.147403
https://iopscience.iop.org/article/10.1088/1742-6596/210/1/012020
http://www.nature.com/articles/nature01939
http://www.nature.com/articles/nature01939
http://www.nature.com/articles/nphys227
https://onlinelibrary.wiley.com/doi/10.1002/pssb.200983955
https://onlinelibrary.wiley.com/doi/10.1002/pssb.200983955


Bibliography 162

[57] K.D. Choquette. Vertical cavity surface emitting lasers (VCSELs). In Semicon-

ductor Lasers, pages 316–340. Elsevier, 2013. ISBN 978-0-85709-121-5. doi: 10.

1533/9780857096401.2.316. URL https://linkinghub.elsevier.com/retrieve/pii/

B9780857091215500084.

[58] Shijie Fu, Wei Shi, Yan Feng, Lei Zhang, Zhongmin Yang, Shanhui Xu, Xiushan Zhu,

R. A. Norwood, and N. Peyghambarian. Review of recent progress on single-frequency

fiber lasers. Journal of the Optical Society of America B, 34(3):A49, March 2017. ISSN

0740-3224, 1520-8540. doi: 10.1364/JOSAB.34.000A49. URL https://opg.optica.org/

abstract.cfm?URI=josab-34-3-A49.

[59] Bilal Janjua, Meng Lon Iu, Zhizhong Yan, Paul Charles, Eric Chen, and Amr S. Helmy.

Distributed feedback lasers using surface gratings in Bragg waveguides. Optics Letters,

46(15):3689, August 2021. ISSN 0146-9592, 1539-4794. doi: 10.1364/OL.431292. URL

https://opg.optica.org/abstract.cfm?URI=ol-46-15-3689.

[60] A. Weisshaar and J. Li. Generalised impedance boundary method of moments for

multilayer graded-index dielectric waveguide structures. IEE Proceedings - Optoelec-

tronics, 143(3):167–172, June 1996. ISSN 1350-2433, 1359-7078. doi: 10.1049/ip-opt:

19960508. URL https://digital-library.theiet.org/content/journals/10.1049/

ip-opt_19960508.

[61] F. Jahnke, M. Kira, and S.W. Koch. Linear and nonlinear optical properties of ex-

citons in semiconductor quantum wells and microcavities. Zeitschrift für Physik B

Condensed Matter, 104(3):559–572, March 1997. ISSN 0722-3277, 1431-584X. doi:

10.1007/s002570050490. URL http://link.springer.com/10.1007/s002570050490.

[62] C J R Sheppard. Approximate calculation of the reflection coefficient from a stratified

medium. Pure and Applied Optics: Journal of the European Optical Society Part A, 4(5):

665–669, September 1995. ISSN 0963-9659, 1361-6617. doi: 10.1088/0963-9659/4/5/018.

URL https://iopscience.iop.org/article/10.1088/0963-9659/4/5/018.

[63] Cheng Zhang, Rami ElAfandy, and Jung Han. Distributed Bragg Reflectors for GaN-

Based Vertical-Cavity Surface-Emitting Lasers. Applied Sciences, 9(8):1593, April 2019.

ISSN 2076-3417. doi: 10.3390/app9081593. URL https://www.mdpi.com/2076-3417/9/

8/1593.

[64] Steven Byrnes. tmm: Simulate light propagation in multilayer thin and/or thick films

using the fresnel equations and transfer matrix method. URL http://pypi.python.org/

pypi/tmm.

https://linkinghub.elsevier.com/retrieve/pii/B9780857091215500084
https://linkinghub.elsevier.com/retrieve/pii/B9780857091215500084
https://opg.optica.org/abstract.cfm?URI=josab-34-3-A49
https://opg.optica.org/abstract.cfm?URI=josab-34-3-A49
https://opg.optica.org/abstract.cfm?URI=ol-46-15-3689
https://digital-library.theiet.org/content/journals/10.1049/ip-opt_19960508
https://digital-library.theiet.org/content/journals/10.1049/ip-opt_19960508
http://link.springer.com/10.1007/s002570050490
https://iopscience.iop.org/article/10.1088/0963-9659/4/5/018
https://www.mdpi.com/2076-3417/9/8/1593
https://www.mdpi.com/2076-3417/9/8/1593
http://pypi.python.org/pypi/tmm
http://pypi.python.org/pypi/tmm


Bibliography 163

[65] V. Savona, L.C. Andreani, P. Schwendimann, and A. Quattropani. Quantum well ex-

citons in semiconductor microcavities: Unified treatment of weak and strong coupling

regimes. Solid State Communications, 93(9):733–739, March 1995. ISSN 00381098. doi:

10.1016/0038-1098(94)00865-5. URL https://linkinghub.elsevier.com/retrieve/

pii/0038109894008655.

[66] M S Skolnick, T A Fisher, and D M Whittaker. Strong coupling phenomena in quan-

tum microcavity structures. Semiconductor Science and Technology, 13(7):645–669, July

1998. ISSN 0268-1242, 1361-6641. doi: 10.1088/0268-1242/13/7/003. URL https:

//iopscience.iop.org/article/10.1088/0268-1242/13/7/003.
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[98] L. P. Pitaevskĭı and S. Stringari. Bose-Einstein condensation. Number 116 in Oxford

science publications. Clarendon Press, Oxford ; New York, 2003. ISBN 978-0-19-850719-2.

OCLC: ocm52145831.

[99] M. H. Anderson, J. R. Ensher, M. R. Matthews, C. E. Wieman, and E. A. Cornell.

Observation of Bose-Einstein Condensation in a Dilute Atomic Vapor. Science, 269(5221):

198–201, July 1995. ISSN 0036-8075, 1095-9203. doi: 10.1126/science.269.5221.198. URL

https://www.science.org/doi/10.1126/science.269.5221.198.

[100] K. B. Davis, M. O. Mewes, M. R. Andrews, N. J. van Druten, D. S. Durfee, D. M.

Kurn, and W. Ketterle. Bose-Einstein Condensation in a Gas of Sodium Atoms. Physical

Review Letters, 75(22):3969–3973, November 1995. ISSN 0031-9007, 1079-7114. doi: 10.

1103/PhysRevLett.75.3969. URL https://link.aps.org/doi/10.1103/PhysRevLett.

75.3969.

[101] Iulia Georgescu. 25 years of BEC. Nature Reviews Physics, 2(8):396–396, August

2020. ISSN 2522-5820. doi: 10.1038/s42254-020-0211-7. URL http://www.nature.com/

articles/s42254-020-0211-7.

[102] Dirk van Delft and Peter Kes. The discovery of superconductivity. Physics Today, 63

(9):38–43, September 2010. ISSN 0031-9228, 1945-0699. doi: 10.1063/1.3490499. URL

http://physicstoday.scitation.org/doi/10.1063/1.3490499.

[103] J. Bardeen, L. N. Cooper, and J. R. Schrieffer. Theory of Superconductivity. Physical

Review, 108(5):1175–1204, December 1957. ISSN 0031-899X. doi: 10.1103/PhysRev.108.

1175. URL https://link.aps.org/doi/10.1103/PhysRev.108.1175.

[104] P. Kapitza. Viscosity of Liquid Helium below the λ-Point. Nature, 141(3558):74–74,

January 1938. ISSN 0028-0836, 1476-4687. doi: 10.1038/141074a0. URL https://www.

nature.com/articles/141074a0.

[105] F. London. The λ-Phenomenon of Liquid Helium and the Bose-Einstein Degeneracy. Na-

ture, 141(3571):643–644, April 1938. ISSN 0028-0836, 1476-4687. doi: 10.1038/141643a0.

URL https://www.nature.com/articles/141643a0.

https://onlinelibrary.wiley.com/doi/10.1002/3527608958.ch27
https://onlinelibrary.wiley.com/doi/10.1002/3527608958.ch27
https://www.science.org/doi/10.1126/science.269.5221.198
https://link.aps.org/doi/10.1103/PhysRevLett.75.3969
https://link.aps.org/doi/10.1103/PhysRevLett.75.3969
http://www.nature.com/articles/s42254-020-0211-7
http://www.nature.com/articles/s42254-020-0211-7
http://physicstoday.scitation.org/doi/10.1063/1.3490499
https://link.aps.org/doi/10.1103/PhysRev.108.1175
https://www.nature.com/articles/141074a0
https://www.nature.com/articles/141074a0
https://www.nature.com/articles/141643a0


Bibliography 168

[106] S. A. Moskalenko and D. W. Snoke. Bose-Einstein Condensation of Excitons and Biex-

citons: And Coherent Nonlinear Optics with Excitons. Cambridge University Press, 1

edition, February 2000. ISBN 978-0-521-58099-1 978-0-521-02235-4 978-0-511-72168-7.

doi: 10.1017/CBO9780511721687. URL https://www.cambridge.org/core/product/

identifier/9780511721687/type/book.
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Isabelle Sagnes, Aristide Lemâıtre, Guillaume Malpuech, and Jacqueline Bloch. Inter-

actions in Confined Polariton Condensates. Physical Review Letters, 106(12):126401,

March 2011. ISSN 0031-9007, 1079-7114. doi: 10.1103/PhysRevLett.106.126401. URL

https://link.aps.org/doi/10.1103/PhysRevLett.106.126401.

[173] Georgios Roumpos, Michael Lohse, Wolfgang H. Nitsche, Jonathan Keeling,
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[352] Álvaro Cuevas, Juan Camilo López Carreño, Blanca Silva, Milena De Giorgi, Daniel G.
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