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The potential for mis-modeling of νµ/νe, ν̄µ/ν̄e and νe/ν̄e cross section ratios due to nuclear effects is
quantified by considering model spread within the full kinematic phase space for CCQE interactions.
Its impact is then propagated to simulated experimental configurations based on the Hyper-K and
ESSνSB experiments. Although significant discrepancies between theoretical models is confirmed,
it is found that these largely lie in regions of phase space that contribute only a very small portion of
the flux integrated cross sections. Overall, a systematic uncertainty on the oscillated flux-averaged
νe/ν̄e cross-section ratio is found to be ∼2% and ∼4% for Hyper-K and ESSνSB respectively.

Currently-running accelerator-based long-baseline
(LBL) neutrino experiments, T2K [1, 2] and NOvA [3, 4],
are placing increasingly tight constraints on neutrino
oscillation parameters. LBL experiments infer both
(anti)electron neutrino appearance and (anti)muon
neutrino disappearance in an (anti)muon neutrino beam
using a “far” detector (FD), placed a few hundred
kilometres away from the neutrino production point.
LBL measurements are sensitive to the neutrino os-
cillation parameters: θ23 (including the octant), the
complex phase δCP , responsible for the violation of the
leptonic Charge-Parity (CP) symmetry, and the neutrino
mass-squared splittings, ∆m2

32, including the neutrino
mass ordering (MO), i.e. whether ∆m2

32 > 0 (normal)
or ∆m2

32 < 0 (inverted). Although the latest LBL mea-
surements remain statistically limited, their sensitivity
is continuing to improve as larger samples of data are
collected in higher intensity beams [5]. The upcoming
Hyper-K [6] and DUNE [7] experiments will identify the
correct neutrino MO and measure δCP with a resolution
better than 20◦. Another experiment, ESSνSB, has
proposed to further improve the resolution below 8◦

[8]. With an order of magnitude or more data, future
experiments are likely to be dominated by systematic
uncertainties due to the possible mis-modelling of the
neutrino-nucleus interaction cross sections [9]. Since
the predominant sensitivity to δCP , the MO and the
octant stems from an analysis of (anti)electron neutrino
appearance event rates at the FD, the uncertainty
on the differences between the (anti)muon neutrino
cross sections, which can be constrained at a near
detector, and the FD-relevant (anti)electron neutrino
cross sections, is especially important [10, 11].

For interactions where the range of kinematically al-
lowed energy- and momentum-transfer is comparable to

lepton mass differences, nuclear processes which deter-
mine the cross section may do so differently for different
flavours of neutrinos. In particular, previous works have

investigated differences in the
(—)

ν µ and
(—)

ν e cross sec-
tions due to the way nuclear effects change the impact
of the restriction the lepton mass places on the allowed
kinematic phase space [12–15]. Other works have shown
differences due to radiative corrections [16], which have
currently been assigned a ∼2% systematic uncertainty
on the νe/ν̄e cross-section ratio at energies around one
GeV [17], but recent calculations offer prospects for sig-
nificant reduction [18, 19].

In this article the impact of nuclear effects on the
cross-section ratios (νµ/νe, ν̄µ/ν̄e, and νe/ν̄e) of charged-
current quasi-elastic (CCQE) interactions are studied.
CCQE interactions on oxygen nuclei (the dominant in-
teraction and target for the T2K, Hyper-K and ESSνSB
experiments) are investigated across a variety of state-of-
the-art and widely used models. Differences in the ratios
between oxygen and carbon nuclei are also considered. A
systematic uncertainty is derived to cover the observed
model spread for the Hyper-K (which is also applicable to
T2K) and ESSνSB experiments in the form of two corre-
lated uncertainties on the νµ/νe and ν̄µ/ν̄e cross-section
ratios, which together imply an uncertainty on the νe/ν̄e
ratio.

CCQE neutrino interactions are generated with a flat
neutrino flux between zero and two GeV on an oxygen
target using the NEUT interaction event generator [20],
using either a Local Fermi Gas (LFG) model (with ran-
dom phase approximation corrections) based on [21, 22],
or a model that uses the plane-wave impulse approxi-
mation using the Benhar spectral function (SF), based

on [23]. Note that the axial mass parameter MQE
A is

set at NEUT’s default values of 1.21 GeV for SF and
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1.05 GeV for LFG, although an alternative version of SF
using 1.03 GeV is also considered. Another alternative
version of SF is considered in which Pauli blocking is dis-
abled. NUISANCE [24] is used to process the simulations
and to calculate cross sections. The impact of statistical
uncertainties was verified to be small [25].

The NEUT cross-section predictions are compared
among each other and to inclusive cross-section calcu-
lations using SuSAv2 [26] or a Hartree–Fock (HF) model
with and without continuum random phase approxima-
tion (CRPA) corrections [27, 28], produced using the
hadron tensor tables prepared for their implementations
within the GENIE event generator [29–31]. In the HF-
CRPA case, the distortion of the outgoing nucleon wave-
function (i.e. FSI) can be disabled so the outgoing nu-
cleon is considered a plane wave (PW). In contrast to
commonly-used intranuclear cascade FSI, this treatment
changes the predicted inclusive cross sections [32]. Each
calculation is made for an oxygen target, whilst the HF-
CRPA model is also considered for carbon. Together, the
considered models, summarised in table I, cover a wide
range of approaches to account for nuclear effects and
represent those most commonly used for neutrino oscil-
lation analyses. They further include model variations
with key processes disabled which, whilst not realistic,
provide a means to study their role.

Model Description
SuSAv2 Model from [26]
HF Model from [27] w/o CRPA corrections
HF-CRPA w/ CRPA corrections
HF-CRPA PW† w/ CRPA corrections, plane wave nucleon
HF-CRPA C w/ CRPA corrections, carbon target
SF Model from NEUT based on [23]
SF w/o PB† w/o Pauli blocking

SF MQE
A 1.03 w/ modified nucleon axial mass

LFG Model from NEUT based on [21]

TABLE I: The list of CCQE cross-section models used
in this work. All are calculated for an oxygen target,
other than HF-CRPA C. Models marked by † are not

realistic but provide a study of disabling certain effects.

A ratio between
(—)

ν e and
(—)

ν µ differential cross sec-
tions across a range of incoming neutrino energy (Eν)
and outgoing lepton angles with respect to the incoming
neutrino (θ) is defined as:

RModel
να/νβ

(Eν , θ) =
[
dσνα
d cos θ/

dσνβ
d cos θ

]Model

(Eν , θ),

where α and β give the flavours under consideration.
RSF
νe/νµ

, RHF-CRPA
νe/νµ

, RSF
ν̄e/ν̄µ

and RHF-CRPA
ν̄e/ν̄µ

are shown in

fig. 1[33]. Note that the contour lines shown are built
using a bi-linear interpolation based on the four near-
est bin centres [34] and that this uses unseen bins for
Eν < 2 GeV. Large differences between the HF-CRPA
and SF models are seen in the forward scattered region,

FIG. 1: RSF
νe/νµ

(top-left), RHF-CRPA
νe/νµ

(bottom left),

RSF
ν̄e/ν̄µ

(top-right) and RHF-CRPA
ν̄e/ν̄µ

(bottom-right) are

shown as a function of outgoing lepton angle and the
neutrino energy. The contour lines highlight the regions

where the ratio significantly deviates from unity.

as previously studied in [15]. Although this behaviour is
also observed in SF, it is much weaker.

To better quantify these deviations, the double ratio
of the differential cross section predicted by two different
models is computed as:

RR
Model 1/Model 2
να/νβ

(Eν , θ) =
RModel 1
να/νβ

(Eν , θ)

RModel 2
να/νβ

(Eν , θ)
.

RR
HF-CRPA/SF
νe/νµ

, RR
HF-CRPA/SF
ν̄e/ν̄µ

and RR
HF-CRPA/SF
νe/ν̄e

,

are shown in fig. 2. The forward scattered region at an-
gles below 20 degrees show a large discrepancy between
the models. However, it is interesting to see that the dif-
ferences remain non-negligible when considering angles
larger than about 50◦ for energies close to Hyper-K’s os-
cillation maximum (∼ 0.6 GeV).

In order to investigate the impact of potential cross-
section mismodelling, the contours highlighting the re-

gions with large RR
HF-CRPA/SF
(—)
ν e/

(—)
ν µ

are also shown overlaid

on expected oscillated νe and νe appearance event distri-
butions at T2K/Hyper-K 1 in fig. 2 [35].

From fig. 2 it is clear that neither the large differences
in the very forward region, nor the differences at low neu-
trino energies will have any significant impact on T2K or
Hyper-K oscillation analyses, as only a very small portion

1 The event rates are calculated using only CCQE interactions (us-
ing the SF model), without applying efficiency corrections or de-
tector smearing. The oscillation parameters used are: sin2 θ12 =
0.297, sin2 θ13 = 0.0214, sin2 θ23 = 0.526, ∆m2

21 = 7.37× 10−5,
|∆m2

32| = 2.463× 10−3, ∆m2
32 > 0 (normal ordering), δCP = 0.
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FIG. 2: The upper plots show RR
HF-CRPA/SF
νe/νµ

(left), RR
HF-CRPA/SF
ν̄e/ν̄µ

(centre) and RR
HF-CRPA/SF
νe/ν̄e

(right) as a

function of the outgoing lepton angle and neutrino energy. Contour lines highlight regions where |RRνe/νµ − 1|
differs from zero. The lower plots show the same contour lines overlaid on the oscillated event rates expected at the
T2K/Hyper-K FD built using the SF model (the νe event rate is shown for the RRνe/νµ and RRνe/ν̄e contours and
the ν̄e rate is shown for the RRν̄e/ν̄µ contours) [35]. The z-axes of the lower plots show the relative proportion of the

event rate in each bin as a percentage.

of CCQE interactions will fall within this region. How-
ever, it can also be seen that a sizeable fraction of the
interactions fall in the higher angle region of the phase

space where RR
HF-CRPA/SF
(—)
ν e/

(—)
ν µ

differs from unity by more

than 2%. In the case of antineutrino interactions, which
have a larger portion of their cross section at more for-
ward outgoing lepton angles, the overlap with regions of
large deviations from unity is smaller. The computed

RR
HF-CRPA/SF
νe/ν̄e

is also shown, from which it can be seen

that the regions with the largest deviations from unity
overlap only with the extreme tails of the expected event
distribution (i.e. at very low cross section).

An estimate of the integrated uncertainty on the ex-

pected
(—)

ν e appearance event rates associated with dif-

ferences between
(—)

ν e and
(—)

ν µ cross sections due the
modelling of nuclear effects is computed by averaging
the model differences over the distribution of events pre-
dicted with the SF model, as illustrated in the lower
plots of in fig. 2. The resultant uncertainties on the
νµ/νe, ν̄µ/ν̄e, and νe/ν̄e cross-section ratios are defined

respectively as: ∆
Model 1/Model 2
νe/νµ

, ∆
Model 1/Model 2
νe/νµ

and

∆
Model 1/Model 2
νe/νe

. The former two are either fully corre-

lated or fully anti-correlated, depending on whether the
averaged model differences cause the cross-section ratios
to change in the same direction.

The flux-averaged uncertainties derived for compar-
isons of each pair of models introduced in table I are
shown as a matrix in fig. 3. This pairwise comparison de-
rived from different model combinations permits an anal-
ysis of the possible physical source of differences in pre-
dictions of Rνe/νµ , Rν̄e/ν̄µ and Rν̄e/νe . Overall, every sys-
tematic alteration within a model is found to change the
ratios of interest by less than 0.5%, whilst differences be-
tween models using different nuclear ground states (LFG,
SuSAv2, SF-based, HF-based) are much larger (2-3%).
This may suggest that that the differences are driven by
the treatment of the nuclear ground state. Note also that
the change in the ratios for HF-CRPA between oxygen
and carbon targets is much smaller than the differences
between models, implying carbon-to-oxygen differences
are likely to be a subdominant effect [36].

An indication of the impact of the derived uncertain-
ties on neutrino oscillation analyses can be visualised us-
ing “bi-event” plots. These show the expected νµ → νe
versus ν̄µ → νe appearance event rate at the FD for dif-
ferent values of the oscillation parameters. Such plots are
shown for different values of δCP , the MO and sin2 θ23

in fig. 4. The separation between different oscillation
models is compared with the statistical uncertainty and

the systematic uncertainty from ∆
HF-CRPA/SF
νe/νe

(whilst

∆
HF-CRPA PW/SF w/o PB
νe/νe

shows a larger uncertainty, it is

a comparison of two unrealistic models). The uncertain-
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FIG. 3: The flux-averaged uncertainties in percent obtained by comparing the different cross section models shown
in table I: ∆νe/νµ (left), ∆ν̄e/ν̄µ (centre), ∆νe/ν̄e (right). The lower triangle is averaged over the event rate

distribution predicted by the model given on the horizontal-axis, while the upper triangle contains the resulting
values from the averaging over the model on the vertical-axis, resulting in an asymmetric matrix.

ties are shown to be comparable in size, but the latter
is fully correlated between νe and νe. The propagation
of the uncertainty through an oscillation analyses there-
fore mostly affects the sensitivity to the CP-conserving
term (proportional to cos δCP ) of the oscillation proba-
bility, rather than the CP violating one (proportional to
sin δCP ). It does not extend the range of δCP values for
which there is degeneracy between the different MO and
δCP but it does enhance the existing significant degen-
eracy in regions where the ellipses for the different MO
overlap. Fig. 4 also shows that a stronger degeneracy is
introduced in the measurement of sin2 θ23, whose effect is
correlated between νe and νe events. The derived system-
atic uncertainty can therefore affect the determination of
the θ23 octant.

Similar conclusions can be derived for an ESSνSB
experimental configuration [35]. The largest deviation
of RRνe/ν̄e from unity was found from the compari-
son of the SF and the HF-CRPA models, resulting in
∆νe/νµ = 6.4%, ∆νe/νµ = 2.2% and ∆νe/νe = 4.2%, con-
siderably larger than the uncertainties derived from the
Hyper-K simulation. Bi-event plots for ESSνSB are also
shown in fig. 4. The impact of the estimated systematic
uncertainty is shown to be much larger than the pro-
jected statistical uncertainties and significantly impacts
the sensitivity to determining the sin2 θ23 octant. How-
ever, note that ESSνSB gains more from measurements
of the shape of the oscillated spectrum which is not re-
flected in the bi-event plots.

In conclusion, an evaluation of uncertainties on the
(—)

ν e/
(—)

ν µ and νe/ν̄e cross-section ratios from the mod-
elling of nuclear effects has been studied using the spread
of predictions from a wide variety of models. Overall, it
has been found that such uncertainties are unlikely to
be dominant in measurements of sin δCP term and the
MO, although they may become crucial for analyses of
cos δCP and the sin2 θ23 octant. More detailed studies are

required in order to evaluate the impact of a systematic
uncertainty affecting the modelling of the cross section
as a function of FD observables. Whilst this analysis has
focused on CCQE interactions, analogous model discrep-
ancies may exist for other processes and nuclei.
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