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Image guidance is a common methodology of minimally invasive procedures. Depending
on the type of intervention, various imaging modalities are available. Common imaging
modalities are computed tomography, magnetic resonance tomography, and ultrasound.
Robotic systems have been developed to enable and improve the procedures using these
imaging techniques. Spatial and technological constraints limit the development of
versatile robotic systems. This paper offers a brief overview of the developments of
robotic systems for image-guided interventions since 2015 and includes samples of our
current research in this field.
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INTRODUCTION

The main benefits of image-guided procedures in comparison to open or endoscopic surgery are
reduced invasiveness and avoiding general anesthesia. The usage of computer-based systems to
provide pre- and intra-operative imaging to perform minimally or non-invasive interventions has
become the standard procedure in many medical fields. Over the years, technological advances lead
to improvements of existing imaging modalities as well as the emerging of new ones each offering
different characteristics (Alam et al., 2018; Zaffino et al., 2020). The most common imaging
modalities used to acquire the necessary pre-operative images are computed tomography (CT)
and magnetic resonance tomography (MRI), due to their high spatial resolution and versatility. The
utilization of ultrasound imaging (US), furthermore, allows for real-time intra-operative imaging due
to its fast image acquisition. Much research has been conducted over the last 20 years to optimize
image-guided interventions and enhance the cost-effectiveness and general treatment outcome
(Cleary and Peters, 2010). The introduction of these procedures into the clinical domain, however
also leads to the necessity of adapting to constrained working environments. Due to the missing
direct sight into the situs, the surgeons have to ensure very high precision in handling the surgical
tools, while relying on image data and in most cases tracked navigation systems. To provide optimal
assistance, the development of actuated manipulators and robotic systems received much attention.
By co-registering these systems with medical imaging, it is possible to achieve higher accuracy and to
alleviate highly complex procedures compared to manual performance.

Since the 2000 s research has aimed for advancement in imaging-robotics to develop novel
assistance systems. In 2006 Cleary et al. reported on the development of several new devices to
support interventions under CT-, MRI- and US-guidance (Cleary et al., 2006). Interventional robots
like the AcuBot (Stoianovici et al., 2003), the B-Rob (Kronreif et al., 2003), or the INNOMOTION
(Melzer et al., 2008) proved early on that robots can provide high accuracy and repeatability,
especially for the placement and steering of interventional cannulae and was the first MRCT robot
with CE Mark approval. However, due to the complex development process, robotic systems have
long development cycles. This review offers a brief overview of the current directions of robotic
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systems for image-guided interventions in recent years. The
published literature since 2015 was analyzed and the advances
in the fields of CT-, MR-, and US-guided interventions were
investigated. Robotic systems for image-guided interventions are
briefly described and discussed. The focus was set to the latest
advances in academia and applied research on commercial
devices. Developments to improve specific components like
user interfaces, user experience, haptics, etc. were not included.

CT-GUIDED INTERVENTIONS

The high spatial resolution of computed tomography (CT),
especially of structures with a high density such as bone,
makes this method one of the major imaging modalities in
medicine. It is commonly used in head and neck, as well as
lung interventions, for angiography and imaging of the axial
skeleton and extremities. The fast image acquisition makes it a
useful tool for intraoperative imaging. However, since CT
imaging involves significant exposure of ionizing radiation for
both patient and physician, the ratio of clinical benefit and risk
must be taken into account. Therefore, in the last years, much
effort has been made to introduce robotic systems that can
operate under CT guidance, to alleviate the radiation exposition.

The positioning and insertion of needles and cannulae to
perform biopsies or therapeutic procedures (e.g., thermal
ablation) is the prominent use case for CT-guided robotics
and regular enhancements for such systems are still provided.
In 2015 Cornelis et al. introduced a study on the MAXIO robot
(Perfint Healthcare Pvt. Ltd., India) to compare fluoroscopy-
guided manual and CT-guided robot interventions in a porcine
model (Cornelis et al., 2015). The system comprises an articulated
arm to perform motion along three axes and a steerable needle
guide, movable along two additional axes. It was identified to
reduce the number of confirmatory scans and the need for needle
manipulations. In 2018 Smakic et al. published confirmatory
results for out-of-plane CT-guided interventions (Smakic et al.,
2018). Similarly, Hiraki et al. evaluated the Zerobot (Okayama
University, Japan), consisting of a mobile mounted manipulator
arm with 6 degrees of freedom and attachable needle holder
(Hiraki et al., 2017). This system is designed for use in sliding
gantry CT scanners and can, therefore, not fit into most
conventional CT devices. With a novel master-slave
manipulator Won et al. introduced an alternative principle to
remotely perform biopsies and radiofrequency ablations (Won
et al., 2017). The end-effector for needle insertion is attached to a
five-axis robotic arm, mounted on a mobile cart and optical
tracking is used to reference the system with the CT space.

Despite the reported benefits of these systems, operations with
steerable arms are restricted by the limited space inside the CT
bore. With the aim to enhance flexibility and reachable
workspace, approaches were, made to design and test table or
body mounted robots. Yang et al. designed a system for lung
biopsies, consisting of two modules (Yang et al., 2017). One
component with four degrees of freedom is mounted on the
patient table and a second module with three additional degrees
of freedom that is supporting tendon–sheath transmission

performs needle orientation and automated insertion. Ben-
David et al. performed a study with a similar prototypical
body-mounted system developed by XACT Robotics, Ltd.
(Caesaria, Israel) (Ben-David et al., 2018). Shahriari et al. tried
to further enhance precision and image control by developing a
table-mounted arm, that utilizes CT image fusion with
electromagnetic sensor data (Shahriari et al., 2017). This
allows for remote steering with a real-time electromagnetic
tracker.

Besides needle positioning, robotics CT-guided spine surgery
and orthopedics have been developed in recent years. As per Feng
et al. the TiRobot system (TINAVI Medical Technology Co., Ltd.,
China) aims to achieve a more effective treatment outcome for
the insertion of pedicle screws compared to the typical
fluoroscopy-assisted freehand procedure (Feng et al., 2019).
This system comprises a robotic arm with 6 degrees of
freedom mounted on a mobile platform and utilizes
intraoperative C-arm images. As an alternative O’Connor et al.
presented theMAZOR X platform, consisting of a workstation for
surgical planning and a separate manipulator that is attachable to
Jackson table bedframes (O’Connor et al., 2021). Khan et al.
judged this system to decrease treatment and fluoroscopy time
and, thereby, reduce radiation exposure (Khan et al., 2019).
Robotic assistance, furthermore, improves the efficiency in
knee arthroplasty interventions. Marchand et al. reported on
increased accuracy and significantly reduced flexion and
extension gaps, using the MAKO robot (Stryker, United States)
(Marchand et al., 2019). Another system worth mentioning in
this context is the mobile mounted ROSA ONE® robotic arm
(Zimmer Biomet, United States) that can be used in various
interventions of brain and spine surgery. Carai et al. successfully
utilized this system for diffuse intrinsic pontine glioma (DPIG)
stereotactic needle biopsies in single session scenarios (Carai
et al., 2017) and it assisted in the first deep brain stimulation
with an FDA-approved robot (Vadera et al., 2017). The ROSA
device provides high accuracy in placing pedicle screws, as shown
by Lefranc and Peltier (2015), and performing circumferential
arthrodesis, as presented by Chenin et al. (2016).

By providing high precision, speeding up interventions and
enabling the user to operate remotely from outside the CT-room,
utilizing such robotic systems could reduce complications and
radiation exposure significantly. However, the necessity of pre- or
intraoperative CT imaging still implies radiation exposure to a
significant extend and the need for a reduction of the effective
dose remains.Hunsche et al. published their research on radiation
reduction in stereotactic neurosurgery (Hunsche et al., 2017).
They reported the potential of a low dose reference method by
using 2D 3D intensity-based registration for lead localization in
deep brain stimulation under robotic assistance with the ROSA
robot. Sensakovic et al. tackled the need for radiation reduction as
well by introducing an alternative low-dose CT protocol for
robot-assisted pediatric spinal surgery using the MAZOR
system (Sensakovic et al., 2017). Besides the efforts of
optimizing the CT-imaging modality to reduce radiation, the
growing possibilities to utilize other imaging methods like
magnetic resonance imaging (MRI) as a radiation-free
alternative must be considered. Hungr et al., designed and
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evaluated the second version of their LPR (light puncture robot)
for thoracic and abdominopelvic interventional radiology
procedures. This system can be operated under CT and MRI
guidance (Hungr et al., 2016). It is mounted on the patient and
operates with MRI-compatible ultrasonic motors. Spyrantis et al.
also assessed the possibility to use preoperative MRI instead of
CT, to perform stereo-electroencephalography with the ROSA
robot and reported radiation reduction and safe performance
(Spyrantis et al., 2018). Lonner et al. even went as far as to design
an image-free handheld robotic system for bone resection
(Lonner et al., 2015). Ponzio et al. tested the Navio device
against the MAKO robot in a comparative study and reported
sufficient accuracy and the disadvantages of a preoperative CT-
scan in presence of such alternative methods (Ponzio and Lonner,
2015).

MR-GUIDED INTERVENTIONS

Magnet resonance imaging (MRI) enables image-guided
interventions without exposing the patient to ionizing
radiation. MR technology provides arbitrary slice position, 3D
images with variable soft-tissue contrast at near real-time speed.
While MR imaging provides high-quality visual information
during interventions, it has limitations for conventional as well
as robot-assisted interventions. The spatial constraints inside the
MRI bore limit the access to the patient during imaging. This also
hinders utilizing robotic systems, as these need to fit in the
residual space between the patient and the MRI. Furthermore,
the high-strength magnetic field impedes the usage of
conventional, metal-based materials for the robotic systems.
To avoid degrading the image-quality, special considerations
need to be taken when designing robotic systems for MR-
guided interventions.

Robotic Systems for MR-Guided
Interventions
MR image-guided robot-assisted interventions i.e., cannula
placement for biopsies, allow for precise positioning of the
probe while ensuring tissue classification. The robot carries the
potential to speed up the procedure thereby reducing the burden
of the patient lying uncomfortably in the MRI (5). He et al.
developed a body-mounted robot with fluid-driven actuators for
the positioning of a needle guide (He et al., 2020). The system
requires manual placement of the robot on the patient and guided
manual coarse targeting based on an initial MR dataset. The
needle placement for biopsy or RF ablation is performed
manually by the interventionalist out-of-bore. Marker-based
tracking was used to measure and position the needle holder
pose. Patel et al. proposed a body-mounted robot for needle-
based percutaneous interventions (Patel et al., 2021). The system
uses piezoelectric motors to align the needle guide with the
planned insertion trajectory using MR imaging. Li et al.
developed a body-mounted robot for lumbar spinal injections
under MR guidance (Li et al., 2020). The system uses piezoelectric
actuators to position the cannula guide. Fiducial markers are used

to register the robot to the image space. In a manual work step,
the cannula is inserted, the placement is verified, and the contrast
agent is injected.

Moreira et al. showed a parallel robot for prostate biopsies
(Moreira et al., 2016). The system is capable of needle tracking
and steering, therefore, is capable of reaching targets behind
obstacles. A piezoelectric actuator was used to automatically drive
the needle to the target. Chan et al. described a custom-made
robot for MR-guided breast biopsies (Chan et al., 2016). The
system uses piezoelectric motors to align the needle path with the
target. Hata et al. proposed a robotic instrument guide for
orienting cryotherapy probes for the treatment of renal cancer
(Hata et al., 2016). The robot is body-mounted and comprises two
piezoelectric ring-shaped actuators. Fiducial markers attached to
the instrument guide were used for the automatic registration.
The instrument must be manually positioned using the guide.
The correct instrument placement needs to be confirmed with
multi-slice images.

MR-guided catheter-based interventions are an emerging field
due to the advances in real-time MR-imaging and catheter
tracking. The live-imaging enables faster procedures while
allowing to monitor the instrument’s position. The
interventionalist needs to interact with the MR-scanner while
performing the procedure. Thus, the controls and monitors need
to be brought into the MR-suite, or the procedure has to be
performed from the control room. Therefore, Lee et al. developed
a robotic system for cardiac electrophysiological interventions
(Lee et al., 2018). The system is based on a hydraulic master-slave
approach. The operator controls and actuation units are located
in the control room and the motions are transmitted via
hydraulic tubes through the waveguide. The catheter robot is
MR-safe according to ASTM F2503-13. A standard EP catheter
can be used with the system enabling passive, semi-active, or
active tracking. Kundrat et al. showed a robotic platform for
endovascular procedures (Kundrat et al., 2021). The system is
based on a pneumatic master-slave approach. Equivalent to Lee
et al., the master device comprising the operator controls is
located in the control room and pneumatic tubes transmit the
operator’s motions through the waveguide. The slave device
enables the manipulation of both catheter and guidewire in
two degrees of freedom (feeding/retracting + rotation).

ROBOTIC-ASSISTED US-GUIDANCE

In contrast toMR- and CT-imaging, ultrasound imaging is widely
available, because of its low cost and non-invasive imaging
technique. Due to its properties, US imaging requires
maintaining contact with the patient throughout the
intervention. To ensure precise and reproducible imaging,
robotic-assistance has been investigated to improve the
imaging process or enable new intervention techniques.

During manual US imaging, the interventionalist needs to
provide the dexterity and sensitivity to position the US probe
while incorporating the anatomical conditions. Thus, complex
technical systems are necessary to automate the imaging process
and also ensure patient safety.

Frontiers in Robotics and AI | www.frontiersin.org July 2021 | Volume 8 | Article 6646223

Unger et al. Robot-Assisted Image-Guided Interventions

https://www.frontiersin.org/journals/robotics-and-ai
www.frontiersin.org
https://www.frontiersin.org/journals/robotics-and-ai#articles


Lindenroth et al. designed a soft end-effector to attach a
common US probe (Lindenroth et al., 2017). The end-effector
consists of three linear fluid-driven actuators providing three
translational and three rotational degrees of freedom. The used
soft actuators enable passive compliance with human robot
interaction as excessive force is deflected away from the
patient. While this approach eases the system design from a
safety point-of-view, the deformation of the end-effector inhibits
knowing the exact position of the ultrasound probe. Therefore,
the system is limited for the acquisition of US images, but can’t be
easily used for providing image-guidance.

Active safety can be achieved through additional sensors.
Huang et al. developed a robotic arm-based system holding a
standard US probe to acquire a 3D ultrasound volume (Huang
et al., 2019). A depth camera (Kinect, Microsoft Corporation,
United States) was used to reconstruct the skin surface. The
information on the surface normal-vectors was used to follow the
surface and reposition the probe accordingly.

Virga et al. developed a system for the screening of abdominal
aortic aneurysms (Virga et al., 2016). A depth camera (Kinect,
Microsoft Corporation, United States) was used to register the
patient to the robotic system (LBR iiwa, Kuka AG, Germany) and
estimate the position of the skin surface. AnMRI atlas was used to
calculate the trajectory of the robot and follow the aorta. The
system was refined by Hennersperger et al. for the automatic
acquisition of 3D ultrasound volumes (Hennersperger et al.,
2017). Based on a CT or MR dataset and the registration
between the robot, the phantom, and the image dataset, the
system can be used to plan a trajectory that the robot follows
autonomously.

Seitz et al. developed a robotic system for USgRT (Seitz et al.,
2020). The system is capable to compensate the motion of the
patient, for example breathing. Therefore, the torque sensors
integrated into the robotic arm (LBR iiwa, Kuka AG, Germany)
were used to control the applied force.

Berger et al. developed a system utilizing two robotic arms
(LBR iiwa, Kuka AG, Germany) for US-guided interventions
(Berger et al., 2018). One arm can be used in hand-guiding
mode to position a mobile US probe (Clarius L7, Clarius Inc.,
Canada) to plan an intervention. The second arm will position
a therapeutic instrument, e.g., needle holder or FUS
transducer, according to the planned trajectory. The system
was further improved to automatically track anatomical
structures using US-guidance (Unger et al., 2020). By
automatically segmenting a targeted vessel, the system was
able to follow the trajectory of that vessel while maintaining
the coupling between the ultrasound probe and the skin
surface.

Low-cost robotic arms may not provide internal sensors to
measure the forces applied to the system. To enable safety-
compliant human robot interaction, such systems need to be
outfitted with additional sensors. Mathiassen et al. developed a
robotic system based on an industrial robotic arm (UR5,
Universal Robots, Denmark) with a force-torque sensor
attached to the end-effector holding a standard US probe
(Mathiassen et al., 2016). Control schemes were designed and
implemented to achieve force control. The system used a haptic

device (Phantom Omni, 3D Systems, Inc., United States) to
provide telemanipulation with force feedback capabilities.

DISCUSSION

Robotic systems for image-guided interventions have been
published to a large extend. The high precision and
reproducibility of robot-assistance enables a wide range of
applications for image-guided therapies. Specific requirements
for each imaging technique led to the development of use case-
specific devices and systems. Table 1 summarizes the systems
reported in this work.

In CT-guided interventions, robotic systems are mandatory to
prevent unnecessary radiation exposure while performing precise
image-guided interventions. Although MR-imaging is used more
widely, the reduced scanning time still favors CT imaging. The
provided literature shows that CT-guided systems remain under
constant advancement and new devices are still emerging.
However, these systems are still use-case-specific and the
research of more versatile robots should be promoted to
improve flexibility and acceptance in the clinic. The ROSA
system provides a first successful solution to perform
procedures in different use-cases for brain and spine surgery
(Lefranc and Peltier, 2015; Chenin et al., 2016; Carai et al., 2017;
Vadera et al., 2017).

In the field of MR-guided robotic interventions, few advances
were made. Due to the complex process of the design and
development of MR-compatible systems, use-case-specific
robotic systems are proposed. Material available and spatial
constraints are given by the MR scanner limit the
development of a versatile and robust robot. Thus, even for a
class of use-cases like needle and instrument placement, special
procedure-specific actuators are developed. Bodymounted robots
may enable using the same robot for different procedure types,
but currently, body-mounted robots provide only an instrument
guide and the instrument placement process is still manual labor.
Another key benefit of body-mounted robots is that only organ
displacement under the skin surface needs to be compensated.
The next best solution is table-mounted robots (Melzer et al.,
2008) but those have to compensate overall patient movements.
Most challenging are robots not attached to both MRI or CRT
because the table movements need to be taken into consideration
(Cornelis et al., 2015).

In the case of catheter interventions, the currently available
robotic systems enable teleoperation rather than automated
procedures. Hereby, real-time MR imaging is required to
provide visual feedback to the user. Conventional diagnostic
MRI systems are not designed for interventional imaging.
Although fast imaging is provided real-time image guidance
is not yet commercially available. A key requirement for MRI-
guided interventions is a low latency for clinical decision-
making (Campbell-Washburn et al., 2017). The latency is
impacted by the imaging as well as the reconstruction. The
imaging can be accelerated by optimizing the sequences for a
specific procedure. The reconstruction process is continuously
sped up by improving the efficiency of the used algorithms
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TABLE 1 | Overview of the reported systems.

Imaging
modality

Intented clinical use Ref System name/vendor Characteristics

CT Needle guidance in liver Cornelis et al. (2015) MAXIO/Perfint Healthcare
Pvt. Ltd., India

Combination of articulated arm and attached
steerable needle guidePercutaneous diagnostics and therapeutics Smakic et al. (2018)

Needle guidance Hiraki et al. (2017) Zerobot/Okayama
University, Japan

Mobile mounted, designed for sliding gantry
(does not fit in most conventional CT scanners)

Needle guidance for abdominal biopsies and
ablations

Won et al. (2017) −/− Mobile mounted arm; co-registered with optical
tracking, remotely steered

Needle guidance for lung biopsy Yang et al. (2017) −/− 2 modules; tendon sheath transmission,
automated insertion

Needle guidance in percutaneous interventions Ben-David et al.
(2018)

-/XACT robotics Ltd.,
caesaria, Israel

Body mounted prototype; based on (10)

Needle guidance Shahriari et al.
(2017)

−/− table mounted arm, CT-image fusion with EM
sensor data, remote steerng with EM tracker

Pedicle screw insertion in spine surgery and
othopedics

Feng et al. (2019) TiRobot/TINAVI medical
technology Co., Ltd., China

Mounted on mobile platform, based on
intraoperative C-arm imaging

Pedicle screw insertion in spine surgery and
othopedics

O’Connor et al.
(2021)

Mazor X Stealth™/
Medtronic, United States

Attachable to jackson table bedframes, additional
side arm for sterile screen tablet

Pediatric spinal surgery Sensakovic et al.
(2017)
Khan et al. (2019)

Knee arthroplasty Marchand et al.
(2019)

MAKO/Stryker,
United States

Mobile mounted arm; supports multiple use
cases for total hip and knee replacement

(DPIG) stereotactic needle biopsies, deep brain
stimulation, pedicle screw insertion,
circumferential arthrodesis

Carai et al. (2017) ROSA ONE
®
/Zimmer

biomet, United States
Supports multiple use cases for spine and brain
surgeryVadera et al. (2017)

Lefranc et al. (2015)
Chenin et al. (2016)
Hunsche et al.
(2017)

sEEG electrodes implantation Spyrantis et al.
(2018)

Knee arthroplasty Lonner et al. (2015) Navio/Smith & nephew,
United States

Handheld robotic device
Ponzio et al. (2015)

CT/MRI Thoracic and abdominopelvic interventional
radiology procedures

Hungr et al. (2016) LPR (light puncture robot)/ Body mounted; piezoelectric motors + bowden
cables

MRI Needle guide He et al. (2020) −/− Body mounted; fluid-driven actuators; marker-
based tracking
Manual coarse targeting based on an initial MR
dataset; manual needle positioning out-of-bore

Needle guide (Shoulder Arthrography) Patel et al. (2021) −/− Body mounted; piezoelectric motors
Needle guide (lumbar spinal injections) Li et al. (2020) −/− Body mounted; piezoelectric motors; Fiducial

markers
Prostate biopsies Moreira et al. (2016) MIRIAM Robot table-mounted parallel robot; piezoelectric

motors; needle tracking and steering; automatic
needle insertion

Breast biopsies Chan et al. (2016) −/− table-mounted parallel robot; piezoelectric
motors; manual needle insertion out-of-bore

Needle guide (cryotherapy of renal cancer) Hata et al. (2016) −/− Body mounted; piezoelectric motors
Intracardiac catheterization Lee et al. (2018) −/− table-mounted parallel robot; electro-hydraulic

actuators; tele manipulator
Endovascular instrumentation Kundrat. et al −/− table-mounted; electro-pneumatic actuators; tele

manipulator
US - Lindenroth et al.

(2017)
−/− Soft end-effector; fluid-driven actuators; passive

safety
3D US acquisition Huang et al. (2019) Epson C4-A601S/Seiko Depth camera; surface reconstruction; automatic

probe positioningEpson corporation, Japan
Screening of abdominal aortic aneurysms Virga et al. (2016) LBR iiwa/Kuka AG,

Germany
Depth camera; surface reconstruction; automatic
probe positioning based on skin surface and MRI
data3D US acquisition Hennersperger

et al. (2017)
LBR iiwa/Kuka AG,
Germany

US-guided RT Seitz et al. (2020) LBR iiwa/Kuka AG,
Germany

Optical tracking; breathing compensation

US-guided biopsies/FUS Berger et al. (2018) LBR iiwa/Kuka AG,
Germany

Dual-arm-system

(Continued on following page)
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(Frahm et al., 2019) but more powerful machines are needed to
run complex image guidance schemes.

Robotic assistance for US imaging demands very dexterous
and sensitive systems to enable direct human robot interaction.
Robot-assisted systems enable automated, repeatable image
acquisition. Safety compliance can either be achieved passively
by using soft end-effectors or actively by measuring and
controlling applied forces. A disadvantage of using soft end-
effectors is the loss in precision. Most of the researchers use
sensors, either internal or subsequently added ones, to limit the
force applied to the patient. Using depth cameras, systems for the
automatic registration to MRI or CT images, and following along
the surface contour of the patient.

In conclusion, robotic systems for image-guided interventions
are widely investigated. Due to the high demand in regards to the
operator and patient safety and the resulting high system
complexity, few approaches make it from early investigations
to a clinical system (Melzer et al., 2008). But as the field
progresses, the gained understanding will to available systems
and, therefore, help improve the overall treatment capabilities.
Among the current challenges is the additional time and effort
needed to deploy robotic systems for interventions. This

additional effort must be met by better outcomes to overcome
restraints in utilizing robotic assistance. But the limited
availability of clinical systems impedes broad investigations
assessing the impact and benefits of robot-assisted
interventions. Furthermore, these interventions are
conceptionally different from classic routines. Users are
confronted with new complex systems and novel devices need
to provide ease of use to push the acceptance of robotic systems.
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