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Abstract
In this contribution, we investigate the privacy implications of social robots as an 
emerging mobile technology. Drawing on a scoping literature review and expert 
interviews, we show how social robots come with privacy implications that go beyond 
those of established mobile technology. Social robots challenge not only users’ 
informational privacy but also affect their physical, psychological, and social privacy due 
to their autonomy and potential for social bonding. These distinctive privacy challenges 
require study from varied theoretical perspectives, with contextual privacy and human–
machine communication emerging as particularly fruitful lenses. Findings also point to 
an increasing focus on technological privacy solutions, complementing an evolving legal 
landscape as well as a strengthening of user agency and literacy.
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Introduction

Robotics is a rapidly advancing field. Ten years ago, Bill Gates forecast that robotics 
would develop as rapidly as the computer industry in the 1970s (Gates, 2008). Indeed, 
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from 2014 to 2015, innovations in robotics almost tripled (KPMG, 2016), and companies 
such as Google, Amazon, and Toyota have announced sizeable investments (Gupta, 
2015). Beyond industrial settings, robots are increasingly adopted in households, for 
example, as assistants and conversation agents, and in institutions with strong emphasis 
on social interaction such as hospitals, schools, and shopping centers. Additional to the 
demand for industrial robots, there has been an increasing demand for social robots. 
Social robots are embodied entities that interact with humans in some way (Fong, 
Nourbakhsh, & Dautenhahn, 2003). Following Bekey’s (2012, p. 18) definition of a 
robot as “a machine, situated in the world, that senses, thinks, and acts,” social robots are 
characterized by their physical presence, autonomy, and mobility.1 In this paper, our 
focus is on social robots that display human- or animal-like characteristics, such as in the 
cases of the humanoid robots Nao and Pepper (SoftBank Robotics, 2019a, 2019b), and 
the seal-like care robot Paro (PARO, 2019).

This increasingly social nature of robots has important implications for communica-
tion research and theory. Social robots, rather than serving as media through which com-
munication between humans takes place, act as communication partners and agents 
themselves (Guzman, 2018). Therefore, they affect users in novel ways that differ from 
how more established mobile media do.

The literature has started to investigate privacy implications of social robots from 
several angles, stressing topics such as surveillance, black boxing, and social bonding 
(Calo, 2010b; Lutz & Tamò, 2015). Compared with established mobile technology, such 
as smartphones, robots possess increased autonomy (Bekey, 2012). In particular, social 
robots do not need to be carried around but come with independent and enhanced mobil-
ity. This increases their potential for surveillance and access to private rooms (Calo, 
2010b), which could affect users’ sense of physical privacy in a negative way. However, 
beyond the physical dimension, we see implications for other forms of privacy as well. 
Robots might affect users’ psychological and social privacy (Burgoon, 1982). As human–
robot interaction studies show, humans tend to ascribe human capacities to robots and 
anthropomorphize them (Breazeal, 2003). They can develop social bonds with robots, 
with potential implications for social and informational privacy (Calo, 2010b). Finally, 
the issue of black boxing refers to the opacity of complex technology such as artificial 
intelligence and big-data-driven algorithms (Pasquale, 2015). Robots increasingly rely 
on cloud-based data processing and a multitude of sensors and actuators, making them 
highly complex and opaque systems, whose data collection is often unknown or misun-
derstood by users (Lee, Tang, Forlizzi, & Kiesler, 2011). Despite initial investigations 
into social robots, we know little about how this comparatively new form of mobile 
technology affects user privacy. In this paper, we will therefore address the following 
research question: What are the implications of social robots for user privacy? More 
specifically, we are interested in the informational, physical, social, and psychological 
privacy implications of social robots (Burgoon, 1982; Leino-Kilpi et al., 2001).

To address the research question, we apply a mixed method approach by combining a 
scoping review (Pham et  al., 2014) with qualitative expert interviews. In the scoping 
review, we analyze 33 relevant journal articles and proceedings papers, published between 
2007 and 2017. The expert interviews were conducted with six leading academic and 
industry experts. The interviews provided depth and nuance to aspects that were 
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underrepresented in the scoping review, for example, regarding promising approaches to 
privacy protection. They also added a more active and personal voice to the debate around 
social robots and privacy. Across both studies, our findings help systematize the field of 
privacy-sensitive robotics. They show how social robotics should be understood as an 
important field of new mobile technology that merits further attention.

Concepts and previous research

Social robots

In line with Bekey (2012, p. 18), who conceptualizes robots as sensing, thinking, and 
acting machines that are situated in the real world, Denning, Matuszek, Koscher, Smith, 
and Kohno (2009, p. 1) define a robot as a “cyber-physical system with sensors, actua-
tors, and mobility.” This definition highlights the mobility of robots—an attribute that 
distinguishes them from software bots but places them within the field of mobile media 
and communication. Compared to smartphones and mobile media more generally, robots 
feature heightened autonomy (Smithers, 1997).

As opposed to nonsocial robots, social robots interact with people. A social robot can 
be defined as a “physically embodied, autonomous agent that communicates and inter-
acts with humans on an emotional level” (Darling, 2012, p. 4). Thereby, social robots 
tend to provide psycho-social benefits that go beyond those of established mobile tech-
nology (e.g., para-social emotional bonding). To be able to naturally interact with 
humans, many social robots rely on sophisticated AI and collect large amounts of data, 
both about users and their environment. Current generations of social robots are equipped 
with connected sensors, cameras, rangefinders, accelerometers, and GPS sensors (Calo, 
2010b). In addition, current social robots are wireless and connected to computers or the 
Internet, thus being able to transmit data in real time.

A prominent research stream in robotics, with strong ties to communication research 
and roots in human–computer interaction (HCI), is human–robot interaction (HRI). To 
situate this study, we will briefly discuss key research results from HCI and HRI on the 
emergence of social bonds between users and computers or robots. Communication 
researchers have investigated the interaction between humans and computers under the 
“computers are social actors” (CASA) paradigm. Interactions with computers are gener-
ally social, even if they are not human or human-like (Nass, Steuer, & Tauber, 1994). 
Computers create emotional reactions, change attitudes, and affect memories. They are 
treated politely, perceived as colleagues, and evoke gender stereotypes (Reeves, 2004). 
Particular influence on users can be achieved through the use of social and physical cues 
such as language and praise. Physical attractiveness can also influence user behavior 
(Fogg, 2002).2

The CASA paradigm can be applied to social robots, which often have anthropomor-
phic shape. Due to their appearance and behavior, social robots are particularly prone to 
be perceived as social actors. Turkle, Taggart, Kidd, and Dasté (2006) found that children 
and older adults develop emotional bonds with toy robots. Robots are anthropomor-
phized by humans (Scheutz, 2012), facilitating the emergence of personal relationships. 
Important conditions for such relationships are the perceived autonomy of the robot and 
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its appearance (Scheutz, 2012). Eye contact, facial expressions, and a natural voice lead 
to an illusion of understanding on the user side (Turkle et  al., 2006). Despite ample 
research on the social bonding between humans and machines, the topic of related pri-
vacy implications is underresearched, leading to the emergence of a new field of privacy-
sensitive robotics (Rueben et al., 2018).

Privacy

On a societal level, privacy is considered a fundamental right (Smith, Dinev, & Xu, 
2011). On an individual level, the freedom to act without surveillance is recognized as an 
important basis for personal self-development (Simitis, 1987), and privacy is conceptu-
alized accordingly as a protection of liberal selfhood (Cohen, 2013; Kaminski & Witnov, 
2015). It enables intellectual endeavors and safeguards the social values of impartial 
reading, speaking, and exploring of ideas (Richards, 2013). Such a value-based under-
standing of privacy can be contrasted with a cognate-based understanding, where pri-
vacy is conceptualized as a state “related to the individual’s mind, perceptions, and 
cognition rather than an absolute moral value or norm” (Smith et al., 2011, pp. 993–994). 
In this cognate-based understanding, which we largely follow here, privacy is tied to 
individuals’ control of their personal space and information. Accordingly, Westin 
describes privacy as the “claim of individuals, groups, or institutions to determine for 
themselves, when, how, and to what extent information about them is communicated to 
others” (1968, pp. 6–7).

Empirical research has found a privacy paradox, where reported privacy concerns 
show little association with protection behavior (Barnes, 2006; Dienlin & Trepte, 2015; 
Gross & Acquisti, 2005; Kokolakis, 2017). This may be due to users willingly exchang-
ing data access for service benefits (Dinev & Hart, 2006). Yet, some question users’ abil-
ity to fully grasp privacy implications (Bartsch & Dienlin, 2016)—an aspect that may be 
especially salient in the context of emergent mobile technology like social robots. Obar 
(2015) therefore criticizes a “fallacy of data privacy self-management,” as users may 
have neither the resources nor the faculties to effectively manage their personal data. 
Lyon (2001) diagnoses a “surveillance society” in which ubiquitous data collection 
makes citizens uncomfortable, yet they remain complicit in its pervasiveness. Dencik 
and Cable (2017) propose the concept of “surveillance realism” to describe user resigna-
tion towards seemingly unavoidable breaches of privacy. Similarly, Hargittai and 
Marwick (2016) describe the phenomenon of “privacy apathy,” and Hoffmann, Lutz, and 
Ranzini (2016) identify “privacy cynicism” among users of digital services.

The distinction between public and private spaces is particularly relevant for the dis-
cussion of privacy. The physical world is increasingly permeated by virtual elements, 
which leads to a fuzziness when separating private and public spaces (Rouvroy, 2008). 
This blurring of boundaries becomes apparent with the Internet of things and with auton-
omous vehicles (Acharya, 2015). It also applies to social robots, which, due to their 
mobility, can access private areas, such as bedrooms and bathrooms, more easily than 
other technologies (Calo, 2010b). This, in turn, increases the complexity of the privacy 
challenges associated with the technology. Leino-Kilpi et al. (2001), based on Burgoon 
(1982), differentiate the following four dimensions of privacy:
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•• Physical privacy: personal space and territory.
•• Psychological privacy: values and thoughts.
•• Social privacy: social contacts and influence.
•• Informational privacy: personal information.

This typology serves as the basis for our paper. The typology was chosen because it 
offers a more inclusive perspective than other frameworks, such as the widely used dis-
tinction between informational and physical privacy (Smith et  al., 2011). At the same 
time, it is relatively intuitive to understand and applicable to emerging technology such as 
social robots. In the context of social robots, the dimensions of psychological and social 
privacy correspond with the social bonding and boundary management processes between 
robots and humans. The dimension of physical privacy is affected by the physical nature 
and mobility of social robots, while social robots’ data collection and processing capaci-
ties affect users’ informational privacy. While informational privacy is the dominant 
dimension discussed in current privacy research, the literature occasionally delves into 
other dimensions of privacy, too (e.g., Lutz, Hoffmann, Bucher, & Fieseler, 2018).

Methods

Scoping review

To systematically assess the published research on the privacy implications of social 
robots, we conducted a scoping (literature) review. A scoping review is similar to a sys-
tematic literature review,3 for example in its systematic assessment of the literature, but 
with some important differences (Arksey & O’Malley, 2005; Pham et al., 2014). Scoping 
reviews address broader topics, whereas systematic literature reviews are narrower in 
scope and have a specific research question. Scoping reviews address a broader variety 
of methodological approaches and research designs, whereas systematic literature 
reviews often focus on one specific study design, such as randomized control trials. 
Finally, scoping reviews are more descriptive, putting less emphasis on the quality evalu-
ation of included studies. Systematic literature reviews, by contrast, critically review the 
quality of the research, including aspects such as risk and bias (Pham et al., 2014). Our 
scoping review was conducted using the five steps of the Cochrane Reviews (K. Khan, 
Kunz, Kleijnen, & Antes, 2003; see also Levac, Colquhoun, & O’Brien, 2010, for the 
steps of a scoping review): the development of a research question, a systematic litera-
ture search, a quality evaluation of the identified studies, a quantitative data synthesis, 
and an interpretation of the results.

Web of Science was used as the literature database, where our search was limited to 
peer-reviewed publications. Search terms were entered as “topic” to generate as many 
search results as possible. The following search terms were used: privacy AND (robots 
OR robotics). The search was performed in July 2017. The combination of robot and 
privacy returned 46 results. The combination of robotics and privacy resulted in 31 
search hits. Of the 77 search results, 17 duplicates were removed, leaving 60 results. 
These were examined based on relevance, availability, and language. The relevance of 
the publications was determined on the basis of their abstract, and, based on this 
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criterion, a further 35 publications were excluded. The criterion of relevance refers to 
whether both robots and privacy were the focus of the paper and whether both topics 
were related to each other. Moreover, the paper had to address social robots specifically. 
Thus, this criterion was used to exclude papers that focused on either robots or privacy 
with no significant reference to the other topic. For instance, papers that focused on 
technical experiments with robots and barely touched upon the issue of privacy were 
excluded. Three further publications were unavailable. A study published in Swedish 
was ruled out on the basis of language. This resulted in a relatively small body of 
research (n = 21), corresponding with the recency of the research field. To ensure a 
comprehensive overview, 12 further publications obtained from a theory-based litera-
ture search were included. These were identified through an analysis of citations within 
the publications identified in the systematic search. This resulted in a corpus of 33 sali-
ent studies. The papers were then coded by hand. The publications examined are marked 
with an asterisk in the References section.4

Expert interviews

In addition to the scoping review, we conducted semistructured expert interviews to fur-
ther address the research question. This mixed method approach was based on a conver-
gent parallel design (Creswell & Plano Clark, 2017). Expert interviews were chosen to 
complement and contextualize the findings from the scoping review, as the analyzed 
observable research field is still very recent and further context could be needed to 
understand its current structure and foci as well as gaps and potential further develop-
ment. The expert interviews were prestructured based on an interview guideline of 23 
questions (see the Appendix), and addressed topics such as personal experience with 
robots, social robots’ effects on user privacy, privacy protection behavior, and solutions 
to privacy challenges. The guideline was designed to cover a wide range of topics that 
lend themselves to privacy research, allowing for interaction during the interpretation of 
the scoping review. The latter was itself set up to capture an overview of the field.

For the purposes of this study, we defined experts as individuals who deal with the 
privacy implications of social robots, either as an academic or in practice (i.e., in a com-
pany that develops social robots). The selection of academic experts was influenced by 
the scoping review and the experts were selected on the basis of three criteria: the pos-
session of relevant information, the ability to pass on precise information, and availabil-
ity (see Table 1). All interviews were conducted between June 27 and August 16, 2017 
by either phone or Skype call, recorded, and transcribed. The interview duration aver-
aged around 30 minutes.

Data collection for the scoping review and for the expert interviews was conducted 
concurrently and largely independently, with the exception of the choice of academic 
experts for the interviews. Both strands of research were then combined during data 
analysis and, primarily, interpretation (Creswell & Plano Clark, 2017). Findings from the 
scoping review were cross-referenced, triangulated, and contextualized with expert 
observations to gain a deeper understanding of the development of the theoretical dis-
course, emergent foci, research gaps, and congruence or potential discrepancies with 
observations from practice.
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Results

Scoping review: Quantitative data synthesis

All publications in the literature review were published between 2007 and 2017, the vast 
majority of them in scientific journals or conference proceedings (n = 30). Studies are 
distributed across different outlets, with three publications in Ethics and Information 
Technology, and two each in Connection Science, Interaction Studies, Human–Robot 
Interaction, and Computer Law & Security Review.

Since 2008, we observe a slowly rising interest in the topic (see Figure 1). There is an 
uptick in published studies per year after 2015, which may indicate a further expansion 
of the field. However, to date, the annual publication rate is low.

The identified studies are situated mainly in law (25.6%), computer science (20.5%), 
and medicine and health sciences (15.4%). Other research disciplines represented are 
information systems (10.3%), psychology (10.3%), political science (7.7%), and robot-
ics (5.1%). Media and communication as well as philosophy are each represented by one 
publication (2.6%; see Table 2). Some publications were counted twice, as they were 
created as collaborations between researchers from different disciplines. Altogether, 
seven of the 33 publications are the result of interdisciplinary cooperation (21.2%).

The majority of publications feature a conceptual or critical approach (72.7%), with 
only nine empirical studies (27.3%). Robots used in the care sector (30.3%), especially 
in geriatric care (21.2%), attract most attention. Social robots for children were investi-
gated in two publications (6.1%), and social robots for teaching in one (3%).

The identified publications differ in their understanding of privacy. The majority are 
concerned with informational privacy. However, some authors do not refer to any defini-
tion or typology of privacy (e.g., Lee et al., 2011). This is particularly common when 
privacy is discussed as an aspect of ethical concerns, where an understanding of privacy 
as informational privacy is often implied.

Table 1.  Overview of interviewed experts.

Expert No. Professional role Gender Country Field

1 PhD student; public 
research university

Male US Robotics, engineering, HRI

2 Legal advisor; data 
protection agency

Male Germany Data protection law, 
consulting

3 Product expert; robotics 
company

Female France Industry, social robot 
development

4 Associate professor; 
public research university

Male US Law and technology, data 
protection

5 Professor; public research 
university

Male UK Ethics, philosophy, justice

6 Lecturer; public research 
university

Female US Law and technology, data 
protection

Note. HRI = human–robot interaction.
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Table 2.  Summary of discipline, analytical approach, and robot type.

Items Frequency (percentage)

Discipline Law: 10 (25.6)
Computer science: 8 (20.5)
Medicine and health sciences: 6 (15.4)
Informatics/information systems: 4 (10.3)
Psychology: 4 (10.3)
Political science: 3 (7.7)
Robotics: 2 (5.1)
Media and communication: 1 (2.6)
Philosophy:1 (2.6)

Analytical approach Conceptual: 24 (72.7)
Empirical: 9 (27.3)

Type of social robots 
investigated

Health robots: 10 (30.3), of which older adult care: 7 (21.2)
Social robots: 7 (21.2)
Robots: 7 (21.2)
Personal household robots: 4 (12.1)
Robots for children: 2 (6.1)
Educational robots: 1 (3)
Unspecified: 2 (6.1)

Table 3 provides an overview of the empirical studies within the corpus. Most fre-
quently, they examined groups of older adults (33.3%) and nursing staff (25%). In addi-
tion, potential end users (Zsiga et al., 2013), adults (Lee et al., 2011), parents (McReynolds 
et al., 2017), and university staff (Syrdal, Walters, Otero, Koay, & Dautenhahn, 2007) 
were investigated in one study each.
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Figure 1.  Number of publications per year.
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Qualitative methods were used in seven studies (77.8%), while two applied both qual-
itative and quantitative methods (22.2%). Focus groups, surveys, and interviews were 
each applied in two studies. Only one study was based on an experimental design 
(Denning et al., 2009). A combined methodology of survey, interview, and observation 
was used in another study (Caine, Šabanović, & Carter, 2012). Thus, qualitative methods 
are currently the preferred approach in the research field.

Among the identified empirical studies, four focus on household robots and nursing 
robots (44.4%), while one analyzes toy robots (11.1%). However, some studies do not 
use real social robots, but merely show the research subjects videos or explain how they 
work (see Draper & Sorell, 2017; Lee et al., 2011). Some areas of application addressed 
in conceptual articles, such as childcare or teaching tasks (A. J. C. Sharkey, 2016; A. J. 
C. Sharkey & Sharkey, 2010), are not represented in the empirical studies. Overall, the 
empirical body of knowledge is quite thin and disparate.

Scoping review and expert interviews: Interpretation of the results

Theories and concepts.  Due to their varied disciplinary backgrounds, the identified stud-
ies apply a range of theories and models, but two main concepts tend to exert a notable 

Table 3.  Summary and methodological preferences of the examined empirical studies (n = 9).

Item Prevalence (% of total studies)

Examined groups of people Older adults: 4 (33.3)
Nursing staff: 3 (25)
Potential end users: 1 (8.3)
Adults: 1 (8.3)
Parents: 1 (8.3)
University staff: 1 (8.3)
Not applicable: 1 (8.3)

Approach Qualitative: 7 (77.8)
Combined: 2 (22.2)

Main method applied Focus groups: 2 (22.2)
Survey: 2 (22.2)
Combined: 2 (22.2)
Interviews: 2 (22.2)
Experiment: 1 (11.1)

Geographical place(s) of 
data collection

US: 5 (55.6)
Austria, France, Hungary: 1 (11.1)
France, the Netherlands, UK: 1 (11.1)
UK, Greece, India, Pakistan, Indonesia: 1 (11.1)
Not specified: 1 (11.1)

Sample size Median: n = 41.25; 1 study: n = 9; 1 study: n = 10; 1 study: 
n = 12; 2 studies: n = 18; 1 study: n = 32; 1 study:  
n = 108; 1 study: n = 123; 1 study: not applicable

Type of robot examined Nursing robots: 4 (44.4)
Household robots: 4 (44.4)
Toys: 1 (11.2)
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influence on the field: “privacy as contextual integrity” (Nissenbaum, 2004) and “fair 
information practices” (Sedenberg, Chuang, Mulligan, 2016). The theory of privacy as 
contextual integrity emphasizes the need to consider the transfer of personal information 
contextually, depending on the situation and its social norms (Nissenbaum, 2004). This 
theory is addressed in several conceptual articles (Fosch Villaronga & Roig, 2017; Lutz 
& Tamò, 2015; Pagallo, 2013; Sedenberg et al., 2016). In contrast, fair information prac-
tices focus on the right of individuals to protect their privacy through informed and self-
determined action. This concept is the dominant approach for the protection of 
informational privacy (Sedenberg et al., 2016). However, given the difficulty of estab-
lishing informed consent with social robots, its applicability was questioned by the inter-
viewed experts. One expert encouraged a movement away from notice and consent 
towards “visceral notice” and nudges through technology, for example “having a visual 
cue that the robot, the toy is recording. And providing more clear information visually 
that this is happening” (Expert 6).

Research on privacy in HRI tends to examine one dimension of the privacy concept 
in isolation (Rueben, Grimm, Bernieri, & Smart, 2017). Referring to the typology of 
privacy presented earlier (Burgoon, 1982; Leino-Kilpi et al., 2001), it is noticeable that 
privacy is often reduced to informational privacy. Other aspects such as physical privacy 
are rarely taken into account. However, social robots tend to affect multiple dimensions 
of privacy. For example, violations of physical or psychological privacy by social robots 
are possible to an extent that is not the case with other technologies.

Over the years the definition of privacy has kind of evolved. It began with privacy, at least 
informational privacy, having something to do with control over personal information. That 
definition is no longer adequate if it ever was . . . And so now I think of privacy as being largely 
about the role of autonomy in a world that is so data-promiscuous. (Expert 4)

Privacy threats.  Users’ informational privacy is endangered by the increased capacity of 
social robots for data collection. Social robots collect information about the everyday life 
of users (Calo, 2010b) and, through numerous sensors, they increasingly collect informa-
tion about sensitive characteristics such as emotional and mental states (Lee et al., 2011; 
Sedenberg et al., 2016; A. J. C. Sharkey, 2016). For example, users casually commenting 
on their personal feelings when interacting with a robot allow for the recording of previ-
ously difficult to gage information. Sensitive information also includes images of users 
in bedrooms and bathrooms, for example, as users undress with their robot present (A. J. 
C. Sharkey & Sharkey, 2012b); information about the floor plan of their homes; and 
information about diseases, dependencies, health conditions, or disabilities (Syrdal et al., 
2007). A study by Syrdal et al. (2007) notes that information about the personality of 
users is considered particularly sensitive and that users feel uncomfortable when such 
information is collected.

In addition, social robots can detect more than what users can perceive, for example, 
by detecting electromagnetic forces or changes in brain waves (Calo, 2010a). Robots can 
also detect places that are inaccessible to users (Rueben et al., 2017). Thereby, robots 
may “know” more about the living conditions (e.g., health risks) of their users than the 
users themselves. The fact that social robots collect more sensitive data than previous 
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mobile technologies is therefore highlighted in many publications and was recognized 
across different interviews. One expert made the example of a robot used in older adult 
care that could detect whether a person had fallen:

Now, I think falling is really an extremely important case. Because if elderly people fall, that is 
often taken to be a reason for putting them in a care home . . . So, there is a case where these 
people had access to information about the falls of a particular person. That person might in a 
sense lose their freedom. And so in such a case, it is important that the person themselves be 
able to control whether that information reaches somebody else. (Expert 5)

Furthermore, cloud storage of data collected by social robots is considered problematic 
(Pagallo, 2013), as is the connectivity of social robots with the Internet and among each 
other (Sedenberg et al., 2016; A. J. C. Sharkey, 2016). This leads to a higher susceptibil-
ity to hacking. An experimental study confirmed this risk potential and found that house-
hold robots could simply be infiltrated by outsiders and without direct contact with the 
robots (Denning et al., 2009). In other words, through social robots, hackers may gain 
much deeper insights into the lives of their victims than, for example, through laptops or 
tablets. While most experts recognized that social robots may become the target of hack-
ing (Experts 2, 3, and 4), some advocated for using social robots of larger companies, 
which offer better security than smaller startup companies, and a minority suggested that 
the interest in hacking may be low due to low adoption at this point (Experts 5 and 6). 
Expert 5 presented such a dissenting view:

You know, another question is whether robots would be the targets of people who are interested 
in hacking. And my sense would be that they are not . . . So I am not sure it is a big issue in 
relation to robots but it’s certainly an issue.

Social robots are a novel technology whose functions remain little understood by the 
majority of users (Lutz & Tamò, 2015). Several studies point out how users lack aware-
ness and do not understand the collection of data by social robots (Caine et al., 2012; 
Draper & Sorell, 2017; Lee et al., 2011). Demographic differences were found, espe-
cially in terms of age, where younger caregivers were more concerned about privacy and 
safety than older caregivers, who, in turn, were more interested in functionality and 
emotional companionship (Zsiga et al., 2013). Thereby, the concept of the privacy–util-
ity tradeoff applies to social robots: The acceptance of data collection depends on the 
usefulness of the robot and the sensitivity of the data (Syrdal et al., 2007). This is espe-
cially relevant given social robots’ unique sociopsychological and emotional benefits, 
which may lead to more privacy lenience among users. Some point out that informed 
consent to continuous data collection and monitoring by social robots is not possible 
(Draper & Sorell, 2017). Conceptual studies also raise concerns about access to collected 
information by third parties that users may not be aware of as they focus on their particu-
lar robot (Fosch Villaronga & Roig, 2017; Hofmann, 2013; Kaminski, 2015; A. J. C. 
Sharkey, 2016).

The social dimension of social robots plays a key role in data collection: Through 
their social character and interactivity, social robots collect more sensitive information 
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(Pagallo, 2013), particularly in cases of emotional relationships between users and social 
robots (Calo, 2011). By developing affection and trust, secrets can be revealed (Lee 
et al., 2011; A. J. C. Sharkey, 2016). Expert 3 elaborates on this point:

I mean there have been studies with this robot that in the home, I think it was the Adam robot 
made by MIT, where people would be very happy to tell it all of their worries because there 
wasn’t an actual, a real social agent, it wasn’t a friend or a colleague, it was a robot. And so they 
were able to speak to it and tell them all of their worries even more so than they would with real 
people.

As a result, social robots affect users’ social and psychological privacy. For example, 
social robots may record data on the intimacy of interaction with the user or personal 
thoughts uttered to them as if they were human beings.

On the other hand, the literature review and the experts highlighted that a sense of 
surveillance and access to private spaces can lead to a change in users’ social behavior, 
leading to less information disclosure (Calo, 2011). For example, it is argued that the 
feeling of being alone may be prevented by social robots, which would lead to reduced 
self-development and self-reflection (Calo, 2011; Sedenberg et al., 2016). The psycho-
logical effects such as conformity and loss of freedom are also discussed in the literature 
(Calo, 2010b, 2011; Kaminski, 2015). The presence of social robots may change users’ 
attitudes and behaviors (Calo, 2010b). The protection of privacy for identity develop-
ment and the development of healthy relationships based on trust may be inhibited by the 
continuous presence and “always on” mode of the social robot (Broadbent, 2017). In 
children, for example, developmental problems are feared, such as the creation of inse-
cure attachments to robots that extend to interpersonal attachments (A. J. C. Sharkey & 
Sharkey, 2010). However, to date, many of these critical perspectives are put forth in 
conceptual studies and there is a lack of empirical evidence on the consequences of sur-
veillance and privacy infringements. Still, these critical perspectives are addressing 
important concerns that might further emerge in the future. For instance, they point 
towards potential psychological effects on users and therefore provide a basis for future 
research to test the generated hypotheses empirically.

Finally, the physical privacy of users can be affected by social robots—despite com-
paratively little discussion of this in the studied literature. The mobility and physicality 
of social robots create the potential to harm users and their environment due to their 
mobility and autonomy (Calo, 2015). In other words, as opposed to mobile phones or 
smart speakers, social robots tend to be mobile and have access to private spaces such 
as bedrooms or bathrooms (Calo, 2011), they can collect spatial information or witness 
conversations largely unnoticed by the user, and they can enter a space at an inconven-
ient time. Connected to aspects of social and psychological privacy, the presence of 
robots changes the home as a place of privacy and security, and negatively influences 
the character of private spaces as places of retreat (Sedenberg et al., 2016). As a result, 
users feel insecure and alienated (Hofmann, 2013). Expert 1 describes aspects of phys-
ical privacy: “They can do a lot of the things that humans can. Like, they can get too 
close just like the human can get too close. They can make you feel uncomfortable, 
things like that.”
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At the same time, the majority of empirical studies show both a high acceptance of 
social robots as well as few concerns about privacy intrusions on the user side (Draper & 
Sorell, 2017; Sadasivam et al., 2014; Zsiga et al., 2013). Nevertheless, certain privacy 
concerns have been identified (Syrdal et al., 2007; Zsiga et al., 2013). Parents, in particu-
lar, are concerned about social robots as toys (McReynolds et al., 2017). Table 4 provides 
a summary of privacy implications as they emerged from the scoping review and the 
expert interviews.

Privacy protection.  A technological solution to privacy threats identified in the literature is 
the concept of “privacy by design” (Calo, 2011; Lutz & Tamò, 2015; Sanfeliu, Llácer, 
Gramunt, Punsola, & Yoshimura, 2010). Here, privacy protection is taken into account 
from the very beginning of the development process of a social robot (Carnevale, 2016). 
However, the “privacy by design” concept is not considered to be effective in all the 
publications examined. Since social robots are primarily shaped by their users, such 
preprogramming is not deemed sufficient. Therefore, aside from regulators, designers, or 
manufacturers, users themselves are responsible and required to protect their privacy 
(Pagallo, 2013). After all, the jurisdiction tends to lose its effectiveness in private spaces 
(Schafer & Edwards, 2017). The experts largely agreed that technological aspects play a 
promising role in protecting user privacy. Technological privacy solutions mentioned 
include being able to switch off a robot (Expert 4), limiting its movement space (Expert 
1), data anonymization (Expert 2), and designing a robot’s eyes and ears in a way to 
signal that data are being collected (Experts 1, 3, 6). Regarding the latter, a study com-
pared surveillance cameras, a stationary, and a mobile robot in terms of privacy protec-
tion. Contrary to expectations, most privacy-enhancing behaviors (PEBs) were observed 
in interactions with surveillance cameras, but not with the robots (Caine et al., 2012). 
The anthropomorphic shape of the robot disguised the possibility of data collection 

Table 4.  Overview of privacy implications in literature review and expert interviews.

Type of privacy Aspects discussed Example studies

Informational privacy Amount of data; sensitivity of data; 
security risks such as hacking; cloud 
connectivity; third-party access; opacity, 
for example, collecting unknown types of 
data; lack of user understanding

Pagallo (2013); Syrdal 
et al. (2007)

Psychological privacy Psychological dependence; chilling effects; 
reduced self-reflection and human 
autonomy; particular concerns for 
vulnerable user groups such as children

Calo (2011); Kaminski 
(2015)

Social privacy social bonding between robot and 
user; affection and trust can lead to the 
revelation of secrets

Lee et al. (2011); Sharkey 
(2016)

Physical privacy access to private rooms; capacity to 
access areas users themselves cannot 
access; uncomfortable closeness

Hofmann (2013); 
Sedenberg et al. (2016)
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(Caine et al., 2012; Lee et al., 2011). Finally, an opportunity is also seen in replacing 
written terms of use with verbal communication with the social robot (Calo, 2010a; Lee 
et al., 2011; Lutz & Tamò, 2015).

For the protection of informational privacy, transparency and control over personal 
data have been mentioned (Sedenberg et al., 2016). Calo (2010a) points out, however, 
that known mechanisms for data protection such as encryption and anonymization are no 
longer sufficient, as they are not able to capture the specific interventions in the physical 
and psychological privacy of the user. This discussion is seen as an opportunity for an 
understanding of privacy that goes beyond informational privacy. Such an updated 
understanding should be based on users and their technology experiences (Calo, 2010a), 
so that the protection of informational privacy should be linked to the functions and roles 
of the social robot (Pagallo, 2013). The experts proposed different methods for raising 
user awareness, from extensive discussions about privacy and education on the subject 
in schools, on television, and through advertising messages, to interpersonal communi-
cation and the exchange of personal experiences (Expert 1).

U.S. scholars criticize the existence of legal grey areas and the unequal distribution of 
power in favor of the state and companies against users (Calo, 2011, 2015; Kaminski, 
2015). They call for a strengthening of user rights (Calo, 2011) and an adaptation of the 
legal framework for new technologies. Data protection laws should be further developed 
with regard to special features and novel threats from social robots (Calo, 2015). The 
experts discussed principles such as purpose limitation and data minimization (Expert 1), 
particularly in the context of the General Data Protection Regulation (Regulation [EU] 
2016/679; Expert 6). “The legal means are there, they just have to be implemented con-
sistently” (Expert 2).

Discussion and conclusion

The goal of this paper, by providing a contextualized review of the state of research, was 
to investigate the privacy implications of social robots. Specifically, we intended to show 
how social robots present differentiated privacy risks that go beyond those of established 
mobile technology such as smartphones. Through the scoping review, we provided an 
overview of a young, but deeply interdisciplinary research field. We found that concep-
tual and critical articles are more prevalent than empirical studies. To date, empirical 
studies mostly rely on small sample sizes and their results are not representative and 
generalizable. These studies also only look at certain aspects of privacy, mostly informa-
tional privacy. The application areas of social robots are strongly differentiated and are 
investigated independently, which further reduces the comparability and generalizability 
of the empirical findings.

The conceptual and critical articles mostly deal with the question of the distinctive 
qualities of social robots, as opposed to other technologies, and the specific challenges 
associated with these qualities. The most important feature mentioned here was their 
social character. Robots as mobile, autonomous, and naturalized actors collect more sen-
sitive information and threaten privacy in novel ways. For example, through verbal com-
munication with the robot (some of it spontaneous and informal), sensitive information 
is produced. Also, the physical embodiment and mobility of social robots enable the 
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collection of sensitive data from areas in which users do not intend to be observed. These 
issues are exacerbated if data processing happens in the cloud, as data collected in inti-
mate settings is transmitted, analyzed, and stored beyond the users’ control.

The psychological influence of social robots is particularly high as users may cre-
ate emotional bonds with their robots and interact with them in a more open, intimate 
way. From a privacy calculus perspective, social robots may offer new social and 
emotional benefits that would render users willing to share more intimate data (Dinev 
& Hart, 2006). At the same time, from a privacy literacy standpoint, it is questionable 
if users are capable of grasping the privacy ramifications of this new technology and 
give informed consent to data collection (Bartsch & Dienlin, 2016; Obar, 2015). 
Some authors warn that social robots introduce new elements of surveillance, which 
might lead to conformity and a lack of self-reflection (Calo, 2010b, 2011; Kaminski, 
2015). On the other hand, with the proliferation of social robots, recent phenomena 
such as “surveillance realism” (Dencik & Cable, 2017), “privacy apathy” (Hargittai 
& Marwick, 2016), or “privacy cynicism” (Hoffmann et al., 2016) may become more 
pronounced as users are increasingly reliant on more complex technology with diffi-
cult to manage privacy ramifications.

Our analysis highlights that the privacy implications of social robots go beyond infor-
mational privacy. Despite privacy risks in other dimensions, however, the majority of 
potential issues, both in the scoping review and in the expert interviews, were connected 
to informational privacy. As the experts noticed, informational privacy is the privacy 
dimension that is currently most covered through legal frameworks. However, intrusions 
into users’ physical, social, and psychological privacy pose new challenges. It is particu-
larly problematic that social and psychological implications are hard to assess and pre-
vent. Currently, the primary responsibility for protecting their social and psychological 
privacy rests with the users themselves (Obar, 2015). Therefore, the interviewed experts 
point to several technological propositions to sensitize users.

Privacy by design and privacy as contextual integrity (Nissenbaum, 2004) emerged as 
dominant conceptual lenses, both in the scoping review and the expert interviews. 
However, privacy by design was in some instances considered to be ineffective as learn-
ing technologies might adapt through user interaction, thus rendering initial privacy 
implementations impractical or obsolete. Emerging literature on human–machine com-
munication (Guzman, 2018; Lutz & Tamò, 2018) could help theorize social robots in 
terms of their mediality and communicative affordances. This would be useful for the 
design of empirical studies on the privacy implications of social robots. Such studies 
could adopt ethnographic and novel user-centered methods (e.g., Light, Burgess, & 
Duguay, 2018), considering how the materiality and design of the technology interact 
with user expectations and practices as well as the wider social context (Beane & 
Orlikowski, 2015). Suchman’s (2007) work on human–machine configurations, the 
social construction of technology approach (Pinch & Bijker, 1984), and related scholar-
ship in science and technology studies could inspire research on boundary management 
when users interact with social robots. An important question in that regard is whether 
social robots can not only endanger users’ privacy but potentially preserve or even 
enhance it. Finally, future research could differentiate individual privacy types further. 
Particularly within the area of informational privacy, the distinction between social and 
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institutional privacy concerns (Raynes-Goldie, 2010; Young & Quan-Haase, 2013) can 
be used to measure users’ privacy risk perception of different stakeholders (e.g., manu-
facturer, hackers, other users, third-party software providers) across settings.

Technological solutions, including anonymization, encryption, the possibility to 
switch off a robot, and design that signals data collection were seen as the most promis-
ing solutions, both in the literature review and in the expert interviews. Another central 
recommendation was the call for increased interdisciplinarity, spanning psychology, 
design, technology, communication, and law. Such an interdisciplinary approach requires 
a comprehensive understanding of the privacy concept, covering more than just informa-
tional privacy.
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Notes

1.	 Thus, we exclude software bots and virtual assistants, such as Apple’s Siri, from our scope.
2.	 In terms of more general social science theories, actor–network theory (Latour, 2005; Law, 

2009) has been a key voice in stressing the agency of nonhuman actors, including simpler 
objects such as keys and guns (Latour, 1994, 2000), and more complex cyber-physical sys-
tems such as healthcare robots (Lutz & Tamò, 2018).

3.	 A common definition of a systematic literature review is a “transparent procedure to find, 
evaluate and synthesize the results of relevant research” (Campbell Collaboration, 2017). 
In the social sciences, systematic literature reviews serve to examine and evaluate existing 
research with regard to a specific question (Oakley, Gough, Oliver, & Thomas, 2005), and to 
aggregate a state of knowledge across disciplines (Feak & Swales, 2011).

4.	 Following a reviewer suggestion, we repeated the literature search in the article revision 
process with the same time window as before but including wildcard operators. We used 
robot* instead of (robots OR robotics) and queried Scopus in addition to Web of Science. This 
resulted in a larger pool of results: 173 publications for Web of Science and 596 for Scopus. 
After checking each entry for relevance and previous inclusion, we found four additional 
publications that are listed in the Appendix.
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Appendix

Interview guideline

Introductory questions
  1.  What personal experiences have you already had with social robots?
  2. � What do you mean by the term “social robot”? What kinds and examples come 

to your mind?
  3.  How can social robots increase the user’s quality of life?
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  4.  In which areas can social robots help users?
  5.  What is your understanding of privacy?
  6.  How can social robots affect user privacy?
  7. � What is so different about social robots in this regard? How can this be com-

pared with other technologies such as smartphones for example?
  8.  What impact can social robots have on the perception or feelings of users?

a)  Emotional relationship with social robots
b)  Uncertainty, suspicion, no retreat in the home

  9. � How secure are currently available social robots in terms of hacking in your 
opinion?

Privacy and the user

10.  How actively does the user actually protect their privacy in practice?
11.  Can the protection of their privacy be left to the users themselves?
12.  How are users adequately informed about interventions in their privacy?
13.  How has the relevance of privacy changed with new technologies?
14. � How can the user’s privacy be protected through the programming of the social 

robot?

Data ownership

15.  Who do you think should own the data collected by social robots?
16.  How are users adequately informed who owns their data and what it is used for?

Legal framework

17.  How is the privacy of users legally protected in home or office situations?
a)  In Germany
b)  At EU level
c)  According to U.S. jurisprudence

18.What are the implications of these legal frameworks for innovation?
a)  Is the current legal situation hindering innovations?
b)  Are there differences between different countries?

19.  Is there a risk that the state can gain access to data collected by social robots?

Outlook

20.  How can users’ privacy be protected at the legal level in the future?
21. � Which technical protection mechanisms, for example programming, do you 

consider to be useful and technically feasible in the future?
22. � How can users be sensitized or educated and a change in their behavior can take 

place?
23. � What steps do businesses need to take to protect the privacy of users of their 

products?
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