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ABSTRACT Vehicular Visible light communication (VLC) technology has recently attracted much interest
from researchers and scientists. This technology enables connectivity between vehicles and infrastructures
along the road by using vehicles’ headlights and taillights as wireless transmitters. The reliability of vehicle-
to-vehicle (V2V) VLC systems is affected by several factors, such as car mobility, optics system design, and
visibility conditions, where the first two have the most impact on the VLC system performance. This paper,
therefore, focuses on the relative positions of the cars and the design of the optics, especially on the receiving
end, which has been proposed with the use of a polar detector instead of the rectangular detectors commonly
used in the literature. We investigate the achievable gain compared to the conventional detector for different
vehicle locations, utilizing a professional optical system design and ray tracing approach. Then, to improve
the performance, we introduce the utilization of an imaging receiver by integrating the polar detector with
different optical commercial lens combinations, such as Fresnel and Aspherical lenses. To further improve
the V2V system performance, we propose a novel optical lens combination design by integrating double-
convex lens with half-Plano-concave lens, which allows the correction of more optical aberrations, such as
chromatic and spherical aberration. Utilizing the non-sequential ray tracing tools, we designed these VLC
systems and perform a realistic channel modeling study considering the typical 3D CAD models of vehicles
and roads as well as the possibility of horizontal and vertical movement between the vehicles. Based on the
channel impulse responses (CIRs) obtained from the ray tracing simulations, we analyzed the performance
of V2V VLC systems with all lens combinations at different vehicle positions on the road. We further
investigated the impact of different system parameters on the overall V2V system performance, such as
receiver diameter and bandwidth. The obtained results demonstrated that with a carefully chosen system
and lens parameters, the proposed system design of lens combination provides an enhancement of up to 7
dB in total received power compared to the case without a lens. Our results also revealed that the proposed
system design outperforms the benchmark ones for all lateral displacements and longitudinal distances.

INDEX TERMS Vehicular communications, visible light communication, optical lens combination, polar
detectors.

I. INTRODUCTION

VEHICULAR communication plays a critical role in im-
proving road safety, realizing autonomous driving, and

offering comfortable driving to road users. It enables wireless
connectivity between cars, roadside units, pedestrians and

passengers [1]. In addition to the radio frequency (RF)-based
technology, visible light communication (VLC) technology
was proposed as an alternative and complementary solution
using light-emitting-diodes (LEDs) as transmitters and pho-
todetectors (PDs) as receivers. VLC can be used in vehicular
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communication networks enabling Vehicle-to-Vehicle (V2V)
and/or Vehicle-to-Infrastructure (V2I) communications [2].

Vehicular VLC (VVLC) technology can benefit from high
throughput directional links between vehicles and infras-
tructure (e.g. uplink and downlink between vehicles and
roadsides). In fact, safety messages can be sent from road
infrastructures to approaching vehicles (using traffic lights
and streetlights as transmitters), as well as from vehicles to
vehicles (using headlights and/or taillights as transmitters)
[3]. Furthermore, Vehicles can share data about their status
(e.g. speed, position, acceleration, etc.), which increases ve-
hicle awareness. Besides safety, VVLC can be utilized to en-
hance the efficiency of the transportation system by offering
location-based services and optimal alternative routes.

However, the vehicular environment has specific proper-
ties that differ from other scenarios and has a direct influence
on the performance of the vehicular system. In particular,
adverse weather conditions can severely degrade the per-
formance of the VVLC system. Many research activities
have been conducted in this area [4]–[6]. Furthermore, the
light received in a vehicular system is exposed to different
parasite lights, including sunlight, ambient illumination, and
light signals from multiple LEDs, leading to some problems,
such as output saturation and interference. A couple of stud-
ies have reported solutions to these issues, as in [7]–[9].
Mobility is another challenge for the VVLC system due to
its line-of-sight (LoS) requirement. Most recent research in
the literature has been conducted in static conditions where
the transmitter and receiver are in a straight line [10]–[12].
However, in real applications, the angle of the incident light
and the distance between the transmitter and the receiver
are usually variables. An effort to address this issue using
multiple PDs is presented in [13], [14]. For instance, in the
work of Cui et al. [13], three PDs were used, and the one
with the highest received power was selected. Also, in [14]
four PDs were deployed to prevent interruptions in a V2V-
VLC system when changing lanes on a two-lane road. Nev-
ertheless, they cannot cover all directions, and the receiver
still has a limited view. To overcome these limitations, a non-
imaging angle diversity receiver [15], [16] was proposed as a
potential solution. It consists of different detection branches,
each with its own optical detector, orientated at specific
angles, allowing reception from various angles. However, the
work of [17] shows that the non-imaging optical systems
are relatively limited while the imaging receivers potentially
offer better performance. The latter consists of an array of
PDs and a lens to collect and focus the light rays from a wide
angle to a small receiving area.

This can ensure a large collection of lights and hence
improve performance. Generally, different kinds of lenses
can be used, i.e. hemispherical, convex, and fisheye lenses.
The imaging receiver is considered a viable option to mitigate
the impact of inter-symbol interference (ISI) and ensure the
mobility of the VLC system. It was applied for the first
time in indoor environments to improve the performance of
the Multiple-Input Multiple-Output (MIMO) VLC system

and reduce the channel correlation [18]–[24]. For example,
the authors in [18] utilized a convex lens-based imaging
receiver in a MIMO system with spatial multiplexing (SMP)
transmission scheme. The results demonstrated that a signif-
icant performance improvement could be achieved with an
imaging receiver compared to a non-imaging receiver. This
is because the system with a non-imaging receiver is strongly
affected by spatial correlation and spatial interference while
using an imaging receiver can effectively combat these in-
terferences and maximize the received power.The authors
in [20]–[22] presented a hemispherical lens-based imaging
receiver that has a wider field of view (FoV) and can separate
the signal from various LEDs. Also, an imaging receiver
scheme based on a fisheye lens was proposed in [23], [24].
It could achieve omni-directional reception with ultra-wide
FoV, compact size, and high image quality. However, the
applications of the imaging receiver in outdoor scenarios are
relatively new, and therefore, further efforts are required to
investigate its performance. For instance, the authors in [25],
applied a hemispherical lens to improve the performance of
a vehicular MIMO-VLC system. Also, in [26], the authors
experimentally investigated the effect of the combination of
convex lens on a V2V-VLC system. The results in that work
demonstrated that utilizing the lens can also improve the
performance in an outdoor environment. All previous studies,
however, have considered the usage of a single PD, one lens
type, and the case of perfect alignment, where the two cars
are travelling in the same lane without any lateral shift, which
does not reflect reality.

In this paper, we investigate the performance of the V2V-
VLC system using an imaging receiver with different kinds
of optical lenses, including Fresnel, aspherical, and combined
lenses. We further propose the use of a polar detector (which
has not been reported in the literature) instead of multiple
PDs to collect rays from many directions. We perform a
channel modeling study based on the non-sequential ray-
tracing approach in OpticStudio®, which was validated in [4].
We first quantify the total received power for the different
assumed scenarios considering the asymmetrical radiation
pattern of the headlights same as the possibility of both
the horizontal and the vertical displacement between the
vehicles. We further address the effect of receiver type, lateral
shift, receiver diameter, and bandwidth on the performance
of the considered systems. Then, the packet delivery ratio for
different lateral shifts is also investigated.

The remainder of this paper is organized as follows. In
section 2, we describe our system model, the different steps
of our channel modeling approach, and the design of the
optical system model. In section 3, we give the performance
metrics. Section 4 presents the simulation results and discus-
sion. Finally, we conclude in Section 5.

II. V2V-VLC SYSTEM AND CHANNEL MODEL
In this section, we explain the system model, the different
steps of our channel modeling approach, and the design of
the optical system model.
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FIGURE 1: V2V-VLC scenarios under consideration.

A. SYSTEM MODEL

As illustrated in Fig. 1, we consider a V2V-VLC system in
a two-lane road with a lane width of W . The source vehicle
S communicates with the destination vehicle D through its
headlamps (denoted by TX1 and TX2) which are separated
horizontally by a distance dc from each other. These car
headlights transmit information to the destination vehicle
(i.e., D) with an optical power Pt. It should be noted that,
unlike the interior LEDs, the vehicle’s headlamps have an
asymmetrical intensity pattern that is supposed to provide
full illumination from the front and sides while minimizing
glare to oncoming vehicles and other road users. As an
example, Fig. 2 shows different cross-sections to illustrate the
headlamp’s asymmetrical intensity pattern. The blue curve
shows the headlight intensity distribution when looking from
the side, while the green curve shows the same pattern when
looking down from above.

On the other hand, vehicle D is equipped with an imaging
receiver (PDs and lenses) to focus the light, mounted at its
back, at the same height as the headlamps. Generally, one
or multiple PDs, installed on the back of the destination
car are used as wireless receivers. As a more alternative to
conventional PDs, the polar detector with a radius of r and
a responsivity of R can be employed. The polar detector is a
spherical-shaped detector that displays radiant intensity data
on a polar graph (see Fig. 3). Its polar angle ranges from 1 to
180 degrees in each cross-section (which forms a complete
sphere) [27], ensuring a large collection of rays from different
directions. Thus, it will be more convenient for the mobility
of vehicles. We further define dx and dh, which represent the

vertical and the horizontal distance between S and D.

FIGURE 2: Intensity distributions of headlamp at both verti-
cal and horizontal planes.

B. CHANNEL MODEL
In this paper, we adopt the non-sequential ray-tracing channel
modeling approach of OpticStudio® simulator. This tech-
nique enables rays to spread in any order through the envi-
ronment, allowing them to split, scatter and reflect on the
surrounding objects. It was initially adopted to model the
indoor [28]–[30] and underwater [31], [32] VLC channel,
and then applied for outdoor VLC channel [3]. The main
steps of this simulator can be illustrated as follows:

Step 1: 3D Model Design
Firstly, the 3D simulation environment of the considered
V2V-VLC system is built in the OpticStudio ® simulator
platform, where the CAD models of the road and vehicles
are designed and imported into the environment. These CAD
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FIGURE 3: (a) 3D polar detector (b) Radiant intensity data

models are specified by their criteria, such as surface coating
and reflection and scattering proprieties utilizing the "Coat-
ing material" tool.

Step 2: Data specifications

In this step, the specifications of the optical transceiver,
including the source (the number of emission rays, the ra-
diation pattern, spectral intensity, the optical strength, and
orientations) and receiver (aperture diameter, field of view,
active region) characteristics are added as input parameters
using "Source Type" tool.

Step 3: Non-sequential ray-tracing Processing

Once the simulation scenario is established, the non-
sequential ray-tracing model is performed to generate an
output file containing path length and received power in-
formation for each ray generated by the light source and
absorbed by the detector. These statistics are then imported
into Matlab for further processing. Thus, the received power
at the detector can be given by [33]

Pr = Pt ×GL

∫ ∞

0

h(t)dt, (1)

where Pt is the transmitted power, GL is the gain of the
optical lens, and h(t) is the channel impulse responses (CIRs)
that can be given by

h(t) =

2∑
i=1

(
M∑
k=1

Pi,kδ (t− τi,k)

)
, (2)

where τi,k and Pi,k denote respectively the propagation delay
and the power of the kth ray, k = 1, ..,M , transmitted from
the ith transmitter and received by the PD. Also, δ is the
Dirac delta function.

Recently, the authors in [33] proposed a channel gain
model for a single detector, which is given by the following

equation

HC =

∫ ∞

0

h(t)dt =
1

2

2∑
i=1

(
DR (dx/Li)

1/ε

ζLi

)2

, (3)

where DR is the receiver diameter, ε and ζ are correction
coefficients, and Li denotes the transmission distance be-
tween the ith transmitter and the receiver. It can be given by
Li =

√
d2x + d2yi

, where dyi
= dh ± dc/2.

In (1), GL is the optical lens gain which is related to
the different types of lenses used in the system. In the next
section, we explain the different types of lenses considered
in our system.

C. OPTICAL SYSTEM DESIGN
For optical system design, we use the Zemax OpticStudio®

21.2 software to introduce three lense design. The utilized
optic design includes Fresnel, aspherical, and the proposed
design, a combination of double-convex with half plano
concave lenses, each with its own diameter Dr and focal
length fl. These optics are placed in front of the PD to
concentrate the incident light on the sensitive area of the PD.
In the following, we present the principle of each of these
considered lenses.

1) Fresnel Lens
Fresnel lens consists of a planar surface on one side and
a series of concentric grooves replicated in the plastic on
the other side (see Fig. 4(a)). These contours are designed
to provide a variable deviation angle on the lens surface,
bending parallel light rays to a common focal length fl
[34]. Fresnel lenses offer good optical performance at an
affordable price, with reduced weight and thickness. Their
use in receiver stages has been described in previous work,
reporting achievable distances of several meters at 1 kbps in
a laboratory prototype [5]. They have also been applied in
indoor VLC scenarios, as in [35]. The portion of the light
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reflected (Fresnel reflection) from the surface of an ordinary
dielectric material (such as glass) is given by [36]:

R =
1

2

[
sin2 (θ − θ′)

sin2 (θ + θ′)
+

tan2 (θ − θ′)

tan2 (θ + θ′)

]
, (4)

where θ and θ′ are the angles of incidence and refraction,
respectively.

2) Aspherical Condenser Lens
Unlike the traditional lens with a spherical surface, the as-
pherical lens has a more complex surface whose curvature
gradually changes from the lens’s centre to its edge. It can be
used to focus collimated light (condensation) into a single
image element with a short focal length. This lens has an
aspheric surface on one side and a plano surface on the other
side, as shown in Fig. 4(b). The shape of this lens allows
for reducing the spherical aberration considerably, even for
very low f-numbers. This lens is mainly used in condenser or
lighting applications. It is also used when high light gathering
power is required, for example, for focusing on detectors or
fibres.

For a lens with curvature radius of r and refractive index
of n, the focal length can be given by [37]:

fl =
r

n− 1
. (5)

For the non-negligible thickness of the lens, we introduce
the distance between the flat surface of the lens and the focal
plane of the image, called back focal length (Bf ) (see Fig.
4(b)). It can be given as follows:

Bf = fl

[
1− tc(n− 1)

n× r

]
, (6)

where tc is the center thickness.

3) Combined Lens
In contrast to a simple lens, a compound lens is a set of single
lenses with a common axis. In our system, we proposed a
combination of two lenses kept in contact with each other:
the double-convex and the half-plano-concave (see Fig. 4(c)).
Using these multiple lenses allows the correction of more op-
tical aberrations, such as chromatic and spherical aberration.
The common focal length f for the resulting optic can be
given by [38]:

1

fl
=

1

f1
+

1

f2
, (7)

where f1 and f2 are the focal lengths of the first and second
lenses, respectively.

III. PERFORMANCE METRICS
In this section, we analyze the performance of our proposed
V2V-VLC model by considering the Packet error rate (PER)
as performance metrics, which is given by [39]:

PER = 1− (1− Pe)
n
, (8)

where n denotes for the packet length and Pe is the end-to-
end BER. For M-ary Pulse-Amplitude Modulation (PAM),
Pe is given by [40, Chapter 3]

Pe =
(M − 1)

M log2(M)
erfc

(√
3

2(M − 1)(2M − 1)
γ

)
, (9)

where erfc(x) = 2√
π

∫∞
x

e−t2dt, M is the modulation order,
and γ is the signal-to-noise-ratio (SNR), which takes the form
of

γ =
R2(PtH)2

σ2
t

, (10)

where, R denotes the PD responsivity, σ2
t is the noise vari-

ance, and H = HC×GL is the total channel gain between the
car and the receiver. It contains the channel loss HC (i.e. due
to the geometry of transceivers and the propagation through
free space), which is given by (3) and the gain of the optical
lens system (GL), which depends on the utilized lens system
and the incident angle. Thus, by replacing (3) in (10), γ is
written as follows:

γ =

R2

(
1
2PtGL

∑2
i=1

(
DR(dx/

√
d2
x+d2

yi
)
1/ε

ζ
√

d2
x+d2

yi

)2
)2

σ2
t

. (11)

From (11), the final expression of PER is given by (12)

IV. SIMULATION RESULTS AND DISCUSSION
A. SCENARIOS UNDER CONSIDERATION
As shown in Fig. 1, we consider a V2V scenario in a two-
lane road, where the source vehicle S communicates with
the destination vehicle D, assuming different positions on the
road. Specifically, we consider three scenarios:

• Scenario 1: We assume that S and D are placed in the
centre of the same lane and moving in a straight line,
where dh= 0 m (see Fig. 1(a)).

• Scenario 2: We assume that S and D are moving in the
same lane, but there is a misalignment between them
which results in a horizontal shift of dh (see Fig. 1(b)).

• Scenario 3: We assume that S and D move in neigh-
bouring lanes, forming a horizontal offset of dh (see Fig.
1(c)).

Furthermore, we investigate the V2V-VLC system with
different receiver types. We assumed to use three configu-
rations with single PD, multiple PDs (three in this investiga-
tion), and a polar detector.

B. SIMULATION PARAMETERS
In this section, we present the numerical results of the V2V-
VLC system with the presence of an imaging receiver. We
consider a two-lane road with a lane width of W= 4 m [41].
The road type R2 consisting of 60% gravel larger than 10 mm
as defined in [42] is considered. We use a vehicle modeled
as a black CAD object with the dimensions of the Audi A8
model [43]. We assume clear weather, Pt = 1W and dh=
0 m, 1 m, 2 m, 3 m, and 4 m. At the receiver side, we
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FIGURE 4: (a) Fresnel Lens (b) Aspherical Condenser Lens (c) Combination of Double-convex with Half Plano-concave

PER = 1−

1−


(M − 1)

M log2(M)
erfc



√√√√√√√√√√
3

2(M − 1)(2M − 1)


R2

(
1
2PtGL

∑2
i=1

(
DR(dx/

√
d2
x+d2

yi
)
1/ε

ζ
√

d2
x+d2

yi

)2
)2

σ2
t









n

.

(12)

TABLE 1: Main Simulation Parameters For V2V System

System parameters Values
Road Parameters

Type R2 [42]
Material Asphalt
Lane width 4 m [41]

Transmitter Parameters
Light wavelength 400 nm-700 nm
Power, Pt 1 W

Optics Parameters
Diameter, Dr, for L1, L3
lenses, respectively.

50 mm, 50 mm

Dimension for L2 63.5×63.5 mm
Focal length, fl, for L1, L2, L3
lenses, respectively

35.7 mm, 50.8 mm,
68.6 mm

Receiver Parameters
Radius, r 10 mm, 15 mm, and

20 mm
Noise parameters

Bandwidth, B 5 MHz
Spectral density, N0 10−21 A2/Hz

assume the usage of three receiving types: a single detector
with a responsivity of R = 0.54 A/W, three PDs, and a polar
detector with a radius of r= 10 mm, 15 mm, and 20 mm. They
are placed at the back of vehicle D at a high of 700 mm.
Besides, we utilize three optics placed above the imaging
plane. Specifically, we employ three lenses system:

• L1: We use a commercial Aspheric Condenser Lens
[44] with a Dr= 50 mm, an index of refraction of n=
1.49, and fl= 35.7 mm.

• L2: We use a commercial Fresnel lens [45] with a
dimension of 63.5 × 63.5 mm, and a fl= 50.80 mm.

• L3: We use a combined lens with a Dr= 50 mm, and
fl= 68.6 mm.

C. RESULTS AND DISCUSSION
In the following, we first present the received power as
a function of distance when considering different receiver
diameters, lateral offsets and lens system designs for all
scenarios. Then, the PER versus the distance for different
lateral shifts and bandwidths is also investigated.

1) Received Power Versus Distances
In Fig. 5, we present the received power versus distance
for different lateral shifts, dh = 0, 1, 2, 3, and 4 m. we
assumed to use these three different configurations with
single PD, multiple PDs (three in this investigation), and a
polar detector. Having features of a wide coverage area which
enables a better collection of rays from all directions, the
optics performance of the polar detector can be better than
that for the single and multiple PDs cases. For example, at
dh=0 and dx= 15 m, the total received power is -44 dB for
the case of the polar detector. This reduces to -49 dB and
-54 dB for the three and single PD cases, respectively. It
is also observed from Fig. 5 that the lateral shift severely
affects the received power, particularly at shorter distances.
For example, consider the case of a polar detector and dx=
10 m, the total received power is -41 dB for dh=0. This
reduces to -41.6 dB, -43.5 dB, -46.5 dB, and -50 dB for dh=
1 m, dh= 2 m, dh=3 m, and dh= 4 m, respectively. When
the distance becomes significantly large, the effect of lateral
offset decreases. This is due to the fact that the angle of
arrival at the receiver decreases as the inter-vehicle distance
increases, allowing more power to be collected. For example,
consider dx = 50 m and polar detector case, the total received
powers are given as -53.6 dB, -53.8 dB, -53.9 dB, -54 dB,
and -53.9 dB for dh= 0 m, dh= 1 m, dh= 2 m, dh=3 m, and
dh= 4 m, respectively.

Figure 6(a) shows the received power as a function of
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FIGURE 5: Received power for (a) dh= 0 m (b) dh= 1 m (c) dh= 2 m (d) dh= 3 m (e) dh= 4 m for single, three, and polar
detectors.
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FIGURE 6: Received power for (a) different polar detector radius (without lens) (b) different lens system considering 10 mm
radius

distance, assuming different polar detector radius (i.e., r = 10
mm, r = 15 mm, and r = 20 mm). We consider that the two
cars are perfectly aligned (dh = 0 m) and no lenses are used.

It is observed that the total received power increases with
the increase of the radius of the polar detector. This is due
to the fact that increasing the radius increases the diameter
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FIGURE 7: Received power for (a) dh= 0 m (b) dh= 1 m (c) dh= 2 m (d) dh= 3 m (e) dh= 4 m for a polar detector with a radius
of 10 mm.

of the detector, which in turn increases the overall detector
collection area. Thus, for an increased detector area, the max-
imum light intensity captured by the receiver increases. This
is expected because the intensity captured by the receiver is
proportional to its collection area. For example, consider dx
= 10 m, the total received power is -47 dB. This claims to -43
dB and -41 dB for r = 15 mm and r = 20 mm, respectively.

In the following, we evaluate the effect of lens usage on
the performance of the V2V system under consideration.
Toward this, we compare a V2V-VLC system without a lens
and the ones with different types of lenses (i.e., Fresnel lens,
Aspherical Lens, and combined lens). To make a one-to-one
comparison, we assume the following assumptions for all
scenarios: r = 10 mm, dh = 0 m, and the usage of a polar
detector.

Fig. 6(b) presents the total received power versus distance
for all lens design cases. It is observed that the addition of
optics in the considered system can improve the performance
for both short and long distances. This is due to the ability
of the lenses to collect rays from different directions that the
detector cannot reach (which means increasing the number of
collected rays) and focusing them on the PD sensitivity area.
For example, consider dx = 15 m and the case of the L2 lens.
An improvement of 7 dB of the received power is obtained

compared to the case without a lens. Similarly, improvements
of 6 dB and 4 dB are recorded at a distance of dx = 10 m,
using the L1 and L3 lenses, respectively, compared to the
case without lens.

In the following, we investigate the effect of the lateral
shift on the received power for all lens systems under con-
sideration, assuming a radius of r= 10 mm.

In Figure 7(a), we present the received power versus
distances for different lens systems. We assume that the two
cars are perfectly aligned (i.e., dh= 0 m). It is observed that
the L2 lens gives good performances for all distances. This
is because the L2 lens focuses the rays from the emitter into
a single focus, better than the L3 and L1 lenses where the
incoming light rays converge at different focal points due to
spherical aberration along the optical axis (see Fig. 4). For
example, consider dx= 10 m and r = 10 m, the total received
power is recorded as -40 dB using L2 lens. It reduces to -41.3
dB and -43.3 dB for L1 and L3 lenses, respectively.

In Figure 7(b), we consider the case of misalignment
where dh= 1 m. It is clear that the L2 lens still gives the best
results for all distances, resulting in a good performance with
an improvement of 1 dB and 3 dB at a distance of dx= 20 m
compared to the case with L1 and L3 lenses, respectively.

Figure 7(c) indicates the total received power versus dis-
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tance assuming dh= 2 m. It is observed that for short dis-
tances from 5 m to 9 m, the L1 lens gives good results
compared to the other types of lenses (i.e., L2 and L3).
Beyond this distance, the L2 lens becomes the best. This
behavior is explained by the fact that at short distances and
misalignment cases, the incidence angle of transmitted rays
is large and the L1 lens has a wide-angle of view (from
1 to 180o) that is oriented in all directions in contrast to
the L2 lens that has a small angle of view. This allows the
L1 lens to capture more rays than the L2 lens and the L3
lenses. On the other hand, at long distance, the angle of
incidence is reduced, and therefore the L2 lens gives the best
performance. For instance, consider a short distance of dx=
8 m, the received power is 47 dB for the case of L1 lens.
This reduces to -49 dB and -50 dB for L2 and L3 lenses
cases. Also, consider dx= 30 m, the total received power is
-49 dB for L2 lens, which reduces to -50 dB and -52 dB for
L1 and L3 lenses. In Figure 7(d), we present the received
power versus distance, considering dh= 3 m. It is observed
that the better performances are obtained using the L3 lens at
a short distance of dx= 5 m. After that, the L1 lens become
the best for a range of distance from 6 m to 15 m. Beyond
this distance, the L2 is the best. For example, consider dx=
5 m, the total received power is -57 dB, -58, and -60 dB for
L3, L2, and L1 lenses. Also, consider dx= 10 m, the received
power become -50 dB, -54 dB, and -57 dB for L1, L3, and L2
lenses case, respectively. In addition, consider dx= 25 m, the
received power is given as -48 dB, -49 dB, and -52 for L2,
L1, and L3 lenses, respectively.

Figure 7(e) shows the received power versus distance,
assuming dh= 4 m. It is observed that for short distances
from 5 m to 10 m, the L3 lens gives the best performance.
While for the ranges dx of 11 m to 20 m, the L1 lens offers
the best performance. Beyond that, the L2 lens is the best.
In particular, received powers of -58 dB, -59 dB, and -60
dB are obtained at dx= 10 m using L3, L1, and L2 lenses,
respectively. Also, consider dx= 15 m and the cases of L1,
L3 and L2 lenses, the total received powers are -51.5 dB, -
55.7 dB, and -57.5 dB, respectively. Finally, for dx= 30 m, the
received powers are -50 dB, -51 dB, and -54 dB using L2, L1,
and L3 lenses, respectively. To further validate the obtained
simulation results in our work, we have compared these
performance metrics with existing literature research, which
include BER (Bit Error Rate) and SNR (Signal Noise Ratio)
at varying inter-vehicle distances. Without loss of generality,
at an example distances of 15 m, 20 m, and 25 m and not
using the lens (only a single PD), the BERs obtained from
[46] were 4.5×10−7, 5×10−7, and 8×10−5, respectively.
However, in our paper, when implementing a polar detector
at the receiving side, BERs of 0.05×10−8, 0.4×10−8, and
1.4×10−8 were obtained (See Fig. 8), at the same distances,
respectively. This improvement has denoted the advantage
of the polar detector over the single photodetector in [46]
(see Fig. 5). Similarly, we continue to compare performances
in a more complicated scenario, where [46] implemented a
conventional lens and our study implemented a combined

lens. The results are as follows, BERs in our research has
significantly improved, reduced from 10−7 (obtained from
[46]) and down to 0.6×10−11, 0.55×10−10, and 2.8 ×10−10

for distances of 15 m, 20 m, and 25 m, respectively. It can
be concluded from these results that our system can improve
BER performance by 10 times compared to the performance
of [46]. For SNR comparison, at distances of 20 m and 40
m, the authors in [9] respectively obtained SNRs of 47 dB
and 37 dB when using a combination of a doublet lens, a
Biconvex lens, and a Liquid Crystal (LC) panel. In our work,
under the same communication distances and Fresnel Lens
case, we obtain SNRs of 46 dB and 35.5 dB, respectively
(see Fig. 9).
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FIGURE 8: BER versus distance for all considered scenarios.

5 10 15 20 25 30 35 40 45 50

Distance (m)

15

20

25

30

35

40

45

50

55

60

65

S
N

R
 (

d
B

)

Fresnel Lens

Aspherical Lens

Combined Lens

Without Lens

FIGURE 9: SNR versus distance for all considered scenarios.

VOLUME 4, 2019 9



0 10 20 30 40 50

Distance (m)

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

P
E

R

10-7

Fresnel Lens

Aspherical Lens

Combined Lens

Without Lens

FIGURE 10: PER versus distance for all considered scenar-
ios.

2) Packet Error Ratio Versus Distance

In this section, we investigate the PER performance of all
considered scenarios. Fig. 10 presents the PER versus dis-
tance for all scenarios under consideration. We consider dh =
0 m and r = 10 mm. It is clear that error-free communication
is remarkably achieved up to 15 m for the case without a lens.
While in the lens case, a remarkable error-free communica-
tion is achieved up to 30 m with an improvement of 15 m
compared to the case without lens. Beyond that, degradation
of performance is also observed. For example, consider dx =
25 m, the PER is set to 1.5 × 10−7 for the case without a lens.
In contrast, it refers to zero for all considered lens systems.

In the following, we address the effect of lateral shift (i.e.,
dh = 0 m, dh = 2 m, and dh = 4 m) on the performance of the
V2V VLC systems under consideration.

In Fig. 11, we present the PER versus distance for different
lens systems, considering different lateral offsets. We assume
dh= 0 m, 2 m, and 4 m. It is observed from Figure 11(a)
(i.e., dh= 0 m) that error-free communication is remarkably
achieved up to 30 m with all lenses. Beyond that, a degrada-
tion in performance is observed up to 50 m, where the L2 lens
shows the best performance compared to other lens systems.
For example, consider dx= 20 m, the PER refers to zero for
all considered lens systems. Also, consider dx= 40 m, the
PER values are 0.2 × 10−7, 0.4 × 10−7, and 0.9 × 10−7 for
L2, L1, and L3 lenses, respectively.

In the case of misalignment (i.e., dh= 2 m) (Fig. 11(b)),
the three lenses still grant a nearly error-free link in the entire
10−29 m range. Beyond this range, the L2 lens suffers from
worse performances at short distances (dx < 10 m) due to
it lower view angle. Also, at long distances dx ≥ 30 m, the
performance severely degraded and the L2 lens is the best
compared to other lenses. For example, consider dx= 45 m,
the obtained PER values are 0.4 ×10−7, 0.9 × 10−7, and 3.7
×10−7 for L2, L1, and L3 lenses, respectively.

In Fig. 11(c), we present the PER versus distance, assum-
ing dh= 4 m. It is observed that error-free communication
is achieved in the distance range of 20−30 m. Outside this
range, the performance deteriorates significantly, where the
L1 lens gives the best results for short distances (15−20 m),
and the L2 lens is the best for long distances (31−50 m).

In Fig. 12, we present the PER versus distance for different
bandwidths. We assume B= 1 MHz, 5 MHz, and 10 MHz. It
is observed that the error rate increases with increasing values
of the bandwidth. This is because the higher the bandwidth,
the higher the noise variance. For example, consider the
combined lens case and dx= 45 m, the obtained values of
PER are 10−8, 0.4 × 10−6, and 1.8 × 10−6 for B = 1 MHz,
B = 5 MHz, and B = 10 MHz, respectively.

In the following, in order to generalize the lens selection
during the car mobility, we analyze the choice of the suitable
optical lens according to the angle of incidence of the incom-
ing beam from the two headlamps (i.e. θ1 and θ2).

Tables 2 and 3 show the best lens selection for a range
of incident angles (i.e., θ1 and θ2). Table 2 shows the best
lens selection to θ1. It is observed that for a small angle of
incidence, the Fresnel lens may be the better choice. While
for a medium and large angle of incidence, the aspherical
lens and the combination lens are the best, respectively. For
example, considering θ1= 1.69°, the Fresnel lens is the best.
Also, considering θ1= 15.44°and θ1= 44.42°, the aspherical
lens and the combination lens are, respectively, the best
choice.

In Table 3, we select the top lenses based on the incident
angle of the rays coming from TX2 (θ2). It is observed
that for small and medium angles of incidence, Fresnel and
aspherical lenses may be the best choice. While for large
angles of incidence, the combined lens may be the best. For
example, consider θ2= -1.69°, θ2= 7.06°, and θ2= 31.79°, the
most appropriate lenses are respectively Fresnel, aspherical
and combined lenses.

TABLE 2: Lens selection according to incident angle (θ1)

Incident angle, θ1 Fresnel Lens Aspherical Lens Combined Lens
1.03°-1.69° ✓
1.70°-13.13° ✓ ✓ ✓
13.14°-15.43° ✓ ✓
15.44°-20.65° ✓
20.66°-30.11° ✓ ✓
30.12°-44.42° ✓

TABLE 3: Lens selection according to incident angle (θ2)

Incident angle, θ2 Fresnel Lens Aspherical Lens Combined Lens
[-10.2°– -1.70°] ✓ ✓ ✓
[-1.69°– 0.18°] ✓
[0.19°– 2.50°] ✓ ✓ ✓
[2.51°–3.54°] ✓ ✓
[3.55°–5.71°] ✓ ✓ ✓
[5.72°–6.27°] ✓
[6.28°–6.79°] ✓ ✓
[6.8°–7.06°] ✓
[7.07°–8.39°] ✓ ✓
[8.40°–13.40°] ✓
[13.41°–31.79°] ✓
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FIGURE 11: PER versus distance for (a) dh= 0 m (b) dh= 2 m (c) dh= 4 m.
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FIGURE 12: PER versus distance for (a) B = 1 MHz (b) B = 5 MHz (c) B = 10 MHz.

V. CONCLUSION
In this paper, we have investigated the performance of the
V2V-VLC system using an imaging receiver with different
kinds of lenses, including Fresnel, Aspherical, and combined
lenses. We have conducted a realistic channel modeling
approach based on a non-sequential ray-tracing approach,
which considers the effect of headlight asymmetrical inten-
sity profiles. The effect of the lens types, receiver types, re-
ceiver diameters, and bandwidth was further investigated. A
comprehensive performance comparison is then conducted in
terms of PER for different kinds of lenses. Our results reveal
that with a carefully chosen system and lens parameters, an
enhancement of 7 dB in total received power can be achieved.
The results also reveal that the Fresnel lens is a good choice
for improving performance, especially at long distances.
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