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EXECUTIVE SUMMARY 

Maintaining safe highway conditions through measures that are both economically and 

environmentally sustainable remains a challenge in cold regions. Blowing snow and snow drifts 

covering the road create unsafe driving conditions that can result in loss of life and adverse 

economic consequences. Traditional mitigation strategies include plowing and/or salting 

roadways. While effective, these solutions are often prohibitively expensive and produce 

negative environmental impacts. When properly designed, the use of snow fences is an effective 

and economic solution to the problems of snowdrift on roads and blowing snow above roads. A 

structural snow fence, which is manufactured from wood, plastic, or metal, can be placed 

adjacent to the highway to disrupt snow transport and encourage deposition away from the road. 

Alternatively, living snow fences (LSFs), which are comprised of some combination of trees, 

shrubs, and grasses, have been identified as a cost-effective and environmentally sustainable 

solution to mitigate hazardous driving conditions. Additional benefits may be derived from LSFs 

such as providing carbon sequestration, enhancing wildlife habitat, improving erosion control 

and water quality, reducing flooding, as well as maintaining a more natural appearance to the 

landscape. 

In this study, computational fluid dynamics (CFD) was used to investigate the air flow 

around snow fences to gain insight into snow transport in the vicinity of fences. Numerical 

simulations were performed to validate the CFD approach using experimental data from a wind 

tunnel study. Subsequent simulations were used to test the use of a porosity model to represent 

fence geometry and determine the effect of fence spacing for fences comprised of multiple rows. 

Simulations were performed using the Flow-3D CFD software. 

Major findings of this study include: 
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 Computational fluid dynamics (CFD) simulations can reproduce aerodynamic properties, 

such as the velocity distribution, around porous fences. 

 For structural fences with regular geometry, the fence can be incorporated directly into 

the model as part of the geometry. For living snow fences with irregular geometry, the 

true fence geometry is difficult to represent directly in the model. Instead, a porosity 

model can be implemented to model the effect of the porous fence on the flow. 

 Living snow fences comprised of two rows of vegetation with a row spacing of less than 

about 5H, where H = fence height, produce the same effects as a snow fence with a single 

row of vegetation. Larger row spacing requires consideration of both rows of vegetation. 

Recommendations following from these findings are that: 

 Work is needed to provide recommendations for appropriate use of the Darcy-

Forchheimer equation with LSFs. In particular, guidance on the selection of appropriate 

drag coefficients for different species is needed. Ideally, this work would include data 

from wind tunnel experiments to validate numerical models. 

 Monitoring of LSF field sites is needed to provide quantitative data on performance and 

inform numerical models. The collected data should include, at a minimum, fence 

geometry and topography, wind speed and direction, as well as measurements of blown 

snow and snow deposition. 

 Further work is needed to incorporate the snow transport process into CFD models. 

Possible approaches include a Lagrangian particle transport model or an Eulerian 

multiphase fluid model. These models can be used to correlate snow transport with 

aerodynamic characteristics to clarify the snow transport mechanisms around porous 

fences. 
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CHAPTER 1. INTRODUCTION 

Maintaining safe highway conditions through measures that are both economically and 

environmentally sustainable remains a challenge in cold regions. Blowing snow and snow drifts 

covering the road create unsafe driving conditions that can result in loss of life and economic 

consequences including increased travel times and damage to pavement. Traditional mitigation 

strategies include plowing and/or salting roadways. While effective, these solutions are often 

prohibitively expensive and produce negative environmental impacts. When properly designed, 

snow fences are an effective and economic solution to the problems of snowdrift on roads and 

blowing snow above roads (Tabler and Meena, 2006). A snow fence, as shown in Figure 1a, is a 

structural fence manufactured from wood, plastic, or metal placed adjacent to the highway to 

disrupt snow transport and encourage deposition away from the road. Living snow fences (LSFs) 

have been identified as another cost-effective and environmentally sustainable solution to 

mitigate hazardous driving conditions (Wyatt et al., 2012). LSFs, such as the example shown in 

Figure 1b, are composed of some combination of trees, shrubs, and grasses. Additional benefits 

derived from LSFs include providing carbon sequestration, enhancing wildlife habitat, improving 

erosion control and water quality, reducing flooding, as well as maintaining a more natural 

appearance to the landscape. 
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Figure 1 (a) Example of a structural snow fence using lightweight plastic (Basnet et al., 2014). 

(b) Example of living snow fence in Illinois (photo courtesy of Mark Cornwell). 

 

1.1 Background 

Snow fences provide cost-effective, environmentally sustainable solutions to blown snow 

in the highway environment (Kumar, 2014; Tabler and Meena, 2006). Effective snow fences 

disrupt air flow causing snow to deposit away from the road (see Figure 2). Snow storage may 

further increase due to the reduced mobility caused by ice binding. The success of snow fences 

has been dramatic in many documented cases. For example, installation of snow fences along 

Interstate 80 in Wyoming reduced accidents by 70% during blown snow events while reducing 

costs to mitigate blown snow by more than 30% (Tabler and Furnish, 1982). Tabler (2004) also 

found that pavement protected by snow fences was up to 10°F warmer than unprotected 

pavement. While these statistics come from sites with structural snow fences, LSFs are 

anticipated to provide similar or improved benefits. 

(a) (b)
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Figure 2 Schematic design of a snow fence (Tabler, 1991). 

 

Designing effective LSFs requires knowledge of the interactions between wind, snow 

transport and deposition, topography, and snow fences. This problem can be studied in the field, 

laboratory, or numerically. Field and laboratory approaches may become impractical for design 

studies due to the high costs and effort required to reproduce the wide range of possible 

conditions. Such is the case with LSFs, where each fence may be comprised of different types of 

plant species and placed in a unique topography, prevailing wind conditions, and roadway 

geometry. An alternative to direct measurements in the field or laboratory is to use numerical 

simulations. Despite the numerous studies on structural snow fences (Tabler, 2003), research is 

lacking in the site-specific design of LSFs to reduce the impacts of snowdrifts. Existing design 

protocols are based on semi-empirical assumptions about snow transport and deposition around 

structural barriers, which fail to represent the diverse scenarios around LSFs or guide their 

proper siting and design (Nixon et al., 2006). 

Numerical simulation of snow transport around LSFs requires mathematical models 

describing the aerodynamics, mechanisms of snow erosion and deposition, as well as the 

influence of the LSF on the flow field. Scale—both spatial and temporal—is an important 

consideration for these models. In snowdrift applications, models may be continuous—
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simulating large areas over an entire snow season—or event-based—simulating a single snow 

event. Due to the large scales considered, continuous models rely on simplifying assumptions 

and are often parameterized from field measurements (e.g. Walter et al., 2004; Durand et al., 

2004; Chen et al., 2009; Grover et al., 2012); whereas, event-based models seek to better capture 

the underlying physics of the problem and limit parameterization (Uematsu et al., 1991; Xu et 

al., 2014). Continuous models may not be sufficient for the problem of snow transport around a 

LSF where small-scale topographic features likely have a significant influence. 

Computational fluid dynamics (CFD) has been used  to model flow and snow transport 

around structures including buildings and fences (e.g. Uematsu et al., 1991; Sundsbø, 1998; 

Beyers et al, 2004; Tominaga et al., 2011; Basnet et al., 2014).  CFD involves numerical solution 

of the governing equations of fluid flow, the Navier-Stokes equations, for a given domain 

geometry and boundary conditions. Amongst the challenges when developing CFD models of 

LSFs is accurate representation of the fence geometry and topography. The porosity of a fence is 

an important factor in performance requiring accurate representation for numerical simulations. 

Prior work has considered manufactured snow fences with regular geometry (Basnet et al., 

2014). In this case, fence geometry can be directly incorporated into the numerical mesh. 

Representing the exact geometry of a living snow fence is not feasible in numerical modeling 

due to the range of lengths, scales and highly irregular shape of the fence. The difference 

between fences can be seen by comparing Figure 1a to Figure 1b. 

 

1.2 Objectives 

 CFD has the potential to provide insight into the mechanisms of aerodynamics and snow 

transport around snow fences as well as assist in the design of snow fences. Questions remain 
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regarding the most appropriate techniques required to simulate the aerodynamics around porous 

fences. This issue is particularly important in the case of LSFs where the complex fence 

geometry is difficult to represent in a numerical mesh. The objectives of this study are to (1) 

demonstrate the application of CFD to flow around a porous fence, (2) investigate alternative 

models for porosity appropriate for LSFs, and (3) quantify the effect of row spacing on 

aerodynamics around a snow fence. 
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CHAPTER 2. METHODOLOGY 

 This report presents results for CFD simulations of flow around porous fences to gain 

insight into the snow transport process around snow fences. This chapter provides an overview 

of CFD modeling with emphasis on modeling airflow around porous fences. 

 

2.1 Governing Equations 

The flow dynamics of viscous fluids can be described by the equations of mass, 

momentum, and energy conservation. The energy equation can be neglected for phenomena that 

can be considered as isothermal. The set of conservation equations consisting of the continuity 

and momentum equations, which governs the instantaneous viscous fluid motion are often 

referred to as the Navier-Stokes equations. The Reynolds averaging technique is commonly used 

to convert the instantaneous components originally included in the Navier-Stokes equations into 

time-averaged quantities. These time-averaged equations are known as the Reynolds Averaged 

Navier-Stokes (RANS) equations. For incompressible steady flow, the RANS equations can be 

formulated into Equations (1) and (2): 

 
𝜕𝑈𝑖

𝜕𝑥𝑖
= 0 (1) 

 𝑈𝑗

𝜕𝑈𝑖

𝜕𝑥𝑗
= −

1

𝜌

𝜕𝑃

𝜕𝑥𝑖
+ 𝜈

𝜕2𝑈𝑖

𝜕𝑥𝑗
2

−
𝜕

𝜕𝑥𝑗
(𝑢𝑖

′𝑢𝑗
′) + 𝑆𝑖 (2) 

where, 𝑃 is the mean air pressure, 𝜐 is the fluid kinematic viscosity, and 𝑆𝑖 represents any source 

or sink terms added to account for any other external forces, such as gravitational forces. The 

term 𝑥𝑖 refers to the Cartesian coordinates and  𝑈𝑖 are the mean fluid velocity components. The 

term 𝑢𝑖
′𝑢𝑗

′ are the Reynolds stresses that results from applying the Reynolds averaging. The 

Reynolds stress is commonly substituted by a function of the mean velocity components by 
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adopting the concept of the eddy viscosity (𝜈𝑡). The eddy viscosity is a numerical parameter in 

what is commonly referred to as the Boussinesq approximation (Schmitt 2007), which is 

presented in Equation (3) 

 

 𝑢𝑖
′𝑢𝑗

′ = 𝜈𝑡 (
𝜕𝑈𝑖

𝜕𝑥𝑗
+

𝜕𝑈𝑗

𝜕𝑥𝑖
) −

2

3
𝐾𝛿𝑖𝑗 (3) 

Where 𝐾 is the total kinetic energy, 𝜈𝑡 is the turbulent eddy viscosity, and 𝛿𝑖𝑗 is the Kronecker 

delta operator, which equals 1.0 if 𝑖 = 𝑗 and 0 otherwise. 

 

2.2 Turbulence Models 

The turbulent eddy viscosity (𝜈𝑡) needs to be parameterized to close the system of 

equations. Many closure equations, known as turbulence models, exist with different degrees of 

complexity and accuracy in replicating features of turbulent flow. The simplest existing 

turbulence model assumes that 𝜈𝑡 has a constant value over the entire numerical domain. This 

turbulence model is often referred to as a zero-equation turbulence model; as it does not require 

solving any additional partial differential equations to estimate 𝜈𝑡. Other zero-equation 

turbulence models use algebraic expressions to compute 𝜈𝑡, such as the mixing length turbulence 

models. The mixing length concept assumes that 𝜈𝑡 at a certain location is proportional to its 

distance from a wall, typically the ground boundary condition. Other more sophisticated models 

use one or more transport equations to estimate 𝜈𝑡.  

The k-ε model is one example of a more complex turbulence model that has been used 

extensively. The k-ε model uses two transport equations, one representing the total kinetic energy 

k, and the other representing the energy dissipation rate ε. The computed k and ε fields are used 

to estimate 𝜈𝑡, 
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 𝜈𝑡 = 𝐶𝜇

𝑘2

ε
 (4) 

where, 𝐶𝜇 is a turbulence correlation constant that is estimated experimentally. 

Equations (5) and (6) present the standard k-ε model developed by Launder & Spalding (1974). 

 
𝜕𝑘

𝜕𝑡
+

𝜕𝑘𝑈𝑖

𝜕𝑥𝑗
= 𝜈𝑡 (

𝜕𝑈𝑖

𝜕𝑥𝑗
+

𝜕𝑈𝑗

𝜕𝑥𝑖
)

𝜕𝑈𝑖

𝜕𝑥𝑗
+

𝜕

𝜕𝑥𝑖
(𝜈 +

𝜈𝑡

𝜎𝑡
)

𝜕𝑘

𝜕𝑥𝑖
− ε (5) 

 

𝜕ε

𝜕𝑡
+

𝜕ε𝑈𝑖

𝜕𝑥𝑗
= 𝐶1

ε

𝑘
𝜈𝑡 (

𝜕𝑈𝑖

𝜕𝑥𝑗
+

𝜕𝑈𝑗

𝜕𝑥𝑖
)

𝜕𝑈𝑖

𝜕𝑥𝑗
− 𝐶2

ε2

𝑘

+
𝜕

𝜕𝑥𝑖
(𝜈 +

𝜈𝑡

𝜎ε
)

𝜕ε

𝜕𝑥𝑖
 

(6) 

where 𝐶1, 𝐶2, 𝜎𝑡, and 𝜎ε are the model constants with recommended values of 1.44, 1.92, 1.0, 

and 1.3, respectively. The standard model uses  𝐶𝜇 = 0.09 to compute 𝜈𝑡 from Equation (4). 

The main advantage of using the standard k-ε model, compared to the lower order zero and one-

equation turbulence models, is its ability to predict both the near-wall and the free-shear flow 

without any adjustments. Also, it performs better than the lower order models in resolving flows 

that contain recirculation zones. 

One limitation of the standard k-ε model is that only one turbulence length scale is used 

in its derivation and therefore the resulting turbulence diffusion only accounts for that length. 

Yakhot et al. (1992) applied the Renormalization Group (RNG) techniques to include many 

turbulence length scales in the turbulence model. This approach resulted in a new formulation of 

the energy dissipation equation and generated a new turbulence model, which is known as the 

RNG k-ε model. The RNG k-ε model still uses Equation (4) to compute 𝜈𝑡 with a slightly 

different value of  𝐶𝜇 equal to 0.085.  

Another variation of the k-ε turbulence model is the Realizable k-ε model proposed by 

Shih et al. (1995). This model is called Realizable because the treatment of the Reynolds stresses 
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is enhanced by satisfying many constraints that result from the turbulence theory. These 

constraints are not necessarily satisfied by either the standard k-ε model and the RNG k-ε model. 

The Realizable k-ε model introduces a new formulation of the energy dissipation equation and 

uses Equation (4) to compute the corresponding 𝜈𝑡. However, 𝐶𝜇 is no longer a constant and 

follows a formula that ensures the realizability of the model. 

 

2.3 Numerical Representation of Porosity 

Snow fences are obstacles intercepting the air flow and the blowing snow to create a 

sheltered zone in the leeward side of the snow fence where the air velocity is reduced. The 

sheltering effect is a result of the snow fence acting as an aerodynamic momentum sink where a 

proportion of the air momentum is consumed through the drag force applied to the fence and 

converted to turbulent diffusion (Bourdin & Wilson 2008; Guo & Maghirang 2012). Although 

solid or relatively dense (low porosity) snow fences lead to a higher reduction in the air speed in 

the leeward of the fence, they also generate a strong recirculation zone behind the fence and, 

therefore, lower overall efficiency in promoting snow deposition. As the fence porosity 

increases, the recirculation zones decreases in size and the sheltering efficiency of the fence 

decreases (Wang & Takle 1995; Wilson 1985). Wilson (1985) concluded that a fence with 

porosity ranging from 0.2 to 0.5 will provide the maximum shelter without creating any 

recirculation zones. 

Although porosity is considered a key factor that controls the aerodynamics around the 

fence, the term porosity may be defined differently depending on the context. One common 

definition is the optical porosity, defined as the ratio of the frontal projection void area (vertical 

projection areas where the light can pass through the porous medium) to the total fontal project 
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area. The optical porosity is often used in designing snow fences, as it is easy to estimate by 

visual inspection, or by using relatively simple procedures, like photographic optical recognition 

techniques. Volumetric porosity, on the other hand, is the voids volume not occupied by the solid 

material normalized by the total porous medium volume. Accurate measurement of the 

volumetric porosity is quite challenging, especially for complex geometries like those associated 

with LSFs. Optical porosity works as a good porosity representation in cases of uniform and 

relatively thin snow fences and, therefore, is suitable to describe structural porous fences. For 

complex geometries like LSFs, volumetric porosity may perform better than the optical porosity  

(Rosenfeld et al. 2010). However, Heavey (2013) demonstrated that optical porosity can be used 

to describe LSFs.  

Incorporating the porosity influence in numerical simulations is not straightforward, 

especially for complex geometries. Therefore, another porosity definition, called the 

aerodynamic porosity, was introduced that may be a more suitable porosity definition for 

numerical simulations. The aerodynamic porosity is defined as the ratio of the surface integral of 

axial velocity component at the downstream edge of the porous medium (𝑈𝑥−𝐷𝑆) divided by the 

surface integral of the velocities measured far upstream of the fence (𝑈𝑥−𝑈𝑆). The aerodynamic 

porosity definition is represented mathematically in the form presented in Equation (7) (Guan et 

al. 2003; Rosenfeld et al. 2010).  

 𝜑 =
∫ 𝑈𝑥−𝐷𝑆𝑑𝐴

𝑆𝑡

∫ 𝑈𝑥−𝑈𝑆𝑑𝐴′
𝑆𝑡

 (7) 

where 𝐴 and 𝐴′ stand for the fence surface area and the same area located far upstream of the 

fence, respectively. Note that the aerodynamic porosity is computed from the numerical results 

itself and therefore avoids any inaccuracies arising from the actual porosity representation in the 
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model grid or from the constitutive relationships used to account for the influence of the porous 

medium in the numerical model. 

The fence influence on the aerodynamics can be included in numerical models through 

explicit, semi-implicit, or implicit representations. In explicit representations, like that 

implemented in Basnet et al. (2014), Endalew et al. (2009) and Alhajraf (2004), the fence 

geometry is directly represented in the numerical grid. Using this approach requires fine grids 

and increased computational effort. Therefore, the application of the explicit representation is 

best suited for fences that have simple regular geometry. The implicit representation, on the other 

hand, accounts for the pressure drop resulting from the fence in the model by including a sink 

term in the momentum conservation equation acting on the fence region [term 𝑆𝑖 in Equation 

(2)]. This approach reduces the computational effort required and, therefore, was adopted in the 

majority of the previous numerical studies to represent both structural and living fences (e.g. 

Alhajraf 2004; Bitog et al. 2012; Ferreira 2011; Guo & Maghirang 2012; Wilson 1985). 

Rosenfield et al. (2010) used a semi-implicit fence representation in an attempt to increase the 

accuracy of the aerodynamics near the fence while keeping the grid size practical. The semi-

implicit representation was achieved by explicitly modeling the tree trunks in the model grid as 

impermeable objects and accounting for the influence of the canopy porosity implicitly in the 

model. The semi-implicit representation is recommended in 3D simulations where the air can 

flow around the impermeable trunks. However, this approach is not practical in 2D simulations 

(Zhou et al. 2002, 2004; Ferreira 2011). 

The sink term (𝑆𝑖) required for the implicit representation can be described using the 

Darcy-Forchheimer equation  
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 𝑆𝑖 =
∆𝑃

∆𝐿
= (

𝜐

𝐾
𝑈𝑖 +

𝑓

2  
𝑈𝑖|𝑈𝑖|) = (

𝜐

𝐾
𝑈𝑖 +

𝑘𝑟

2 𝑤
𝑈𝑖|𝑈𝑖|) (8) 

where, 𝑤 is the fence width, 𝐾 is the fence permeability, and 𝑘𝑟 is the pressure loss coefficient, 

also known as the aerodynamic resistance coefficient. The Darcy-Forchheimer equation 

estimates the pressure drop as a function of the velocity field at the fence. It consists of the Darcy 

term (
𝜐

𝐾
𝑈𝑖) and the Forchheimer term (

𝑘𝑟

2𝑤
𝑈𝑖|𝑈𝑖|), which account for the viscous and inertial 

effects, respectively. The viscous effects are important in cases of slow velocity and laminar to 

low-turbulent flow conditions, and become insignificant when the flow velocity increases, as the 

inertial effects start to dominate. Therefore, the Darcy term is generally neglected in snow fence 

simulations, which are typically characterized by highly turbulent flows. 

The main difficulty in using the implicit porosity representation is the parameterization of 

the Forchheimer f and the corresponding aerodynamic resistance coefficient kr. The most 

accurate way to estimate these parameters is by back calculating from Equation (8) by means of 

pressure and velocity measurements taken around the fence structure in a controlled wind tunnel 

experiment. However, the values obtained from wind tunnel experiments cannot be generalized 

to other fence geometries because the pressure drop resulting from a porous fence depends not 

only on the fence geometry and porosity but also on the flow field (Hong et al. 2015). 

Alternative parameterizations have been proposed to estimate 𝑘𝑟. One of the common 

parameterizations was proposed by Hoerner (1965) to estimate 𝑘𝑟 as a function of the fence 

optical porosity (𝜑) of a square bar lattices.  

 𝑘𝑟 = [
3

2𝜑
− 1]

2

 (9) 

Wilson (1985) used wind tunnel measurements to verify that the Hoerner parameterization gives 

adequate estimates for a 50% porosity structural fence. Since then, the Hoerner parameterization 



15 
   

has been used in many studies (e.g. Li et al. 2007; Wilson 1985, 1987). Santiago et al. (2007) and 

Lee & Lim (2001) used a modified parameterization, presented in Equation (10), to correlate the 

resistance coefficient and the optical porosity with a reported default value of the constant (𝐶1) 

equal to 1.04.   

 𝑘𝑟 = 𝐶1 [
1 − 𝜑2

𝜑2
] (10) 

A comparison between the 𝑘𝑟 values resulting from Equations (9) and (10) for different 

optical porosities is presented in Error! Reference source not found.3. Differences exist 

between the 𝑘𝑟 values computed using the two parameterizations and become more pronounced 

at low fence porosities. These differences occur because the resistance coefficient depends on 

many factors in addition to the porosity including the pore configuration and the obstacle shape. 

As a result, different fences with the same optical porosity can lead to different resistance 

coefficients due to the configuration of porous elements and the general fence shape (Wang & 

Takle 1995). 
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Figure 3 Comparison between the different 𝒌𝒓 parameterization for different optical porosities. 

 

In the case of living fences, it is common to estimate the pressure loss as a function of the 

vegetation geometric and foliage characteristics (Bruse & Fleer 1998; Endalew et al. 2009; 

Ferreira 2011; Guo & Maghirang 2012) by 

 𝑘𝑟 = 2 ∫ 𝐶𝑑 ×  𝑆𝐴𝐷 𝑑𝑥 ≅
0

−𝑤

 2 𝐶𝑑  𝑆𝐴𝐷(𝑍) 𝑤 (11) 

where Cd is the drag coefficient and SAD is the surface area density, defined as the sum of the 

vegetative foliage surface area per unit volume (m-1). The drag coefficient typically ranges from 

0.1 to 0.5 for most leafed vegetation (Endalew et al. 2009). The 𝑆𝐴𝐷 can be assumed constant or 

varying with height according to the vertical distribution of leaves. An SAD value of 4.0 is 

commonly assumed (Ferreira 2011). Tiwary et al. (2005) on the other hand estimated a vertical 

distribution of SAD for three different kinds of vegetation based on their geometric properties.   

Lin et al. (2007) proposed the following parameterization to account for the vertical variation in 

the resistance coefficient corresponding to changes in foliage thickness 
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 𝑓 =
𝑘𝑟

𝑤
= {

𝑎1 −
𝑎1 − 𝑎2

ℎ1
𝑧              𝑧 ≤ ℎ1      

𝑎2 −
𝑎2 − 𝑎3

𝐻 − ℎ1
𝑧      ℎ1 ≤  𝑧 ≤ 𝐻  

 (12) 

 

where, a1, a2, and a3 are constants representing the foliage thicknesses over the vegetation height. 

Experimental measurements are required to estimate these constants. 

Ergun (1952) modified the Darcy-Forchhimer equation to represent the pressure drop that 

occurs through fluidized beds as a function of the medium porosity producing 

 𝑆𝑖 =
∆𝑃

∆𝐿
= (

150𝜇

𝐷𝑝
2

(1 − 𝜑)2

𝜑3
𝑈𝑖 +

1.75𝜌

𝐷𝑝 

(1 − 𝜑)

𝜑3
𝑈𝑖|𝑈𝑖|) (13) 

where 𝜇 is the fluid dynamic viscosity and 𝐷𝑝 is the particle diameter of the porous bed. The first 

term in the right hand side is the Kozeny–Carman equation (Carman 1956), derived from the 

laminar Hagen–Poiseuille equation by treating the porous medium as a collection of tubular 

passages. Hence, the application of the Kozeny–Carman equation is restricted to laminar viscous 

flows. Equation (13) can be used to describe the pressure drop across an LSF by selecting the 

appropriate particle diameter, or length scale, to represent the LSF canopy structure. 
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CHAPTER 3. RESULTS 

Numerical simulations of flow around porous fences were performed using the 

computational fluid dynamics software Flow-3D. The experimental data from a wind tunnel 

study of a non-uniform porous fence was used to validate the modeling approach. Following 

validation, the numerical approach was used to test a model for fence porosity and investigate the 

effect of row spacing for fences comprised of two rows of vegetation.  

3.1 Model Validation 

Living snow fences often have a non-uniform distribution of porosity in the vertical 

direction. For example, fences comprised primarily of trees may have a region of high porosity 

near the ground surface (where the solid trunks are spaced intermittently) underneath the lower 

porosity produced by the dense network of branches and leaves. Experimental data for such 

cases is limited with an exception being the experiment of Huang et al (2012). In this 

experiment, vertical velocity profiles around a fence with a non-uniform distribution of porosity 

were measured in a wind tunnel. The fence height was H = 0.06 m and the top half of the fence 

was a solid wall (porosity of 0) and the bottom half had a porosity of 0.30. The wind tunnel has 

dimensions of 0.6 × 0.6 × 8.0 m and is wide enough that wall effect were negligible at the 

centerline. The uniform inflow velocity was Uo = 10.6 m/s resulting in a Reynolds number of 

about ReH = 4.1 × 104. Huang et al. (2012) report mean streamwise velocity profiles measured 

with a hot-wire anemometer. Profiles were measured at horizontal locations of x/H = -4, -2, 0, 1, 

3, 6, 9, 12, 15, 18, 21, 25, 30 (fence is located at x = 0 m). 

To validate the numerical approach, the experimental conditions of Huang et al. (2012) 

were reproduced and simulated in Flow-3D. The experimental flow conditions can be considered 

two-dimensional and steady. The numerical flow domain extended a distance of 50H upwind of 
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the fence and 100H downwind of the fence. The height of the flow domain was 10H. The bottom 

boundary was a no-slip wall and the top was a symmetry boundary. The outflow boundary was a 

pressure boundary and the inflow boundary was a fully developed velocity profile with a mean 

velocity of 10.6 m/s. Flow domain, geometry, and boundary conditions are illustrated in Figure 

4. The flow domain was discretized with a non-uniform Cartesian mesh with a total of 70,278 

cells. The near-wall cell size in the vertical direction was selected to produce a y+-value greater 

than 30 and less than about 41. A detailed image of the fence geometry and numerical mesh is 

shown in Figure 5. The simulation was considered converged when the total mass, average mean 

kinetic energy, average mean turbulent energy, and average mean turbulent dissipation changed 

by less than 1.0%. This small variation is parameters is indicative of steady-state conditions. 

 

 

Figure 4 (a) Flow domain and geometry and (b) boundary conditions for simulations based on 

the experiments of Huang et al. (2012). Drawings not to scale. 
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Figure 5 Fence geometry and numerical mesh for simulations based on the experiments of 

Huang et al. (2012). Flow is from left to right. 

 

 The flow field produced by the numerical simulation is shown in Figure 6. Additionally, 

the flow field resulting from a solid fence with the same geometry and flow conditions is 

provided. Comparing the two fences demonstrates key features of the porous fence. The flow 

behind the porous fence is characterized by a region of relatively higher velocity in the lower 

half of the fence. As a result of this feature, snow is transported through the fence and encounters 

a low velocity region that causes snow to settle. The absence of this feature in the solid fence 

means that snow is either deposited on the windward side of the fence or carried over the fence. 

Once past the fence, the transported snow is located in a region of relatively high velocity, 

reducing the potential for snow to deposit. Additionally, the velocity above the fence is larger for 

the solid fence than for the porous fence, indicating a higher capacity to transport snow over the 

solid fence. A region of low velocity and recirculation forms on the windward side of the solid 

fence as the wind encounters the impenetrable barrier. While velocity also decreases on the 

windward side of the porous fence, the velocity decrease is smaller due to the fact the air can 

pass through the fence.  

Fence
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Figure 6 Contours of velocity magnitude from numerical simulations of (a) a fence with non-

uniform porosity (top half, θ = 0; bottom half, θ = 0.3) and (b) a solid fence (porosity, θ = 0). 

Profiles of the velocity in the x-direction, or streamwise velocity, produced by the 

simulation are compared with the measured values in Figure 7. As with the experiments, the 

fence is located at x/H = 0. Generally, the numerical results are in good agreement with the 

experiments. Differences are seen in the region close to the fence, for example at locations x/H = 

0 and 3, below z/H = 1.0. Behind the fence is a region of complex flow that is difficult to 

reproduce numerically and measure experimentally. Despite the difference in magnitude 

predicted in this area, the qualitative flow pattern is similar. Away from the fence, the numerical 

solution reproduces the measured profiles well for z/H less than about 2.0. Above this location, 

the numerical model slightly overestimates the velocity. The region within two fence heights is 

most important for design and analysis of snow fences. For this reason, the numerical simulation 

is adequate to reproduce the experimental results and can be used for further investigations of 

snow fence behavior. 
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Figure 7 Streamwise velocity profiles from the experimental measurements of Huang et al. 

(2012) (circles) and numerical simulations (solid lines). 

 

3.2 Porosity Modeling 

 Representing the true porous fence geometry is difficult for LSFs. The irregular nature of 

vegetation requires very small cell sizes, increasing computational effort. An alternative 

approach is to model the bulk effects of porosity on the flow field using the Darcy-Forchheimer 

equation along with an equation representing the resistance characteristics of the porous fence. 

To test this approach, a numerical simulation was performed using the Darcy-Forchheimer 

equation and the Ergun equation for flow resistance. The Ergun equation was developed to 
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describe flow through a bed of packed spheres. The drag coefficients were determined replacing 

the sphere diameter with the height of the slats in the porous section of the fence and using the 

recommended values for the constants, α = 150 and β = 1.75. This approach produced drag 

coefficients on A = 3,061,224 and B = 250. In this simulation, only the representation of the 

porous portion of the fence changed. The flow domain, fence geometry, mesh, and boundary 

conditions were identical to the validation case described above. 

 The contours of velocity magnitude shown in Figure 8 demonstrate that the porosity 

model reproduces the qualitative flow features of the porous fence. While the horizontal extent 

of the low velocity region is similar for both approaches, the porosity model produces lower 

velocity magnitudes in this region. The porosity model also predicts higher velocity magnitudes 

above the fence. These qualitative observations are confirmed by the velocity profiles. As seen in 

Figure 9, the porosity model predicts lower velocity behind the fence, e.g. at x/H = 3, 6, 9, and 12 

below z/H =2.0. Additionally, the porosity model slightly over predicts velocity above z/H = 2.0 

at x/H = 6 and 9. As the distance from the fence increases, the two approaches produce 

essentially the same results. While the porosity model results could be improved by modifying 

the drag coefficients, the results here demonstrate that the recommended values for the Ergun 

equation produce reasonable results when compared to both simulations representing the actual 

porous geometry and measured experimental data. 
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Figure 8 Contours of velocity magnitude from numerical simulations of a fence with non-

uniform porosity represent the porosity with the actual geometry and a porosity model. 

 

Figure 9 Streamwise velocity profiles from the experimental measurements of Huang et al. 

(2012) (circles) and numerical simulations representing the actual fence geometry (solid lines) 

and using a porosity model (dashed lines). 
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3.3 Influence of Fence Spacing 

 Vegetation may be planted in rows to form an LSF. To test the effect of row spacing, a 

series of simulations were performed using two identical fences separated by distances of 0.5H, 

H, 2H, 3H, 5H and 10H. The geometry of each individual fence was identical to the fence used 

in the validation simulations based on Huang et al. (2012). The flow domain and boundary 

conditions were also the same as for the single fence simulations. The mesh was modified to 

ensure the same distribution of cells around both fences. An example of the two-fence geometry 

and near-fence meshing is provided in Figure 10. 

 Contours of velocity magnitude for a single fence and two fences are shown in Figure 11. 

The flow around two fences is qualitatively similar to flow around a single fence with the 

addition of a low velocity region in between the two fences. Streamwise velocity profiles for two 

fences at close spacing (0.5H, H, 2H, and 3H) are compared with those for a single fence in 

Figure 12. In this figure, the x/H-location for the velocity profiles is measured from the second 

fence in the windward direction. While some differences can be seen, particularly near the fence, 

the profiles show good agreement. Close to the second fence, the velocity is reduced due to the 

effect of the first fence, e.g., above z/H = 1.0 at x/H = 0, 1, and 3. By about x/H = 6, the effect of 

the first fence on the velocity is small and the two fences produce results similar to a single 

fence. These results confirm prior observations that closely spaced rows of vegetation act 

essentially as a single fence. When the spacing between fences increases, the first fence exerts a 

stronger influence on the flow field behind the second fence as demonstrated in Figure 13 for 

spacings of 5H and 10H. A greater reduction in velocity is seen above z/H = 1.0 near the fence 

and the influence of this low velocity extends further downwind. At x/H = 18, the effects on the 
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velocity profile are still seen and do not diminish until about x/H = 25~30. Based on these 

results, fences spaced greater than about 5H should be treated as two individual fences. 

 

 

Figure 10 Geometry and numerical mesh for two fences separated by a distance of H. Flow is 

from left to right. 

 

 

Figure 11 Contours of velocity magnitude around a single fence and two fences separated by a 

distance of 3H. The red line shows the location of the second fence. 
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Figure 12 Streamwise velocity profiles behind a single fence (solid black line) and two fences 

separated by a distance of 0.5H (solid grey line), H (dashed black line), 2H (dashed grey line), 

and 3H (dash-dot black line). For two fences, x/H specifies the distance behind the second fence. 
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Figure 13 Streamwise velocity profiles behind a single fence (solid black line) and two fences 

separated by a distance of 5H (solid grey line), and 10H (dashed black line). For two fences, x/H 

specifies the distance behind the second fence. 
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4. CONCLUSIONS AND RECOMMENDATIONS 

The results of this study demonstrate the benefits of simulating aerodynamics around 

snow fences with CFD. Preliminary numerical simulations reproduced qualitative features of 

flow around porous fences including a region of reduced velocity on the leeward side of the 

fence and flow acceleration over the fence. Vertical profiles of streamwise velocity agree well 

with measured values from the experiment of Huang et al. (2011), particularly in the region 

below a height of 2H.  These results demonstrate that CFD simulations can reproduce 

aerodynamic properties, such as the velocity distribution, around porous fences.  

Porosity is a key factor in determining the effectiveness of a snow fence. Two approaches 

to representing porosity were demonstrated. First, the true fence geometry was directly input into 

the model as part of the flow domain. The second approach was to model the porosity using the 

Darcy-Forchheimer equations and the Ergun Equation. In this approach, the fence geometry is 

represented as if it were a solid object, then the specified porosity and drag coefficients are 

applied to the fence numerically. The porosity model is advantageous for simulation flow around 

LSFs due to complex geometry that is difficult to represent directly. Simulation results for the 

two approaches agree well with some minor differences close to the fence. These results suggest 

that the porosity model is appropriate to represent the influence of the porous fence on the 

aerodynamics. Further work is needed to provide recommendations for appropriate use of the 

Darcy-Forchheimer equation with LSFs. In particular, guidance on the selection of appropriate 

drag coefficients for different species is needed. 

Simulations modeling two porous fences separated by distances up to 10H confirm that, 

for close row spacing (less than about 5H), the two fences act similarly to a single fence. This 

finding has implications for numerical simulations as well as siting of fences. Computational 
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effort can be reduced when simulating closely spaced fences by including a single composite 

fence in the flow domain. When designing LSFs, planting a single row of vegetation may be as 

effective as planting multiple rows so long as the porosity of the single row is similar to the 

composite porosity of multiple rows. This result is particularly important for sites with small 

right-of-way where a multi-row fence may not be feasible. 

 The utility of CFD for design and analysis of snow fences can be enhanced with future 

work. Topics for further investigation include field data from snow fences as well as 

incorporating snow transport into the simulations. Monitoring of field sites is needed to provide 

quantitative data on performance and inform numerical models. The collected data should 

include, at a minimum, fence geometry and topography, wind speed and direction, as well as 

measurements of blow snow and snow deposition. Finally, work is needed to incorporate the 

snow transport process into CFD models. Possible approaches include a Lagrangian particle 

transport model or an Eulerian multiphase fluid model. These models can be used to correlate 

snow transport with aerodynamic characteristics to clarify the snow transport and storage 

mechanisms around porous fences. 
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