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Abstract
This article examines the challenges and opportunities that arise when engaging with research across disciplines, con-
tributing to the growth of social robotics and artificially intelligent systems. Artificial intelligence has a significant role 
to play in human–machine communication; however, there are barriers to its adoption and considerations towards sys-
tematic implementation for the good of people and societies. This perspective piece considers the position of artificial 
intelligence in systems of human–machine communication. The study of artificial intelligent systems is one of discovery, 
trial, and error through a melting pot of methodologies, and this interdisciplinary nature is explored through the per-
spective of researchers at the centre of collaboration coming from artificial intelligence, robotics, and communication.

1 Introduction

The function of artificial intelligence (AI) in the interaction between humans and robots is rooted in communica-
tion, with humans, the environment, or even other machines. Combining theories of human–robot interaction (HRI) 
and traditional communication studies, this perspective piece applies a human–machine communication (HMC) 
framework that considers the complexities of knowledge generation and measuring success in an interdisciplinary 
field. Conclusions drawn by way of design and testing are dependent on the methods used to derive them; following 
standardized methodologies set out by contributing fields of study can be crucial to the success of a researcher in 
publishing, generating discourse, and achieving functional design [1]. This creates challenges for interdisciplinary 
teams: while classic research methodologies are proven through time and repetition, this does not necessarily make 
them the most effective for the future of their fields [2, 3]. With the evolution of interdisciplinarity in AI, specifically in 
applications for robotic systems, the boundaries surrounding methodologies and standardized practices are becom-
ing blurred, leaving space for new and more creative methods to grow [3, 4]. This article examines the challenges 
and opportunities that arise when engaging with research across disciplines contributing to the growth of artifi-
cially intelligent systems in social robotics. Moreover, we address systemic AI by looking into how research around 
AI-enhanced social robotics is impacted and how an interdisciplinary point of departure can provide a holistic and 
synergetic research and development approach. We are starting, thus, with social robotics as an AI-enhanced system, 
to then explain how the field of Human–Robot Interaction connects to Human–Machine Communication, and how 
the latter represents a core approach that can combine both AI and social robotics research. In a more applied step, 
we then introduce how interdisciplinary research—with contributors from HMC, HRI, AI and other fields—can work 
despite challenges and risks.
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1.1  AI‑enhanced social robotics

Social robotics is a subfield of HRI that examines the design and testing of robots whose primary function involves the 
interaction with humans on a social level, rather than simply acting as tools for human use [5]. In other words, a social 
robot is expected to not only complete the actions and roles of traditional robots but to further incorporate behaviour 
and communication that allows for human–machine communication prioritizing human perspectives [6, see also 7]. 
Incorporating multimodal interaction methods such as Sense-Act-Modulated-by-Interactions (SAMI) allow social and 
companion robots to prioritize human understanding in communication [8] Social robots, unlike their industrial coun-
terparts, rely heavily on (emotive) feedback from the human user to achieve standards of sociality and therefore provide 
seamless and improved interaction [9]. This, in turn, is also thought to improve human acceptance of such robots, which 
represents one of the main objectives in HRI [10, 11], and has implications for the use of standardized computer science 
metrics that fail to address the social aspects of HRI design and testing [4, 5]. Past research has increasingly focused on 
building social robots that are similar to humans in both their physical design and their emotive and behavioural aspects, 
particularly in mirroring of human communication methods such as speech and facial expression [9]. This means that 
the traditional focus in HRI—physical interaction—has been shifted to the social dimension, or at least integrated the 
social dimension as a benchmark-like feature. Arguably, this shift provides new opportunities for innovation due to its 
broader, less fixed demarcations. At the same time, it also challenges our HRI approach by integrating a complimentary 
approach, which is instilled by both technology and social interaction aspects. Hence, Tapus, Matarić and Scassellati [12] 
describe this field as:

The study of human-robot interaction (HRI) [...] is a new, interdisciplinary and increasingly popular research area that 
brings together a broad spectrum of research including robotics, medicine, social and cognitive sciences, and neurosci-
ence, among others [12].

Social robots are defined by their ability to interact with human users in a way that generates social interaction. In 
both instances, the physical and technical dimension, which was originally one of the core dimensions in HRI and repre-
sented in the discussions around the embodiment concept, is today less central. In fact, embodiment and environmental 
interaction now take a lower priority in the role of social robots, with emphasis shifting to other social features of com-
munication [13]. More generally speaking, humans and their behavioral patterns represent some form of baseline or 
in some cases ideal model for social robots. Since social robots are meant to support and interact with humans, ideally, 
they are also must incorporate a degree of comprehension for and adaptation to human behaviours and actions in such 
a way that allows for human intention to be analyzed and prepared for [14]. The ability for a technological system to 
understand parts of its environment and to then come up with predictions also connects to the idea of AI. Consequently, 
when human–robot interaction is supplemented by AI systems (such as IBM’s Watson, which is presently used widely in 
medical fields, such as oncology [15]) we begin to see what is referred to as AI-enhanced social robotics.

When discussing AI in social robotics, one needs to clarify that here, too, the term AI is polysemous, hence carrying 
different meanings and understandings. The historical binary distinction of weak vs. strong AI [16] can also be described 
by rule-based vs machine learning-based algorithms [17]. Whereas in social robots both approaches exist, advances in 
artificial neural networks (ANN) and machine learning approaches are also gaining increasing attention [6, 18, 19]. The 
higher the expectations regarding seamless and natural communication of human end users with their social robots, the 
more the demand for AI-based social robot design. Kaplan [20] speaks of a machine learning approach wherein machine 
learning is required in instances of noisy data for more accurate sensory perception and data extraction. The ‘learning’ 
aspect is important, also in ANNs, since the artificial neural network is continuously “adjusting the weighted connec-
tions” in the network, so that the “system can be adjusted or ‘tuned’ to exhibit different kinds of output behavior” [17].

Despite being a prevalent term in both AI and robotics research across multiple fields, there is no concrete definition 
of AI-enhanced social robotics. Thus, for the purposes of this research, AI-enhanced social robotics will refer to any robot 
whose primary purpose falls within the mandate of social robotics and whose physical body is supported by software 
that incorporates AI in its interaction and communication methods. The emphasis on AI enhancement of communication 
methods is intentional as AI may be used to support robots that are not meant for interaction with humans and while 
these enhancements are integral to other aspects of robotics, they do not necessarily contribute to the robot’s sociality.
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1.2  Human–machine communication

In a nutshell, the field of Human–Machine Communication (HMC) focuses on communication with and not through 
machines, which might at first go contrary to our general conception of communication: “For many people, communi-
cation is understood as a process taking place between themselves and someone else. To communicate means posting 
to social media followers, texting a loved one, talking with a friend, giving a presentation to colleagues, or reading the 
latest news written by a journalist [21]. HMC, on the other hand, elevates the perceived notion of technology serving as 
some kind of ‘medium’ or channel between two human communication partners, and is thus defined as “the creation of 
meaning among humans and machines” [21] in which "technology is conceptualized as more than a channel or medium: 
it enters into the role of a communicator” [21, see also 22].

When it comes to social robots, communication between these machines and their human users has always taken 
a central role. As such, numerous HRI studies focus on communication [7, see also 23–26], and in many HRI interaction 
taxonomies, communication plays some form of a prominent role [see, for example, 27]. Zeller [6, 28] summarized these 
communication-focusing HRI studies into a taxonomy consisting of:

 I. Text-based communication (e.g. user manuals or tablet/smart phone-based additional interaction modalities of 
robots)

 II. Sound-based communication (e.g. basic signal sounds, pet sounds in pet robots, etc.)
 III. Visual and non-verbal communication (e.g. colour-based signals, robotic gestures and movements, etc.)
 IV. Speech-based communication (e.g. speech recognition and speech synthesis)

Given the aforementioned shift of perspective in social robotics from a techno-centric to an integrative socio-centric 
dimension, HMC clearly can serve as a guiding framework and approach. In fact, the field of social robots can be seen 
to represent a metaphorical double helix, with the techno-centric and socio-centric dimensions of social robots each 
representing one helix. 1 This double helix of social robots is also represented in the fact that they function as the object 
of studies in HRI as well as actual instruments or tools in HRI studies. For example, in a study that focused on the develop-
ment of a social robot to support health care communication and aiming to initiate behavioral change, the social robot 
acted both as the tool to facilitate behaviour change in the users as well as the object of study for researchers seeking to 
improve the design of its personality [30]. In developing the communication patterns for the AI-enhanced social robot 
for health care, development of rapport was tested—evaluating both the robot as an object of study and as a tool for 
behaviour change and relationship building [30].

The double helix metaphor can be extended by using AI and the different algorithms executing AI-based behav-
iours as representing the connecting parts between the two helix strands. The concept of the backend and frontend 
in Human–Computer Interaction and HRI is well-known as, simply explained, the algorithms and generally software 
(backend) and the outward interaction and physical design (frontend) or ‘what the end-user can see’ [6]. In relation to 
this, the double helix would focus more on the AI aspect as the connecting concept and function between techno-centric 
or backend side and the socio-centric side 2 (see Fig. 1).

Shifting back to communication as a core aspect in HMC and HRI, we use an adaptation of Hall’s [31] encoding and 
decoding model to apply the double helix concept to the creation of systems for robotic and AI technologies. In this 
model, the three following steps are relevant [32]:

(1) To stress the importance of the users’ experiences, preconceptions, attitudes that can influence the human robot 
interaction or communication process;

1 While some readers might find the usage of a metaphor rather unconventional, we are on the one hand paying tribute to the literary 
and philological ‘backbone’ of robots, given that the term ‘robot’ was coined in the fictional work of Čapek [29]. On the other hand, we are 
including here the shape of the helix as “a symbol of resilience”, which includes the notion of resilience or persistence/perseverance found 
in technology with the fact that the helix shape is found throughout nature and in living organisms and thus merges the human and the 
technological dimension.
2 It should be noted, though, that binary distinctions are always based on some form of reduction and generalization. Thus, any frontend 
design could, depending on the design approach, also have a strong techno-centric character when, for example, certain user-centric per-
spectives are missing. Therefore, the double helix metaphor is again a useful concept, given its intrinsic inter-changing nature.
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(2) To show the different socio-cultural dimensions that influence the communication process, starting with the design 
of the robot;

(3) To apply Hall’s notion of a circular process to interaction design, where the design of user interfaces, for example, 
consists of iterative design and development stages enriched by user feedback. (p. 15)

The model emphasises the role of the user in human–machine communication, acknowledging that the end user 
“brings their own experiences, knowledge, biases etc. to any human–robot interaction” [32]. With this, the model also inte-
grates the socio-centric dimension in the design and development of techno-centric systems. The integrative approach 
must be seen as part of the end-user/robot interaction but also inherent in all the design stages of social robots: research-
ers involved in the development and design of social robots also bring their own ‘epistemic cultures’ (see below, sub-
Sect. 2), which are rooted in certain conceptions and perceptions of the world—including, for example, the looks of 
social robots, haptics, functions, and likewise also of design of AI (referring back to the second point in the model above). 
The third point in the model introduces a pragmatic and applied solution for the integrative approach by suggesting a 
circular, iterative design model that—through different iterations of design-testing-feedback—offers the opportunity 
to consider both user and designer/developer expectations and experiences [32].

Consequently, this approach also corresponds with an HMC perspective, which ultimately puts human users at the 
centre of any research project while also allowing researchers to bridge the gap between traditional field-specific views 
and methods used in human–robot interaction (HRI), psychology, AI, and communication. For example, when consid-
ering HRI development, there are three predominant views that apply: robot-centred, robot cognition-centred, and 
human-centred [33]. By considering AI-enhanced social robotics from an HMC perspective, human users are placed at 
the centre with their interactions with both the physical robot frontend and an AI backend taken into consideration in 
the design process. Taking an HMC approach allows for interdisciplinary work, incorporating nominal quantitative data 
from surveys, for example, and psychological metrics with qualitative responses from interviews and user studies [34].

Arguably, it is the second factor of Zeller’s [32] model that introduces the most prominent difficulty of doing research 
in HMC; showing “the different socio-cultural dimensions that influence the communication process, starting with the 
design of the robot” [32]. Experiences, preconceptions, and attitudes not only apply to users and their previous interac-
tions with technology, but to the experts, researchers and designers who are behind the studies themselves. This adds 
a degree of complexity to the research as each researcher brings a different perspective, history, and goal to the project 
of robot development.

2  Addressing the challenges of collaboration

Varying research practices and metrics for success across the interdisciplinary field of AI research create challenges for 
collaboration. Field specific ‘epistemic cultures’ are defined as knowledge communities that run on expert processes and 
systems that create knowledge [35]. For each field of research, there is a set of actions, best practice methodologies, 

Fig. 1  Social robot double 
helix (author’s own drawing)
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theoretical backgrounds, qualifications for evidence, ways to write, requirements for publication, and prerequisites for 
funding that make up the field’s epistemic culture [35]. Each discipline has their own unique way to accumulate, validate 
and verify knowledge [see also 36]. By understanding how each field navigates their epistemic culture in relation to their 
surrounding fields, researchers can then understand the contribution of field-specific biases and their implications for 
the direction of research [35]. The notion of biases can be seen as strongly connected to the idea of epistemic virtues 
[37], which are internalised epistemic norms and values that guide researchers’ approaches or interpretations [38]. Here 
lies the challenge of collaboration: field-specific metrics of success and internalised, non-validated norms and values 
towards the research material directly impact how research is planned, executed, and disseminated. The cultures of sci-
ence, humanities, and engineering are each structurally integral to the frameworks of research and have implications 
for the ways in which research is conducted including publication venue (conference vs. journal publications), publica-
tion style (single vs. group author publications), levels of disclosure (open vs. confidentiality), and the funding model 
(internal grants vs. outside sponsors) [1, 39]. Metrics of success in each field represent different standards, despite all 
engaging with human interaction whether it be with a machine, other humans, or oneself. These factors play a role in 
choosing the methods that will be used and in selecting the appropriate theoretical drive; a well thought out research 
methodology with strong supporting methods and analysis plays a crucial role in how research is performed and the 
evaluation of its success.

2.1  Divisions of cognitive labor

Individual researchers’ personalities, motivations, and their choices have considerable impacts on the direction of research 
and the epistemic culture of each field, which is referred to by Solomon [40] as the division of cognitive labor. The wider 
effect of this division can be seen when cognitive bias causes the distribution of cognitive effort to be skewed; for 
example, if a researcher is motivated by achieving publications in an attempt to further their career, they may choose 
to research areas that are more likely to help achieve those goals, rather than concentrating efforts on topics that are 
equally a worthy undertaking, albeit not a part of the dominant discourse or narrative [40]. Cognitive labor can be further 
divided when it comes to narrative shifts that bring an epistemic culture from dissent to consensus [41]. Debates in any 
field are integral to their progress and development; universal support is not necessarily normatively required, however, 
through this shift from dissent to consensus dominant narratives gain traction and meanings are solidified in scientific 
discourses [40]. This dissent is further compounded as it has been found that when members of minority groups voice 
disagreement with the majority, they often face discrimination for the remainder of the research collaboration [42].

Preconceptions, internal norms, and values define knowledge and research relies on checks and balances based on 
the reasoning of people in positions of power. In the epistemic cultures of the scientific community, various tactics are 
used to ensure that specific voices are prioritized, and the research is considered believable including fortification, posi-
tioning, stacking, staging, and framing, and captivating (controlling reader’s position as an audience) [43]. This gives the 
collaborators who may not be based in a strictly scientific community three options for questioning or debating validity: 
give up, go along with the narrative, or work through each of the sources and references to find their origin [43]. The 
problem with the final option is the sheer volume of work needed to locate and engage with the origin sources. Due 
to the methods of stacking and fortification, scientific fact can be based on a single narrative that has been repeated 
and recycled for so long that it has completely erased the possibility for narratives other than the dominant to have an 
opportunity to be heard. It is here then, with the cyclical regurgitation of hegemonic values, that the division of cogni-
tive labor appears most clearly. As was previously mentioned, consensus in a field is not always required nor found, as 
it is through dissent that progress is made. However, cognitive biases in research cause the distribution of effort to be 
skewed and require those in dissent against the dominant narrative to take on more of the cognitive labor [40].

2.2  Mixed method design

An approach that researchers can choose in interdisciplinary collaborative research is to employ mixed methods in the 
design of studies [44, 45]. Moreover, interdisciplinary fields can offer space for creative research methodologies that 
situate researchers between arts and science without devaluing the relationship to either [3, 44]. Creative research 
methodologies are broken down broadly into four key areas: arts-based research, research driven by technology, mixed 
methods research, and transformative research frameworks [3]. For the purposes of discussing how interdisciplinary 
collaboration informs AI and social robotics, the focus here is primarily on the creative methodology of mixed methods. 
Understanding methods, methodology, and theoretical drive allows for a critical and thorough examination of methods 
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residing outside of the standardized practices of HRI. Here, methodology is defined as a conceptual framework while 
methods are considered as the tools used to gather and analyze data and present findings [3].

The design of mixed method research consists of core and supplemental components and a theoretical drive [46]. 
The design considers pacing, points of interface, and the inductive or deductive nature of the methods selected. The 
core component of mixed method projects is the primary method used; it is quantitative or qualitative in nature and 
must demonstrate enough rigor to be complete as a standalone study. The classification of qualitative versus quantita-
tive research can be further broken down into data, tools/methods, design, epistemology, ontology, purpose, and the 
practical role of the research with each level of a mixed methodological project requiring quantitative and qualitative 
elements to some degree [47]. In the context of mixed method design the results and implications of the core component 
are bolstered by a supplemental component [46]. Subsequently, the supplemental component is selected strategically 
to either support or round out the core research method, allowing for a more holistic data set [46, 47].

Evaluations of AI-enhanced social robotic technology require researchers to study not only the frequency of inter-
actions between robots and human users but also the quality of the interaction taking place [48]. Incorporating both 
analytical (robot evaluations that require little to no user involvement such as a heuristic evaluation or cognitive walk-
through) and empirical (user interaction-based research such as task efficiency and collaboration between user and 
robot) analysis can serve as an initial method for researchers to determine which tools will be best used for developing 
future evaluations [48]. While engineering-based practices often use more quantitative number-based methodologies, 
incorporating qualitative approaches such as ethnography can help to generate a more holistic understanding of the 
research at hand [49]. Mixed methods research demonstrates precisely how qualitative methods used in the social sci-
ences and humanities can be leveraged to complement already relied upon quantitative methods of engineering and 
computer science without diminishing their importance in the AI research process [50].

Conducting AI and social robotics research using a mixed method design can provide this sought after robust and 
varying methodology, however, there are limitations [45, 50, 51]. Applying for funding is already complicated by inter-
disciplinarity and adding in a mixed methods framework requires researchers to further explain and detail the reasoning 
to agencies that may be familiar with either qualitative or quantitative methods [39, 45]. Sample size requirements for 
achieving validity in quantitative and qualitative research vary greatly, with quantitative research often requiring expo-
nentially more data to achieve statistically significant results [1]. Problems arise, particularly in validity, when limited 
methods for researching interaction are used, including, but not limited to lack of significant sample sizes for participant 
pools that are representative of the humans the robots are being designed to interact with, and a lack of convergent 
validity [4]. Common methods of assessment in social robotics include self-assessments tools, behavioral observations, 
psychophysiological measures, interviews, and task performance, however, these methods of assessment are not stand-
ardized across all fields [4, 51]. Self-assessment tools, such as surveys and questionnaires allow the participants to detail 
their experience. They can be problematic since they open the possibility for participants to respond how they believe 
the researchers want them to, or how they believe a good participant should respond, thus clouding the data [4, 52]. 
Quantifying behavioral observations involves researchers observing as the human participant interacts with the robot, 
taking note of the various modes of interaction and gaining information about the interactions themselves [4, 53]. Reli-
able observations require that researchers consider the function, causation, development, and evolutionary history of 
the behaviours they are observing—however achieving this is arguably almost impossible. Instead, using a framework 
that further incorporates classifying data can allow for fewer potential errors in validity [53]: interviews are flexible in 
that the degree of structure can be modified to fit the study at hand, they allow for greater and more detailed responses 
from participants and can lead to rich datasets and qualitative analysis particularly when they are supplemented with 
behavioural observations as noted above [4, 53]. This does not mean they are flawless, however, as participants can use 
response acquiescence or deviation, as well as social desirability to unintentionally skew results [4]. Finally, empirical 
analysis-based task performance metrics can be used to see how well the human and robot are able to work together to 
perform a task or complete an interaction as smoothly as possible [4, 48]. This can be measured in ways such as noting 
time spent completing the task or the number of human or robot errors, producing a quantifiable result that can then 
be supported by qualitative interviews or focus groups [4]. Other factors affecting the results and validity of HRI research 
can include study location and environment, type and number of robots, other equipment involved (and its complexity 
of use), contingencies for potential equipment failures, the detail of the study protocol, the methods for recruitment of 
representative subjects, and the ethical considerations of the study [4].

The mixed methods methodological approach also allows for a consistent HMC implementation. By addressing the 
interaction between AI-enhanced social robots and humans as communication between these two actors, we need to 
see both actors as core components rather than one as core components and the other as supplemental. Instead, the 
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supplemental components are here represented as the aforementioned factors such as study location and environment, 
user experience and expectations, etc. While having two core components sounds challenging, the mixed methods 
framework allows one to assess and measure each with their own instrument—either qualitative or quantitative. Bring-
ing this back to the idea of the double helix, the mixed methods idea, based on interdisciplinary collaborations, can then 
also integrate the different epistemic cultures, which are expressed by the different methods used. At the same time, 
given the double helix, we find that both sides—science/engineering-based research and humanities/social sciences 
research—are integrated as equal contributors for the two core components. The supplemental factors, then, can be 
used to enhance and enrich the results from the core components.

3  Collaboration in practice: health care applications

Artificially Intelligent technology has transformed the decision-making process for health care clinicians and offers new 
possibilities for health care communication with patients. A timely and challenging objective for clinicians is the use 
of information technology for patient education while ensuring high quality care and safety. Following the above dis-
cussion ethical and practical challenges associated with interdisciplinary collaborative research on AI-enhanced social 
robotic systems we introduce a health care application for which a human–machine communication framework may 
be applied. The following examines and applies Zeller’s [32] human–machine communication framework and double 
helix model to the early findings of a study in which researchers are concentrated on developing an AI-enhanced social 
robot to leverage health and risk communication techniques for skin cancer prevention [30]. These preliminary results 
are part of a larger study with aims to position an AI-enhanced social robot in dermatology clinics to discuss skin cancer 
prevention methods with patients as a method of encouraging behaviour change techniques [30]. By considering this 
AI-enhanced social robot through a HMC lens researchers can better examine the possibilities for collaboration and 
knowledge building across disciplinary boundaries.

3.1  Robot‑facilitated behaviour change

Beginning with the socio-centric strand of the double helix we consider the notion of behaviour change interventions 
and their external challenges. The motivation to change may be the most important target for health change interven-
tions; many individuals have very low motivation to adopt positive health change behaviours and are therefore very 
resistant to making these changes for a variety of reasons, including low confidence, perceived barriers, and low outcome 
expectancies [54]. Interventions that address these factors and increase motivation to adopt healthy behaviours may lead 
to long-lasting change. Equally importantly, the motivation to change must be followed by putting into place a plan of 
action, and long-term formation of healthy habits that develop individual health awareness. The second, techno-centric 
strand of the double helix model comes into play with the technologies developed for individual health awareness, 
such as the introduction of wearable devices and health monitoring mobile applications [55]. This technology is part of 
a movement referred to as the “quantified self” [56]. The notion is that the increase of health care information recording, 
and reporting can educate and motivate individuals to develop and adopt better habits for improved health. The tech-
nologies currently used as a part of the quantified self are most often characterized by their immediate availability and 
ease of access, for example, fitness watches and their associated mobile applications are designed to be always within 
reach for the user. An AI-enhanced social robot 3 placed in a dermatology clinic or other health care setting differs from 
these technologies in its access being limited to the interactions at physical locations. As such researchers proposed a 
mobile application to pair with the robot so that the experience could continue beyond the physical space [30].

Designing an AI-enhanced social robot with the intention of assisting with behaviour change requires that a relation-
ship of rapport be built between the user and the robot. Nomura and Kanda [57] stress the importance of rapport building 
between social robots and humans with their development of the Rapport-Expectation with a Robot Scale (RERS). In their 
experiment Nomura and Kanda [57] found that robots demonstrating relational behaviour (asking the user what tasks 
needed to be completed and treating the user as a colleague throughout the tasks) improved the rapport-expectations 
of the user. The scale developed by Nomura and Kanda [57] which includes questions such as “This robot may understand 

3 Softbank’s Pepper robot was used for the purposes of this study. Pepper stands approximately 1.2 m (4ft) high with humanoid upper body 
features, wheels for movement, and a tablet on its chest. Note that the tablet was not used during the user studies.
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me” and “This robot could devote itself to me” (answered on a seven- choice scale) may be considered for future user 
testing of my anxiety-managing robot (p 24). Following the concept of imitation as a rapport building exercise, Riek, 
Paul, and Robinson [58] used variations in robot facial expressions to determine if the degree of mimicking influenced 
perceived interactional satisfaction. Riek et al. [58] based their findings on a combination of gestural analysis and self-
report questionnaires. Participants’ responses often echoed the same concept – the robot was not believable [58]. From 
the robot’s mechanical movements to its difficult-to-understand responses the results of this study emphasized the 
importance of more fluid movements and responses for future robots.

3.2  User studies

The early stages of research to be examined include two sets of user studies completed through an iterative process: 
the first tested various personalities of the robot to determine which was preferred by the users while the second imple-
mented an adjusted personality script and a complementary prototype mobile application [30]. The first round of user 
studies is broken down into two phases: ‘personality’ and ‘brain’. In phase 1, the ‘personality’ script users answer a series 
of open-ended questions about their life (such as their work and hobbies) before Pepper guides the conversation to 
the topic of sunscreen use. In developing the communication patterns for the AI-enhanced social robot for health care, 
development of rapport is tested through a variation of personalities and gestures. Pepper then asks questions about 
the user’s general experiences with sunburn and their use of sunscreen. Phase 2, the ‘brain’ script, begins with Pepper 
addressing the user by their given name which is retrieved from the first phase. In this stage Pepper quizzes the user on 
their sunscreen knowledge through a combination of multiple choice and open-ended questions, providing answers 
and facts after each user response [30].

Inductive analysis of the six participant’s interactions and debrief responses revealed five themes: positive interactions, 
negative interactions, tailoring responses (researcher noted or self-declared from users), ‘personality’ vs ‘brain’ interaction 
comparison, and gestures [30]. Negative interactions were classified as any interaction that resulted in a conversational 
inconsistency or interruption of the flow of the interaction, as well as any user reported issues with specific interactions. 
Conversational inconsistencies were further broken down into misinterpretations, Pepper errors, interruptions, and user 
error. One notable result of the study was the users’ tailoring of responses to fit the interaction with Pepper [30]. While 
four of six participants enjoyed the ice breaking questions that Pepper used during the ‘personality’ stage of the study, 
two participants noted that they preferred the ‘brain’ or quiz section as it felt more appropriate for the interaction with a 
robot [30]. Most users noted again their enjoyment of the personalization and continuity between studies when Pepper 
called them by name. All participants felt comfortable being taught and quizzed on information by Pepper and none 
questioned or argued the information that Pepper provided them.

The second set of user studies features a revised script and gesture modification that took the pieces that were most 
well received from both the ‘personality’ and ‘brain’ scripts and introduces an early prototype of the mobile application 
that would be paired with the Pepper robot experience. The mobile application prototype consists of the following 
features: log for daily sun exposure, log for sunscreen use, quiz for learning about sunscreen and protection, informa-
tion pages, schedule for sunscreen with alarm [30]. The study found that the robot had trouble with accents, an issue 
that contributed to misinterpretation and tailoring of responses however, the robot was still perceived as being happy, 
compassionate, and non-threatening [30]. The prototype mobile application, while having useful features according to 
participants, did not meet user expectations after their interaction with a much more visually advanced social robot.

3.3  Challenges, opportunities, and barriers to adoption

The above early-stage user studies demonstrate the distinct challenges to the adoption of AI-enhanced social robotics. 
Trouble with communication, as highlighted in the robot’s difficultly with maintain flow without interrupting as well as 
understanding various accents and struggles with misinterpretation lead to tailoring of responses on the part of users. 
This disconnect in communication is something that can be addressed by experts in AI and applied using AI-based 
algorithms that address expectations of users and their preconceived notions of robots in the interactions themselves. 
Researchers going forward could implement a circular process of interaction design in which these algorithms are added 
and tested through both quantitative and qualitative measures such as the previous iterative user studies as well as focus 
groups, field testing, and simulation testing as is presently used in engineering, health, and communication studies.
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4  Applying collaborative solutions

The design of AI-enhanced robots is evolving quickly, and with it come new metrics for social robot development and 
evaluation. Artificial intelligence as a field has experienced several growth winters; interdisciplinary and collaborative 
perspectives are one route forward that researchers can take to address these lulls [59] For this evolution to proceed 
ethically, it must be done from a position that is user-centred and interdisciplinary [60, 61]. The design of technology is 
inherently imbedded with assumptions about its use [60]. When technology is designed with user input at every stage 
(such as when using an HMC framework) the space between research intention and user experience narrows. User-
centred methodologies implemented with communication research methods allow design to go beyond preconceived 
notions of user needs to address the issues of race, gender, disability, and privilege as integral factors in the conceptu-
alization of new technologies [62–65].

Key suggestions from our discussion of collaborative solutions to current interdisciplinary challenges in AI and robot-
ics are as follows:

1. Diversify the data (and the analysis): taking a mixed-methodological approach to the evaluation of AI-enhanced 
robotics allows researchers to bring methods from multiple disciplines to collaborative research, forming a more 
holistic picture of the research,
2. Discuss epistemic values in interdisciplinary teams: when working with teams from disciplines with differing outputs 
such as publication and conference venues, having preliminary discussion on expected outcomes can help structure 
workflow from the beginning,
3. Collaboration works best when it is incorporated at every stage of research: taking a position of collaboration rather 
than a division of labor allows researchers to make the most of interdisciplinary approaches.
4. Have continuous discussions around different notions and perceptions regarding ethics and academic integrity 
in interdisciplinary teams. Often, these different notions and guidelines need to be discussed and solutions found.

Applying an HMC approach to the problem of collaboration in AI and social robotics allows researchers to incorporate 
a diversity of methods, approaches, and desired deliverables in their work. By taking a mixed methodological perspec-
tive researchers can emphasise the experience that users bring to and receive from interactions with social robots. This 
allows researchers to still incorporate the quantitative aspects of user interface design when working with qualitative 
research [32]. Circular processes of interaction design as mentioned in Zeller’s [32] model for HMC allow for a multitude of 
methods and approaches to be applied, addressing the challenges of equal participation and contribution to collabora-
tion [44, 45, 47]. By acknowledging the positionality of each field in the research process and providing opportunities for 
meaningful contribution through a combination of methods, divisions of cognitive labor shift from divisive to diversifying.

Developing a robust and varying methodology worthy of an interdisciplinary field such as AI-enhanced social robotics 
is a daunting task. In taking an HMC approach researchers give value to traditional communication and HRI research while 
emphasising the importance of human-centered methods and acknowledging the need to address researchers’ and field-
based epistemic cultures. Through understanding the pitfalls and limitations of research methods it is possible to devise 
stronger strategies for future projects, leading to more valid conclusions and building a foundation for a stronger future 
for the field. The methods for designing and testing AI-enhanced social robots are each partially flawed. However, when 
used in combination with methods from other fields, researchers can demonstrate convergent validity and bolster results, 
indicating correlation (or deviation) between the various methods and offering a more robust response. The challenges 
faced by researchers in the interdisciplinary fields of research demonstrate precisely how leveraging supplementary 
methods leads to better performances in AI-enhanced human–robot interaction. This is not to say that collaboration 
is impossible; interdisciplinarity offers the opportunity to create a shared language across disciplines and leverage the 
methodologies from a variety of fields to generate holistic research plans [44]. Individual and field-specific biases may 
hinder a potential collaboration but may also allow for new perspectives on existing problems in alternate fields of study.
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