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Abstract

According to World Health Organization (WHO), Cardiovascular Disease (CVD), diabetes,

and Chronic Kidney Disease (CKD) are among the top 10 causes of death worldwide. CVDs

are the leading cause of death globally with an estimated 17.9 million deaths which constitute

32% of global mortality. The retina is the only organ in the human body that provides

direct observation of a risk portion of the microvasculature, hence a unique opportunity

for the non-invasive study of several systemic diseases including CVD, stroke, diabetes,

hypertension, Diabetic Retinopathy (DR), CKD, and dementia. Retinal investigation can

enable early diagnosis, preventive measures, and planning better treatment. There has been

increasing interest in applying deep learning (DL) to retinal images to identify the risk of

CVDs, its risk factors, and their interplay with cardiovascular risk scores.

This thesis investigates retinal images as a source of biomarkers for identifying associ-

ations with cardiovascular diseases, cardiovascular risk factors, cardiovascular risk scores,

cardiovascular death, mortality, microvasculature diseases (CKD, Diabetic Peripheral Neu-

ropathy (DPN), DR) in a large diabetic cohort, GoDARTS (Genetics of Diabetes Audit and

Research in Tayside Scotland) using DL. A breakdown of the main items of work follows.

A framework is proposed for generating synthetic datasets, parameterized by difficulty

level to test classifiers for medical image analysis. This framework was used for hyper-

parameter tuning of the DL model and identifying a robust model for subsequent work with

real data. To our best knowledge, this had not been addressed in the literature on synthetic

medical data at the time the work was carried out. EfficientNet-B2 was chosen as the best-

performing DL architecture to perform experiments on real retinal images from GoDARTS,

following a systematic and comparative performance analysis using synthetic data generated
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from MESSIDOR images. Several architectures including VGG16, ResNet50, InceptionV3,

DenseNet201, and EfficientNet-B2 were evaluated during the analysis.

DL methods were employed to investigate biomarkers in retinal images for predicting

cardiovascular (CV) risk factors, such as age, sex, Systolic Blood Pressure (SBP), Diastolic

Blood Pressure (DBP), High-Density Lipoprotein (HDL), Total Cholesterol (TC), Glycated

Haemoglobin (GH), Body Mass Index (BMI), and Triglycerides (Trig) using only retinal

images from GoDARTS. The findings indicated that for age prediction on the test dataset,

the Mean Absolute Error (MAE) was 3.951 (95% CI 3.908, 3.995) years and R2 was 0.809

(0.804, 0.814). The model achieved an Area Under Curve (AUC) of 0.899 (0.895, 0.903) for

sex prediction, with an accuracy of 0.811 (0.806, 0.817), a sensitivity of 0.886 (0.88, 0.891),

and specificity of 0.717 (0.708, 0.727). However, the DL models did not yield significant

results for predicting other CV risk factors, with an MAE of 5.88 (5.71, 6.07) and R2 of

0.14 (0.1, 0.17) for DBP prediction. Additionally, the model’s performance on test data for

stratifying systemic disease outcomes within 12 years from the date of retinal imaging in

terms of Area Under Curve (AUC) was 0.74, 0.71, 0.642, 0.633, and 0.57 for CKD, ACD,

MACE, DR, and DPN, respectively.

Furthermore, a study was conducted to investigate the Predicted Age Difference (PAD),

which is the difference between chronological age and the age predicted by DL using retinal

images, in individuals with type 2 diabetes. The aim was to find any association between PAD

and Major Adverse Cardiovascular Event (MACE) and All-Cause Death (ACD) over a period

of 10 years. The results showed a strong statistically significant association. According to

Coxph regression analysis that was adjusted for age at imaging and sex, a 1-year increase in

retinal PAD score raised the risk of MACE and ACD by 5.8% (hazard ratio (HR) = 1.0587,

95% CI = 1.028 - 1.089, P = 1.06e-4) and 5.9% (HR = 1.0597, 95% CI = 1.034 – 1.085, P =

1.62e-06) respectively. Even after adjusting the coxph model for Pooled Cohort Equations

(PCE) Atherosclerotic Cardiovascular Disease (ASCVD) risk score, the associations still

remained significant for MACE and ACD events with PAD score. These findings were

similar to the results obtained by using the average of predictions from both left and right
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retinal images (individual-level predictions) when assessing the age predictions from only

left-eye and only right-eye retinas.

We investigated the potential of a DL approach applied to retinal images for predicting

PCE ASCVD clinical risk score and genetic factors, as represented by Genome-Wide Poly-

genic Risk Scores (GWPRS). The model achieved an R2 of 0.554 (0.528, 0.579) and MAE of

0.107 (0.104, 0.11) for PCE ASCVD risk score, but showed no indication that retinal images

contain information related to GWPRS. This investigation represents the first time that the

complementarity of retinal and genetic information for CVD risk has been studied using DL.

Statistically significant associations were observed between the clinical risk score predicted

by the DL model from retinal images and 10-year MACE and Cardiovascular Death (CV

death). The Coxph regression analysis showed that a 1% increase in the retinal predicted

risk score increases the risk of developing MACE (HR = 1.029, 95% CI = 1.015 - 1.042, P

= 3.4e-5) and CV death (HR = 1.019, 95% CI = 1.004 – 1.034, P = 0.009). Again, these

associations are similar to the results obtained using individual-level predictions from only

left-eye and only right-eye retinal images.

We propose a method for utilizing DL to perform multi-modal image analysis, combining

images and tabular (spreadsheet) data. Our method involves converting tabular data to images

using a tabular data converted to image (T2I) algorithm. We applied this method to the

available CV risk factors in the form of spreadsheet data and combined it with retinal images

for stratifying 5-year MACE from the date of retinal imaging. When using only retinal

images as input, the DL model achieved an AUC of 66.78% on the test dataset for 5-year

MACE stratification. However, when using multi-modal image data (retina + T2I), the DL

model achieved a higher AUC of 72.54%. These results suggest that utilizing multi-modal

image data has more predictive power for predicting 5-year MACE compared to using retinal

images alone.

To summarize, the use of DL algorithms on diabetic retinopathy screening images enables

accurate predictions of age, sex, DBP, and CVD risk score. Additionally, the algorithms can

moderately stratify certain systemic conditions such as MACE, CKD, and ACD. However,
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further research is needed to validate these results on a larger population and to explore the

implementation of these approaches in real-time clinical practices.
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Chapter 1

Introduction

1.1 Background and motivation

This chapter covers the motivation for this work, the background for systemic diseases,

retinal imaging, and deep learning. The subsequent summary of contributions is followed by

the overview of the thesis organization.

1.1.1 Motivation for this work

According to a 2019 World Health Organization (WHO) report, Cardiovascular Disease

(CVD) (ischaemic heart disease, stroke), diabetes and Chronic Kidney Disease (CKD) are

among the top 10 causes of death worldwide [14]. The number of deaths due to ischaemic

heart disease has increased enormously from 2 million in 2000 to 8.9 million in 2019 and

there is a 70% increase in the number of deaths due to diabetes from 2000 to 2019 [14].

CVDs are the leading cause of death globally with an estimated 17.9 million deaths in

2019 which constitutes 32% of global mortality [15]. Deaths reported worldwide in 2019

due to diabetes were 1.5 million and CKD were 1.3 million [14]. Every year CVD causes

over 3.9 million deaths in Europe and the health care cost associated with CVD in EU is

almost C210 billion every year [16]. Reliable early diagnosis would contribute to containing,

delaying, or and control the development of disease, reducing costs on healthcare systems,
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and improving the patients’ quality of life[17, 18]. Therefore there is a need for early

diagnosis techniques that can be shown to be reliable, accurate, and ultimately suitable for

use in clinical pathways. There is mounting evidence that retinal biomarkers can help in the

early diagnosis of systemic diseases like CVD, diabetes, CKD and dementias, among others

[19, 20, 9]. Retinal images are easy to acquire, cheap, and non-invasive compared to other

instruments visualizing the body vasculature, e.g., Magnetic Resonance Imaging (MRI) or

Computerized Tomography (CT). The retina can be observed directly through a natural hole,

the pupil, with relatively inexpensive cameras (again in comparison to other instruments).

For more details, the reader is referred to Section 2.4.

Deep Learning (DL) has shown promising results in various applications including

disease diagnosis, disease prediction, image segmentations etc [21]. DL has emerged

as a powerful tool for retinal fundus image analysis [8]. It can automatically learn and

extract complex features from large datasets. Retinal biomarkers including changes in

the thickness and volume of retinal layers, variations in the optic nerve head and retinal

blood vessels, and the presence of lesions or abnormalities in the retina can be indicative

of various disease conditions such as Age-related Macular Degeneration (AMD), Diabetic

Retinopathy (DR) and glaucoma [19, 22]. Some retinal biomarkers have been found to be

associated with an increased risk of developing systemic conditions like CVD [23]. Current

challenges include the generalizability of DL applications of retinal biomarkers over diverse

cohorts (demographics, age, health conditions, lifestyle, existing morbidities, ethnicity, social

background and others). This thesis investigates the role of retinal images as a source of

biomarkers for identifying associations with CVD, Cardiovascular (CV) risk factors, CV risk

scores, Cardiovascular death (CV death), All Cause Death (ACD), microvasculature diseases

(CKD, Diabetic Peripheral Neuropathy (DPN), DR) in a diabetic cohort, Genetics of Diabetes

Audit and Research in Tayside Scotland (GoDARTS) (Section 3.3), using DL. Motivated

by the above, this research was mainly conducted in cohorts of prevalently elderly-aged

individuals with a mean age of 66 years.

The work reported in this thesis was part of the INdian-Scotland PartnershIp for pRecision

mEdicine in Diabetes (INSPIRED)-National Institute of Health Research (NIHR) program
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[24], a partnership between the University of Dundee (UoD), UK and the Madras Diabetes

Research Foundation (MDRF), India. The participating academic groups in Dundee were

the Discipline of Computing, School of Science and Engineering, and the Division of

Clinical and Molecular Medicine, School of Medicine. The DL research work was carried

out in Computing, UoD, using the computing resources provided by the Health Informatics

Center (HIC) [25], including the ISO-certified safe haven providing an indispensable interface

between clinical data generation and data use by research groups.

1.2 Systemic diseases

A systemic condition or systemic disease is defined as a disorder that affects a number of

organs and tissues or the whole body [26, 27]. There are several systemic diseases; for the

purpose of this thesis, this section mainly discusses those related to CVD, diabetes, CKD.

1.2.1 Cardiovascular diseases

CVD is a broad term referring to a group of conditions affecting the heart or blood vessels. It

is mainly associated with fat deposits inside arteries (atherosclerosis) and an increased risk

of blood clots [28]. Damage to arteries in organs such as the brain, heart, kidneys, and eyes

are typically associated with CVD. There are four main types of CVD.

1. Coronary heart disease occurs when the blood flow to the heart is blocked or reduced.

This can lead to angina, heart attacks, and heart failure.

2. Stroke occurs when the blood supply to some parts of the brain is stopped.

3. Peripheral arterial disease occurs when the blood supply in the arteries of limbs (usually

legs) is blocked.

4. Aortic diseases are conditions that affect the aorta. The most common one is the aortic

aneurysm, where the wall aorta swells locally outwards.
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The exact reason for CVD is not completely clear; several risk factors can increase the

chances of getting CVD. These include age, sex, high blood pressure, high cholesterol,

diabetes, smoking, alcohol, inactivity, excess weight, ethnicity, and family history of CVD.

Guidelines for assessing CVD risk exist [29, 30]; for instance, the American College of

Cardiology recommends calculating 10-years risk (using several risk factors) in patients ages

between 20 and 79 years [30].

1.2.2 Diabetes

Diabetes (diabetes mellitus) is a long-lasting disease that occurs when the sugar (glucose)

level in the blood remains elevated [31, 32]. Diabetes is caused by insufficient insulin

secretion, insulin action, or both [33]. Insulin is a hormone produced by the pancreas to

control the amount of sugar in the blood. Among the symptoms of diabetes are increased

thirst, frequent urination, tiredness, increased hunger, weight loss, slow healing of wounds,

and blur in vision. There are two main types of diabetes.

1. Type 1 Diabetes (T1D) occurs when the body cells that produce insulin are attacked

and destroyed by the body’s immune system.

2. Type 2 Diabetes (T2D) occurs when the body cells stop reacting to insulin or when the

body cells do not produce enough insulin.

There are no specific preventive measures for T1D; on the other hand, T2D can be

prevented or delayed by a healthy diet and physical activity, among others [34]. The

several complications of diabetes include CVD, CKD, foot ulcers, nerve damage, diabetic

retinopathy, and cognitive impairment [35].

1.2.3 Chronic kidney disease

CKD is a condition in which the functioning of the kidneys is compromised [36]. Kidney

failure occurs often due to diabetes and high blood pressure [37] and also high cholesterol,

kidney infections, kidney inflammations, and polycystic kidney disease [36]. Usually, there
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are no symptoms for CKD in the early stages; at an advanced stage, symptoms can include

tiredness, swollen feet, ankles, or hands, shortness of breath, and blood in the urine. CKD is

usually diagnosed with blood and urine tests. The blood test measures the amount of waste

filtered by kidneys in a minute, or estimated Glomerular Filtration Rate (eGFR). Healthy

kidneys filter more than 90ml/min. The urine test quantifies the levels of albumin and

creatinine to compute Albumin Creatinine Ratio (ACR). The eGFR and ACR values are used

to determine the level of kidney damage and help clinicians decide the appropriate treatment.

1.2.4 Eye examination

Regular examination of the eyes can play an important role in the identification of systemic

diseases [38]. The American Academy of Ophthalmology recommends that all adults older

than 40 years should have their eyes examined regularly, and even earlier and frequently in

the case of the insurgence of risk factors associated with systemic conditions like diabetes,

high blood pressure, or family history [38]. The eye examination includes checks of medical

history, visual acuity, pupil, side vision, eye movement/pressure, the front part of the eye,

retina, and optic nerve. Many parts of the eye such as its outer surface (eyelids, conjunctiva,

and cornea) and the retina (back of the eye, or fundus), might provide important clues for the

diagnosis of systemic conditions [39].

1.3 Retinal imaging

The retina is a layered tissue lining the interior of the back of the eye. It enables the conversion

of incoming light into a neural signal that is further processed in pathways reaching the visual

cortex of the brain [19]. During embryonic development, the retina and optic nerve extend

from the diencephalon and are thus considered part of the Central Nervous System (CNS)

[40–42, 20]. Studies of the optic nerve have revealed much about the axonal response,

including at the time of CNS injury [20, 43, 44]. The retina displays similarities to the brain

and spinal cord in terms of anatomy, functionality, response to injury, and immunology
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[20, 45, 46]. Figure 1.1 illustrates the connection of the eye to the brain and the main parts

of the eye relevant to the work of this thesis.

(a) Illustration of eye as an extension of CNS [20].

(b) cross-sectional view of eye and its anatomy [19].

Fig. 1.1 (a) Connection of the eye to the brain. (b) The main parts of the eye for the purpose
of this thesis.

Researchers often refer to the retina as a window to the brain and vascular system

[20, 47]. As the eye is an extension of the brain, various ocular and specifically retinal

changes have been detected and characterized in patients with CNS disorders [19] such
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as CVD complications (stroke, myocardial infarction), Multiple Sclerosis (MS), Parkinson

Disease (PD), Alzheimer Disease (AD), CKD [48, 49]; neurodegenerative disorders [20] such

as age-related macular degeneration (AMD), glaucoma; and diabetic retinopathy (DR). The

retina is imaged with noninvasive and comparatively inexpensive procedures and instruments

compared to other methods of imaging the human vascular system.

Three major imaging technologies for capturing the retina are fundus imaging, Scanning

Laser Ophthalmoscopy (SLO) and Optical Coherence Tomography (OCT) [9]. Fundus

imaging is easy to capture, cost-effective, suitable for mass screening programs, and routinely

used for retina examinations. The fundus of the eye is the internal back surface of the eye

bulb (posterior pole), opposite the lens. The main anatomical landmarks are the optic disc,

macula, fovea, and blood vessel network [50]. In fundus imaging, a 2-D image of the 3-D

retinal semi-transparent tissues is obtained using reflected light [19]. The retina can be

photographed directly through the pupil using a fundus camera; an example (Topcon fundus

camera) is shown in Figure 1.2. Patients sit at the device with their chin on a chin rest and

their forehead against a bar. An ophthalmic photographer focuses and aligns the camera

and presses the shutter release to trigger a flash of light and register a fundus photograph.

Typical fields of view are 30°, 45°(most common), or 60°with a magnification of 2.5 times

[51]. Figure 1.3 shows a sample monochrome retinal image with different fields of view.

Fundus imaging is widely used for large-scale screening of diabetic retinopathy, and

also glaucoma, and age-related macular degeneration [19]. Retinal imaging instruments,

once only manual ophthalmoscopes and low-resolution fundus cameras, have been evolving

and include nowadays cost-effective fundus imaging [52, 53], functional imaging [54–56],

adaptive optics [57], OCT [58], Optical Coherence Tomography Angiography (OCT-A) [59],

autofluorescence [60], ultra-widefield angiography [61, 62], hyperspectral retinal imaging

[63, 64]. Accordingly, progress has been accomplished in the automatic analysis of fundus

images, although challenges remain, for instance (depending on imaging modality, level of

accuracy, and others) for lesion detection, abnormality detection and assessment, and, data

analysis, associating clinical outcomes with fundus images either via statistical techniques or

machine learning [19].
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Fig. 1.2 A Topcon TRC 50 EX fundus camera [1].

In recent years, DL has emerged as a powerful tool for computer vision tasks, including

image classification, object detection, and segmentation. DL algorithms are increasingly

being used in fundus image analysis due to their ability to learn relevant features automatically

from the images and make accurate predictions. In particular, DL has shown great promise

in the analysis of DR, a leading cause of adult blindness. By analyzing fundus images of the

eye, DL models can detect and grade the severity of DR with high accuracy, enabling early

intervention and treatment. Additionally, DL has been used to predict various cardiovascular

risk factors, such as age, sex, and blood pressure, from fundus images. More details are

provided in Chapter 2.

1.4 Deep Learning

Artificial Neural Network (ANN)s are statistical models directly inspired by biological neural

networks [65]. The basic computational unit of the brain is the neuron. Figure 1.4 shows
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Fig. 1.3 A sample monochrome retinal image illustrating the different fields of views [2].

a cartoon drawing of a biological neuron and the common mathematical model, a linear

combination of weighted inputs followed by a nonlinearity [3]. This is the neuron model

adopted in conventional neural networks, i.e., before the appearance of deep learning ones

[66]. ANNs are modeled as acyclic graphs of neurons. In fully connected layered neural

network, neurons between two adjacent layers are fully connected pairwise. In ANNs, the

input layer is not counted as a layer; it simply carries values for the input variables (nodes).

A sample 3-layered neural network is shown in Figure 1.5.
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A Deep Neural Network (DNN) is an ANN with multiple layers between the input and

output layers [67, 68], like conventional ones. Importantly, the layers of a DNN can be made

of different processing components, whereas all nodes in a ANN perform the same operation

(described above).

Fig. 1.4 A cartoon drawing comparing biological neuron (left) and a common mathematical
neuron model (right) [3].

DL methods are representation-learning methods based on DNN. Hence presentations,

encoded in the weights of the convolutional layers of the network, are learned at multiple

levels. They transform the representation at one level (starting with the raw input) into a

representation at a higher, slightly more abstract level, progressively expanding the data

segment considered (for instance, an image patch). Given enough layers, very complex,

nonlinear functions can be learned [66].

ANN and DNN solve optimization problems, finding the value of the weights that

minimizes an objective function, or loss function during training. This is achieved by the

back-propagation algorithm [69–73]. In backpropagation, the gradients of the objective

function with respect to the network weights are computed and the weights are adjusted

iteratively to minimize an error measure between the actual and the predicted output vector

[74]. This assumes that the correct output vector values are known, i.e., the network is trained

within the supervised learning paradigm.

Some common DL architectures are Deep Belief Network (DBN) [75], autoencoders

[76], Generative Adversarial Network (GAN) [77], Convolutional Neural Network (CNN)

[78], Recurrent Neural Network (RNN) [79].
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Fig. 1.5 A sample 3-layered ANN with 3 inputs, 2 hidden layers, and 1 output layer [3].

1.4.1 Basic components of a convolutional neural network

The Convolution Neural Network (CNN) is a specific type of deep learning architecture

[80, 81] inspired by the visual cortex of mammals [82, 83]. A typical architecture is shown

in Figure 1.6 and consists of a series of convolutional layers, pooling layers (also known as a

subsampling layer), nonlinear layers, typically followed by a fully connected neural network

and an output layer [81].

Fig. 1.6 A typical CNN architecture [4].

Convolutional layers contain feature maps. A feature map is the output of a single filter

applied to the previous layer. Layers can be regarded as a battery of filters. Each unit of a

feature map is connected to local patches in the previous layer’s feature maps through a set



1.4 Deep Learning | 12

of weights called a filter bank. In an image analysis network, the first layer receives the pixel

intensities as input; hence each filter acts on an image patch (receptive field). All units in a

feature map share the same filter bank. Different feature maps in a layer use different filter

banks [66]. A mathematical formula for the convolution operation is provided in Equation

(1.1), where S is the output feature map, I is the input image, K is filter and m,n are the pixel

indices of S. An example of convolution operation is shown in Figure 1.7.

The result of the convolution, basically a locally weighted sum, or dot product, of the

filter bank and local patch is then passed through a non-linearity activation unit such as a

Rectified Linear Unit (ReLU). The ReLU is sometimes followed by a subtractive and divisive

local normalization [6]. Commonly used activation functions, along with their mathematical

definition, are listed in Table 1.1, and their plots are shown in Figure 1.8.

S(m,n) = (I ∗K)(m,n) = ∑
i

∑
j

I(i, j)K(m− i,n− j) (1.1)

Fig. 1.7 An input image of 5x5 dimensions convolved with a 3x3 filter.

Table 1.1 Different types of activation functions.

Activation function Mathematical formula

Sigmoid σ(x) = 1
1+e−x

Tanh tanh(x) = 2σ(2x)−1
ReLU f (x) = max(0,x)
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Fig. 1.8 Plots of common activation functions [5].

A typical pooling unit computes the maximum of a local patch of units in one feature

map. This layer treats each feature map separately. The average pooling layer computed

the average values over a neighborhood of pixels in each feature map. The output of this

layer results in a reduced size of the feature map. If the average operation is replaced by a

maximum then this is called maximum pooling [6]. Figure 1.9 shows an example of feature

extraction in a CNN.

Fig. 1.9 An example of feature extraction. An input image (or a feature map) is passed
through a filter bank, followed by non-linearity and spatial pooling/sub-sampling [6].

1.4.2 Early deep learning architecturers

LeNet, which was first introduced by LeCun et al. in 1990 [80] and later improved [81],

was a pioneering work in the field of CNNs. It was specifically designed for classifying

handwritten digits and was successful in recognizing visual patterns directly from the input

image without any pre-processing. However, due to a lack of sufficient training data and

computing power at the time, this architecture failed to perform well in complex problems

[84].
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The open computer vision challenges have created increasingly large image databases,

allowing users across the world to develop or improve deep learning image recognition archi-

tectures and models. The ImageNet Large Scale Visual Recognition Challenge (ILSVRC) is

a challenge that started in 2010 [85]. It has become the standard benchmark for large-scale

object recognition and presents various challenges. The competition is accompanied by a

workshop where the progress and lessons learned from the most successful and innovative

entries each year are discussed. The publicly available dataset used for the annual competition

allows for the development and comparison of categorical object recognition algorithms.

The ILSVRC 2010 challenge consisted of a subset of the ImageNet database containing

1,461,406 images with 1,000 object classes. The ImageNet database itself contains 15 million

labeled high-resolution images belonging to roughly 22,000 categories [86].

In ILSVRC [85], CNN architectures like AlexNet (2012) [86], ZFNet (2013) [87, 88],

GoogLeNet/Inception (2014) [89, 90], VGGNet (2014) [91, 92], ResNet (2015) [93],

DenseNet (2016) [94], ResNext (2016) [95], SENet (2017) [96], PNASNet (2018) [97],

EfficientNet (2019) [98] have proven the top performers. Among these, AlexNet was a

breakthrough CNN that almost halved the error rate for object recognition at the time and

precipitated the rapid adoption of deep learning by the computer vision community [66].

Several of the above DL architectures were tried in the initial experiments, described in

Chapter 4. The EfficientNet-B2 was eventually selected for further experiments with real

clinical data (GoDARTS), described in Chapters 5, 6, 7.

1.4.3 Visualizing convolutional neural networks

Zhou et al. [7] proposed the Class Activation Mapping (CAM) technique to enable a CNN to

both classify an image and localize class-specific image regions. Figure 1.10 shows sample

images that highlight the image regions found by the network to be the ones contributing the

most to the classification task, e.g., the head of the animal for briard (dog breed) and hen, the

plates in barbell (weightlifting equipment), and the bell in bell-cote (a small roofed structure

for bells).
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Fig. 1.10 The CAMs of four classes from ILSVRC [7].

Selvaraju et al. [99] have proposed Gradient-based Class Activation Mapping (Grad-CAM)

which uses the gradients of any target class, flowing into the final convolutional layer to

produce a localization map highlighting the important regions in the image for predicting the

class. This technique is a generalization of CAM and overcomes the limitations of CAM. The

Grad-CAM algorithm was implemented for visualizing the CNN results in the experiments,

described in Chapter 5 and Chapter 6.

1.5 List of aims

This thesis set out to address several aims, provided below, which will be discussed in the

following chapter. Subsequently, Chapter 8 will summarize the contributions made towards

achieving these aims. The motivation for setting these aims is explained in Section 2.4, from

which we drew our inspiration.
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1. A framework for generating systematically synthetic datasets parameterized by diffi-

culty level to test classifiers for medical image analysis.

2. An analysis of DL for predicting CV risk factors, namely age, sex, Systolic Blood Pres-

sure (SBP), Diastolic Blood Pressure (DBP), High-Density Lipoprotein (HDL), Total

Cholesterol (TC), Glycated Haemoglobin (GH), Body Mass Index (BMI) Tryglicerides

(Trig); Major Adverse Cardiovascular Event (MACE), ACD and microvasculature

complications (CKD, DPN, DR) using only retinal images in a diabetic cohort.

3. An investigation of the difference between age predicted from a retinal image using

DL and chronological age as a retinal biomarker for MACE and ACD.

4. An investigation of the complementary role of retinal images, a commonly used clinical

score, and a Genome-Wide Polygenic Risk Scores (GWPRS) as predictors of CVD

risk.

5. An investigation of the DL predicted clinical CV risk score from retinal images to find

associations with MACE and CV death.

6. A method to convert spreadsheet data to images and perform multi-modal image

analysis, concatenating retinal images data and spreadsheet to image converted data,

for the risk stratification of MACE using DL.

1.6 Structure of the thesis

• Chapter 2 (Related work): Reviews and compares the traditional Machine Learning

(ML) algorithms used in retinal image analysis from the retinal features extracted using

retinal vasculature measuring software with DL algorithms applied on retinal images.

It also reviews the recent literature on retinal image biomarkers using DL algorithms

for predicting systemic diseases, and their associated risk factors.

• Chapter 3 (Material): Describes the datasets, Methods to Evaluate Segmentation

and Indexing Techniques in the field of Retinal Ophthalmology (MESSIDOR) and
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Indian Diabetic Retinopathy Image Dataset (IDRID), used in the initial experiments

and GoDARTS, used for the main analysis with real retinal images in this thesis. This

chapter also includes the pre-processing methods applied to GoDARTS retinal images.

• Chapter 4 (Identifying robust CNN architecture): Proposes a framework for gen-

erating synthetic datasets parameterized by difficulty level to test classifiers in medical

image analysis. It also compares the performance of five different DL models on the

synthetic dataset and validated these models on an independent dataset to choose the

best performing DL model.

• Chapter 5 (Predicting demographic and clinical features): Investigates the retinal

images for predicting demographic features, CV risk factors and systemic disease

outcomes in GoDARTS using EfficientNet-B2; and also experiments on association of

difference between the DL predicted age and chronological age with 10 years MACE

and ACD.

• Chapter 6 (Predicting cardiovascular risk scores): Contains the DL investigation

results on predicting the clinical CV risk score from retinal images and investigated

the complementarity of retinal and genetic information for CVD risk. It presents the

association of DL predicted risk score with 10 years MACE and CV death.

• Chapter 7 (Converting tabular data to images for deep learning): This chapter

introduces to a novel approach for converting tabular data into grayscale image data.

It discusses the performance results for 5 years MACE stratification from the retinal

images, Tabular data to Image (T2I) data as well as a combination of retinal images

and T2I data using DL.

• Chapter 8 (Conclusions and future work): The final chapter summarises the main

conclusions of this work and shares thoughts and suggestions for future directions to

be explored based on the experiments and results presented.



Chapter 2

Related work

2.1 About this chapter

This Chapter introduces several software tools available to measure retinal vasculature

and the associations of these vascular measurements to vascular risk factors and systemic

diseases. A comparison of performance for disease classification using the traditional

Machine Learning (ML) and Deep Learning (DL) algorithms was presented. The recent

literature on applying DL methods to retinal images for predicting Cardiovascular (CV) risk

factors and systemic conditions were discussed in detail.

2.2 Retinal vasculature

The retina is a highly vascularized tissue. Properties and changes in the vascular morphology

have been associated with several disease outcomes [19, 20]. Figure 2.1 represents a sample

fundus image showing some of the relevant anatomical landmarks, biomarkers, and lesions.

Retinal vasculature parameters like Central Retinal Arteriolar Equivalents (CRAE), Central

Retinal Venular Equivalents (CRVE) and their ratio, the Arterio-Venous Ratio (AVR), vessel

tortuosity, vessel width, bifurcation angles, branching angles, and vessel caliber have been

used for early stratification of Diabetic Retinopathy (DR), Macular Degeneration (MD),

hypertension, stroke, neovascular glaucoma, and other cardiovascular diseases [100–108].



2.2 Retinal vasculature | 19

Figure 2.2 illustrates some of the most important retinal vascular parameters in current

biomarker studies in a fundus image. A more recent candidate biomarker is the fractal

dimension of the retinal vasculature regarded as a digital pattern [109–112].

Fig. 2.1 A sample fundus image illustrating important anatomical landmarks and lesions [8].

Several software tools have been developed to quantitate the retinal vasculature effectively,

such as IVAN [113], SIVA [114], VAMPIRE [115] and QUARTZ [116]. Traditionally width-

related parameters have been calculated from the major arteries and veins in the Zone B

region of the retina, an annulus surrounding the Optic Disc (OD) between 1.0 and 1.5

Optic Disc Diameters (ODD) from OD center, much used in retinal biomarker studies

[117, 118, 113]. Figure 2.3 shows a sample retinal image marked with different zone regions

used by Vessel Assessment and Measurement Platform for Images of the REtina (VAMPIRE).

It is challenging to accurately segment the blood vessels and classify artery-vein in the retinal

images, a fundamental step before the retinal vasculature parameters can be measured [119].

Several studies extend measurements like tortuosity, bifurcation angles, and fractal dimension

to Zone C, the annulus between 1.0 and 2.5 ODD from OD center [120–124].
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Fig. 2.2 Illustration of retinal vasculature parameters in fundus image [9].

Several studies have investigated the relationship between retinal vessel caliber and

vascular risk factors, Cardiovascular Disease (CVD)s (like stroke, heart failure, coronary

artery disease), mortality [125, 126, 104, 127]. Findings suggest that retinal vessel caliber is

a biomarker for risk stratification of CVD and Chronic Kidney Disease (CKD) [128, 129].

Seidelmann et al. [104] found that long-term mortality in both males and females is associated

with the narrowing of the retinal arterioles and widening of venules. Sun et al. [125] in

their analysis of an Asian population, they found the smaller retinal arterioles associated

with hypertension and larger retinal venules with smoking, dyslipidemia, hyperglycemia and

higher Body Mass Index (BMI). These associations were replicated in a white population

from USA, Canada, and Australia.
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Fig. 2.3 Retinal image zones used by VAMPIRE [10].

Along with the CVDs, the retinal vasculature has been associated with brain and ocular

diseases like glaucoma [130], Age-related Macular Degeneration (AMD) [131], DR [132,

133], Alzheimer’s disease [134, 10]. For glaucoma, several studies have associated glaucoma

with the narrowing of retinal arterioles and decreased fractal dimension. Widening of retinal

venular caliber is associated with the increasing severity of DR [133]. In small vessel disease,

reduced fractal dimension has been associated with aging [10].

2.3 ML and DL in retinal image analysis

ML is a wide class of algorithms that learn to perform a specific task without explicit pro-

gramming, either from examples (supervised learning) or without supervision (unsupervised

learning). DL is a subset of ML that has introduced novel neural network architectures

compared to the classic ones [66]. For building an analytical model [11] (see Figure 2.4),

with the explicit program, feature extraction and model building are performed manually; ML
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relies on features that are well defined and extracted manually; DL networks have the capa-

bility of automated feature extraction with minimal human effort due to their well-designed

architectures.

Fig. 2.4 Process involved in building of analytical model [11].

In recent years, traditional ML algorithms like linear regression, logistic regression, deci-

sion trees, and support vector machines have been outperformed by DL in many applications.

For instance, for computer-aided diagnosis [135]:

1. AMD classification On AREDS dataset [136], deep feature with Support Vector Ma-

chine (SVM) [137] (DL algorithm) achieved an accuracy of 95% and SURF feature

with random forest [138] (ML algorithm) obtained 91.8%.

2. Glaucoma classification On RIM-ONE dataset [139], Deep Convolutional Neural

Network (CNN) [140] (DL algorithm) obtained an accuracy of 89.4% and K-Nearest

Neighbors (KNN) [141] (ML algorithm) got 89%.

3. DR classification On MESSIDOR dataset [142], CNN Deep Residual Learning [143]

(DL algorithm) obtained Sensitivity of 94% and Specificity of 98% and KNN [144]

(ML algorithm) achieved 98.88% and 48.72% respectively.

4. Segmentation For OD segmentation, retinal vessel segmentation and lesion detection

DL models outperformed ML models [145–150].
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2.4 DL and retinal images biomarkers

Much studied biomarkers from fundus images are measurements related to the OD, macula,

fovea, Optic Cup (OC), vasculature, and DR related lesions such as Microaneurysms (MA),

Hemorrhages (HE), Soft Exudates (SE), Hard Exudates (EX). Identifying and measuring

these biomarkers can be used in a variety of tasks.

The top performing DL architectures on the ImageNet Large Scale Visual Recognition

Challenge (ILSVRC) dataset, described in Section 1.4.2, are generally used as backbone

models for various tasks like classification and segmentation problems. Figure 2.5 shows

the increasing trend of deep learning research papers on fundus images in recent years and

the distribution of papers in respective tasks [8]. There are several studies of DL in fundus

image analysis for various tasks as shown in Figure 2.5b but this section focuses on literature

related to systemic conditions from which the thesis work was inspired.

(a) Increasing trend of papers on retinal fundus
images and DL every year. (b) Task-wise distribution of papers.

Fig. 2.5 Recent trend and distribution of papers [8].

Predicting CV risk factors

Poplin et al. [23] was the first to apply DL methods to quantify the CV risk factors from

the fundus images. For developing the DL model, they used fundus images from 48,101

patients from UK Biobank [151] and 236,234 patients from EyePACS [152] and tested these
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models using fundus images from 12,026 patients and 999 patients from UK Biobank and

EyePACS respectively. The mean age in the test dataset was 56.9 ± 8.2 years (UK Biobank)

and 54.9 ± 10.9 years (EyePACS). More details on the dataset characteristics are available

in [23]. An ensemble model of ten Inception-v3 [90] architecture was used for training and

testing on the data with an input image size of 587×587 pixels. The test results reported

were the average of the results from these ten ensemble models trained on the same data.

The results reported for the UK Biobank test dataset for CV risk factors included estimates

of age (Mean Absolute Error (MAE) = 3.26 years), sex (Area Under Receiver Operating

Characteristic (ROC) Curve (AUC) = 0.97), smoking status (AUC = 0.71), Systolic Blood

Pressure (SBP) (MAE = 11.23 mmHg). For HbA1c, Diastolic Blood Pressure (DBP) and

BMI the DL model performance did not improve much compared to the baseline method.

The authors applied a DL technique, soft attention [153, 154], to visualize the saliency map

in the input fundus image that is critical for the predictions made. They reported that OD and

blood vessels are the important regions in the input fundus images to generate the predictions.

Kim et al. [155] trained DL models for age and sex prediction using 219,302 retinal

fundus images from normal participants (without hypertension, DM, and smoking history)

and these trained models were tested in four test sets using fundus images from normal

participants (24,366 images) and participants with hypertension (40,659 images), Diabetes

Mellitus (DM) (14,189 images), and any smoking history (113,510 images). In total, they

used 412,026 fundus images from 155,449 participants from Seoul National University

Bundang Hospital Retina Image Archive (SBRIA) [156, 157] for the DL model training and

testing. The mean age was 46.70 ± 16.67 years in the normal training set, and 46.64 ± 15.83

in the normal test set, and it was higher by 10 years in other test sets with underlying vascular

conditions. ResNet-152 [93] DL architecture was used for their work. For age prediction in

the test data, the model performance in normal participants was MAE = 3.06 years and R2 =

0.92, MAE and R2 in another test dataset with hypertension (3.46 years, 0.74), DM (3.55

years, 0.75), and smoking (2.65 years, 0.86). For sex prediction, the AUC is greater than

0.96 in all the test datasets. They also reported that for participants with age >60 years, the

MAE is above 4 years and accuracies declined in all the test datasets. Their Class Activation
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Mapping (CAM) heatmaps indicate that fovea, OD, and retinal vessels are highly activated

during the DL model predictions.

Rim et al. [158] developed DL models to predict 47 systemic biomarkers using fundus

images with seven diverse Asian and European cohorts. Their outcome variables include

demographic features, Blood Pressure (BP), body composition measurements (muscle mass,

height, and bodyweight), several pathological measurements, biomarkers related to liver,

thyroid, and kidney function, inflammation, and diabetes. To train and test the DL models

they used 236,257 fundus images from 72,890 participants from different cohorts including

the Severance Main Hospital and the Severance Gangnam Hospital, Seoul, South Korea,

the Beijing Eye Study cohort [159], the Singapore Epidemiology of Eye Diseases (SEED)

[160, 161], and the UK Biobank [151]. The data was divided into a training set (86,994

images from 27,516 participants), an internal test set (21,698 images from 6,879 participants)

from the Severance Main Hospital. Four test sets were further used for testing the trained

DL model referred to as external test sets (9,324 images from 4,343 participants from the

Severance Gangnam Hospital; 4,234 images from 1,060 participants from the Beijing Eye

Study; 63,275 images from 7,726 participants from the SEED study; 50,732 images from

25,366 participants from the UK Biobank). The mean age was 52.92 ± 7.51 years in the

training set, and 53.0 ± 7.67 in the internal test set. The VGG16 [92] DL architecture was

adopted for training and validation on the data with input image size 300x300 pixels. 37 out

of 47 systemic biomarkers were not predicted well from fundus images using DL (R2 ≤ 0.14)

across all external test sets. Prediction of age in the internal test set gave MAE of 2.43 years

and R2 = 0.83. In one of the external test sets with UK Biobank, the MAE of 4.5 years and

R2 = 0.51. For sex prediction in the internal test set AUC was 0.96 and in the external test set

with UK Biobank AUC was 0.8. For body muscle mass R2 was 0.52 in the internal test data

and R2 was 0.33 in the external test dataset (Severance Gangnam Hospital data). R2 values

in the internal test data for height was 0.42, bodyweight was 0.36 and creatinine was 0.38.

But the performance was poor for height, body weight, and creatinine in the external test

data using UK Biobank. The heatmap showed that in both internal and external test datasets

retinal vessels and OD were highlighted as the important features for the predictions.
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Gerrits et al. [162] investigated DL models for the prediction of cardiometabolic risk

factors including age, sex, BP, smoking status, glycaemic status, total lipid panel, sex steroid

hormones, and bioimpedance measurements in the Qatar Biobank study [163]. They used

12,000 retinal images from 3,000 participants from the Qatar Biobank initiative and the mean

age of participants was 46.07 ± 13.0 years. The MobileNet-V2 [164, 165] DL architecture

was used for training and testing with input image size 400×400 pixels. Results were MAE

= 3.21 years and R2 = 0.85 for age prediction and for sex AUC = 0.96. The authors reported

person-level predictions by averaging the results from the four retinal images available per

person (two images per eye). Person-level predictions were often more accurate than those

from only one retinal image of either the left or right eye and specifically, for age MAE =

2.78 years and R2 = 0.89, for sex AUC = 0.97, for SBP (MAE = 8.96 mmHg and R2 = 0.4),

for DBP MAE = 6.84 mmHg and R2 = 0.24, for Haemoglobin A1c (HbA1c) MAE = 0.61%

and R2 = 0.34, for relative fat mass MAE = 5.68 units and R2 = 0.43, for smoking status AUC

= 0.78 and for testosterone MAE = 3.76 nmol/L and R2 = 0.54. For other features, including

the total lipid panel, the authors reported poor performance from the model with R2 ≤ 0.05.

Further, recent studies on DL for the prediction of CVD risk factors and systemic

conditions from the retinal fundus images exist [166–169]. The results reported are in line

with the literature discussed above.

Retinal age gap for mortality

Very recently, Zhu et al. [170] developed a DL model to predict age from fundus images and

then investigated the association between the difference of predicted age and chronological

age (retinal age gap) with mortality risk. This work is similar to parts of our own investigation.

They used a total of 80,169 fundus images from 46,969 participants from UK Biobank [151],

of which 19,200 images from 11,052 participants without previous medical history at baseline

were used for training the DL model and 35,913 participants to find the associations between

retinal age and mortality. The UK Biobank is a prospective, population-based cohort study

comprising UK residents aged between 37 and 73 years. The study has collected a vast

amount of phenotypic, genetic, and imaging data, including color fundus photographs and
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OCT scans that were obtained from a subset of participants between 2009 and 2010 [171].

The mean age of the participants in the test data was 56.8 ± 8.04 years. The Xception [172]

DL architecture was used for training and testing on the data with input image size 299×299

pixels. The DL model performance results in the test data for age prediction was MAE =

3.55 years and R2 = 0.81. Using Cox regression they reported that a one-year increase in

the retinal age gap increased the risk of all-cause mortality by 2% as well as the risk of

cause-specific mortality attributable to non-cardiovascular and non-cancer disease by 3%.

The attention maps generated using Grad-CAM [99] in the test data indicated that the region

around the retinal vessels is important for age prediction.

Predicting disease outcomes

This subsection focuses on recent studies of DL applications related to four systemic disease

outcomes namely Major Adverse Cardiovascular Event (MACE), CKD, Diabetic Peripheral

Neuropathy (DPN), DR using retinal fundus images.

1. MACE: Poplin et al. [23] reported an AUC of 0.70 (95% CI: 0.648 to 0.740) for the

prediction of MACE within 5 years of retinal imaging from retinal fundus images

alone using ensemble DL models. More details on the retinal image data and DL

architecture were provided in the above sub-section ’Predicting CV risk factors’. This

analysis used data from UK Biobank. In total there were 631 MACE occurring with 5

years of retinal imaging, of which 150 events were present in the test dataset.

2. CKD: Sabanayagam et al. [173] developed three DL models to detect CKD from 1)

fundus images alone; 2) risk factors which include age, sex, ethnicity, diabetes, and

hypertension; 3) hybrid mode, combining images and risk factors. They used data

from three cross-sectional studies, the SEED study [160, 161, 174] for developing

and validating the DL models, and two independent external datasets, Singapore

Prospective Study Program (SP2) [48] and Beijing Eye Study (BES) [175]. They used

12,970 fundus images from 6,485 SEED participants for training and testing the DL

models and 7,470 images from 3,735 SP2 participants and 3,076 images from 1,538
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BES participants for external testing. The mean age in both the training and testing

datasets was 58.4 ± 9.9 years. cCondenseNet [176] DL was used for training and

testing on the data with input image size 512×512 pixels. For CKD prediction in the

SEED test set they reported an AUC of 0.911 for retinal images, 0.916 for risk factors,

and 0.938 for hybrid mode; in SP2 test set the AUC was 0.733 for retinal images,

0.829 for risk factors and 0.810 for hybrid mode; in BES test set the AUC was 0.835

for retinal images, 0.887 for risk factors and 0.858 for hybrid mode. They reported

similar performance (slightly lower values) in people with diabetes and hypertension.

Another recent study reported the stratification of CKD and Type 2 Diabetes (T2D)

from fundus images in combination with clinical dataset using DL obtained an AUC

of 0.85-0.93 and MAE for predicting estimated Glomerular Filtration Rate (eGFR)

was 11.1–13.4 ml min−1 per 1.73 m2 [177]. They used 115,344 fundus images from

57,672 participants.

3. DPN: There is little research on predicting DPN directly from fundus images using

DL. Recently Cervera et al. [178] developed a DL model to detect DPN from fundus

images. Using Sankara Nethralaya Diabetic Retinopathy Epidemiology and Molecular

Genetics Study (SNDREAMS) [179], a population study based in South India, the

authors obtained 23,784 retinal fundus images from 1,561 diabetic participants, of

which 17,028 images from 1,081 participants for training and 1,892 retinal images from

121 individuals for testing the DL model. Of 1,516 participants, 276 had DPN and

the mean age of the population with DPN was 57.55 ± 10.059 and without DPN was

55.71 ± 10.214. As a part of their hyper-parameter tuning (via grid search) they tried

three different DL models: Inception-v3 [90], Squeezenet v1.0 [180] and Densenet121

[94], all with input image size 720×576 pixels on one of the 5-fold cross-validations

data split. Finally, Squeezenet was selected based on the comparative evaluation on the

validation split of the specific 5-fold cross-validations data and used for training and

testing on all 5 folds. The AUC reported in the whole test dataset was 0.7097, 0.715 in

the test data without DR participants and 0.8673 in the test data which includes only

participants having DR.
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4. DR: several studies applied DL to detect DR signs [181]. Gulshan et al. [182] used

128,175 fundus images from 69,572 individuals from EyePACS [152] (United States)

and three eye hospitals in India (Aravind Eye Hospital, Sankara Nethralaya, and

Narayana Nethralaya) for DL algorithm development. The trained DL models were

tested on two datasets: EyePACS, with 9,963 images from 4,997 individuals, and

Methods to Evaluate Segmentation and Indexing Techniques in the field of Retinal

Ophthalmology (MESSIDOR)-2 [142], with 1,748 images from 874 individuals. The

mean age was 55.1 ± 11.2 years in the training dataset, 54.4 ± 11.3 years for the test

data from EyePACS, and 57.6 ± 15.9 years for test data from MESSIDOR. Inception-

v3 [90] DL was used for training and testing. For predicting Referable Diabetic

Retinopathy (RDR), defined as moderate and worse DR, referable Diabetic Macular

Edema (DME), or both, they reported an AUC of 0.991 (95%CI, 0.988 - 0.993) for

EyePACS and 0.990 (95%CI, 0.986 - 0.995) for Messidor-2 in the respective test

datasets.

Predicting CV risk score

Chang et al. [169] used DL model to predict carotid artery atherosclerosis from fundus

images named the Deep-Learning Funduscopic Atherosclerosis Score (DL-FAS). They

used 15,408 fundus images from 6,597 participants from Health Promotion Center of Seoul

National University Hospital (HPCSNUH) [183] for training the DL model and tested it

on 32,227 participants. The mean age of the participants in the test data was 52.6 ± 10.6

years. Xception [172] DL was used for training and testing. For predicting carotid artery

atherosclerosis (as a binary classification problem) the authors reported AUC in the test

data as 0.713 and Area Under the Precision-Recall Curve (AUPRC), accuracy, sensitivity,

specificity, positive and negative predictive values as 0.569, 0.583, 0.891, 0.404, 0.465, and

0.865 respectively. They also found that the individuals in the test data with DL-FAS > 0.66

had an increased risk of CVD deaths compared to the individuals with DL-FAS < 0.33 with

a hazard ratio of 8.33 (95% CI 3.16-24.7). Their saliency maps, generated using guided

propagation, suggest that retinal vessels contribute to the prediction of atherosclerosis.
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2.5 Conclusions

Several software tools are available to measure morphometric properties of the retinal

vasculature in Zone B and Zone C of fundus camera retinal images. Commonly used

parameters are the summative measure of width, CRAE and CRVE; their ratio, the AVR;

and vessel tortuosity, vessel width, bifurcation angles, branching angles, and vessel caliber.

Subsets of these have been implicated with the early stratification of DR, MD, hypertension,

stroke, neovascular glaucoma, and other cardiovascular diseases. The accuracy of the

estimates of these parameters depends on accurate blood vessel segmentation and artery-vein

classification in the retinal image which is a challenging task. Accuracy and uncertainty

estimation for retinal parameters, and more generally in medical image analysis, is in itself

an active field of investigation [184].

DL algorithms have outperformed other ML algorithms in the classification of disease

conditions associated with retinas as described in Section 2.3. The recent literature was

reviewed for predicting CV risk factors, CV risk score, systemic diseases like MACE, CKD,

DPN, DR using DL from only retinal image as input to the model. The literature was also

reviewed on the retinal age gap for predicting All Cause Death (ACD).

The literature that was identify using DL mainly focused on middle-aged individuals with

mean age of less than 55 years old. It considers participants from different world regions

including UK, USA, India, Singapore, Qatar, China, and Korea. Some of the datasets were

collected from screening programs, where a large population voluntarily participated in

studies such as UK Biobank or EyePACS. Most of the retinal images considered in this

analysis are from healthy participants. There are built data repositories supporting the same

analysis in the wider population of different age groups and health conditions from retinal

images using DL.

The next chapter (Chapter 3) introduces the MESSIDOR and Indian Diabetic Retinopathy

Image Dataset (IDRID) datasets, to be used in the framework based on synthetic, controlled

data to identify the best performing DL classification architecture to adopt for the main

analysis work reported in this thesis.



Chapter 3

Material

3.1 About this chapter

Three datasets were used for the experiments presented in this thesis; two of them are public

datasets and the other one is a clinical dataset, Genetics of Diabetes Audit and Research in

Tayside Scotland (GoDARTS), collected as part of a large, longitudinal cohort study. This

data is not available publicly. The public datasets were used for synthetic data generation

(Chapter 4) and for fine-tuning the hyper-parameters of Deep Learning (DL) models (Chapter

4) subsequently used in the analysis of the clinical dataset. This chapter describes the

specifications of the three datasets used in this thesis.

3.2 Public datasets

There are several public repositories of fundus images available, for example, STARE

[185], DRIVE [186], DIARETDB1 [187], ROC [188], HEI-MED [189], e-optha [190],

MESSIDOR[12], Kaggle DR [191], IDRID [13]. The MESSIDOR [12] and IDRID [13]

datasets were selected for the initial experiments based on several criteria, including large

volume, high-quality images, and availability of ground truths for DR grading and pixel-level

annotations. MESSIDOR was used for synthetic data generation and fine-tuning the hyper-

parameters of DL models (such as number of Fully Connected (FC) layers, number of FC
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nodes, optimizer functions, loss functions, batch size, etc) and IDRID as additional test data

for validating the fine-tuned model.

3.2.1 MESSIDOR

MESSIDOR (Méthodes d’Évaluation de Systèmes de Segmentation et d’Indexation Dédiées à

l’Ophtalmologie Rétinienne, i.e., Methods to Evaluate Segmentation and Indexing Techniques

in the field of Retinal Ophthalmology) [12] consists of 1,200 retinal fundus color images,

macula centered, acquired in three French ophthalmology departments using a color video

3CCD camera mounted on a Topcon TRC NW6 non-mydriatic retinograph. All the images

were captured with a 45°field of view and at three different image resolution levels: 1440×

960 (width×height), 2240×1488 and 2304×1536 pixels. 800 images were acquired with

pupil dilation and 400 without, all during routine clinical examinations. Figure 3.1 shows six

sample MESSIDOR images representing variations in image quality. The MESSIDOR dataset

offers high-quality retinal fundus images with good visualization of the retinal structure. For

this experiment, all MESSIDOR retinal images were used without implementing any specific

image quality checks.

Each image was graded on a 4-point scale for Diabetic Retinopathy (DR) and a 3-point

scale for risk of Diabetic Macular Edema (DME) by medical experts based on the number of

Microaneurysms (MA)/Hemorrhages (HE)/Neo Vascularization (NV)/Hard Exudates (EX)

visible in the retinal image. The criteria for grading DR and DME are provided in Table 3.1.

Of the 1,200 images provided, 547 are graded 0 (no DR sign/lesion) 153 1, 247 2, and

253 3. Similarly, for DME, 974 images are graded 0 (no DME), 75 1, and 151 2.

The MESSIDOR image set (in tif format) can be downloaded from [192] by filling out a

simple online form with basic contact details.

3.2.2 IDRID

IDRID (Indian Diabetic Retinopathy Image Dataset) [13] contains 516 macula-centered,

color retinal fundus images of diabetic patients acquired during routine clinical examinations
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(a) Left eye (b) Right eye

(c) Left eye (d) Right eye

(e) Left eye (f) Right eye

Fig. 3.1 Sample MESSIDOR fundus images [12].
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Table 3.1 MESSIDOR criteria for grading for DR and DME [12]; n_MA: number of MA,
n_HE: number of HE, NV = 1: NV, NV = 0: no NV.

DR grade Criteria

0 (Normal) (n_MA = 0) AND (n_HE = 0)
1 (0 <n_MA <= 5) AND (n_HE = 0)
2 ((5 <n_MA <15) OR (0 <n_HE <5)) AND (NV = 0)
3 (n_MA >= 15) OR (n_HE >=5) OR (NV = 1)

DME grade Criteria

0 (No risk) No visible hard exudate
1 Shortest distance between macula and EX > one papilla

diameter
2 Shortest distance between macula and EX <= one papilla

diameter

in Nanded, India, with a Kowa VX-10α digital fundus camera. The images were captured

with a 50°field of view and a resolution of 4288×2848 pixels. The pupils of all subjects

were dilated before image acquisition.

Six sample IDRID fundus images representing the overall variation in the image quality

are shown in Figure 3.2. The IDRID dataset provided high-resolution retinal fundus images

with excellent image quality. In the experiment with IDRID dataset, all retinal images

available were utilized without conducting any specific image quality checks. Three types of

ground truth are provided by medical experts:

1. Pixel-level annotation: provided for 81 fundus images with signs of DR and available

in tif file format as binary masks for MA, HE, Soft Exudates (SE), EX and Optic

Disc (OD).

2. Image-level grading: each fundus image is graded on a 5-point scale for DR and on a

3-point scale for DME according to international standards. The scales are reported in

Table 3.2.

3. OD and fovea center co-ordinates: provided for all 516 images.
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Table 3.2 IDRID criteria for grading for DR and DME [13]; NPDR, PDR.

DR grade Criteria

0: No apparent retinopathy No visible sign of abnormalities
1: Mild Non-Proliferative
Diabetic Retinopa-
thy (NPDR)

Presence of MA only

2: Moderate NPDR More than just MA but less than severe NPDR
3: Severe NPDR Any of the following:• >20 intraretinal HEs • Venous bead-

ing • Intra-retinal microvascular abnormalities • no signs of
Proliferative Diabetic Retinopathy (PDR)

4: PDR Either or both of the following: NV Vitreous/pre-retinal HE

DME grade Criteria

0 No Apparent EX
1 Presence of EX outside the radius of one disc diameter from

the macula center
2 Presence of EX within the radius of one disc diameter from

the macula center

3.3 Clinical dataset: GoDARTS

The clinical dataset, GoDARTS [193], consists of retinal images and linked patient data

including demographic information, clinical measurements, drug history, genetic profile,

clinical outcomes, and further images like CT and MRI for subsets of patients. The following

sections describe the dataset and the pre-processing methods applied to the retinal images.

3.3.1 GoDARTS history and structure

Diabetes Audit and Research in Tayside Scotland (DARTS) was started in 1996 to identify

all the patients with diabetes in the Tayside region of Scotland through electronic record

linkage and to improve health care. In 1998, consenting patients from DARTS were recruited

to GoDARTS and invited to provide a blood sample for DNA extraction to be used for

research. Also, phenotypic data (clinical and lifestyle factors) was collected from participants

through questionnaires and clinical examinations. The aim of the GoDARTS cohort study is

to investigate the contribution of genetic and environmental factors which are associated with
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disease onset, progression, and response to treatment in a diabetic population. Full details

about the GoDARTS cohort are given in [193].

Individuals were recruited from inception until 2015. After this date, the recruitment

continued through several other initiatives like SHARE [194], GoSHARE, and GoDARTS-

Scotland [193]. By 2015, participants in GoDARTS totaled 18,306, of which 10,149 were

Type 2 Diabetes (T2D) and 8,157 healthy controls at the time of recruitment. GoDARTS

medical records for patients with diabetes have been linked to retinal images from the Scottish

Diabetic Retinopathy Screening (DRS) program [195].

Access to GoDARTS data for analysis is achieved through the Safe Haven (SH) within

the Health Informatics Center (HIC) of the University of Dundee. The data available can be

grouped broadly into two categories, described below.

1. Data collected during recruitment: blood pressure/pulse, height/weight (Body Mass In-

dex (BMI)) waist measurement, diabetes history, menopausal history, lifestyle question-

naire, biochemistry - Haemoglobin A1c (HbA1c), Cholesterol (Chol), High-Density

Lipoprotein (HDL), low-density lipoprotein (LDL), Creatinine, Tryglicerides (Trig).

2. Data collected through electronic health record linkage: including demography, eth-

nicity, biochemistry, outpatient appointments, hospital admissions, maternity, psychi-

atric cases, cancer register, prescribing, National Records of Scotland (NRS) deaths,

Community Health Index (CHI) deaths, kidney register.

To protect the confidentiality and identity of individuals, the CHI numerical identifier

unique to each patient, issued on first registration with a GP or admission to a hospital in

Scotland, was converted to proCHI, a project-specific code [196]. This code was adopted

specifically for the GoDARTS project.

Retinal Images

The retinal images for GoDARTS patients were obtained from the Scottish DRS program.

Most patients are T2D and the rest Type 1 Diabetes (T1D). Retinal image capture followed

the standard Scottish DRS protocol [195]; in brief, a Canon CR6-45NM Non-Mydriatic and



3.3 Clinical dataset: GoDARTS | 37

Canon CR-DGi Non-Mydriatic retinal cameras were used with 45°field of view [197]. All

images are macula-centered. In total there are 102,455 retinal images from 8,594 individuals,

obtained at multiple time points (varying from patient to patient) for about 12 years starting

from 2006. Both left and right eye images are available for most but not all individuals, some

having only either the left or right one. Multiple images of the same eye are available for

many individuals for quality assessment reasons.

As the 102,455 retinal images were acquired in routine clinical practice and not within a

study, there are 34 different image resolution levels: 3504×2336 (65,279 images, 63.71%),

3456×2304 (27,139, 26.49%), 2544×1696 (3,171, 3.1%), 3267×2178 (2,328, 2.27%) and

3888×2592 (1,244, 1.21%). These resolutions account for the vast majority of the images,

with other resolutions representing only 3.21% of the whole set. Figure 3.3 shows sample left-

and right-eye retinal images of different individuals from GoDARTS and the variability in

the image quality are clearly visible. During the analysis with GoDARTS fundus images, all

available retinal images were utilized without conducting any specific image quality checks.

Patient features used

The following GoDARTS features associated with major risk factors of CVD and microvas-

cular disease outcomes for the analysis were selected.

1. Demographic information: age (at the time of retinal imaging; continuous variable)

and sex (binary variable).

2. Clinical measurements (continuous variables): Diastolic Blood Pressure (DBP), Systolic

Blood Pressure (SBP), BMI, Glycated Haemoglobin (GH), HDL, Total Cholesterol

(TC), Trig, Genome-Wide Polygenic Risk Scores (GWPRS).

3. Disease outcomes (binary variables): Major Adverse Cardiovascular Event (MACE),

All Cause Death (ACD), Chronic Kidney Disease (CKD), DR, Diabetic Peripheral

Neuropathy (DPN).
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Extraction of feature data

The feature data is derived/computed/extracted in different ways depending on the type of

the feature, as follows.

1. Demographic features: A demography file was used to extract the features from this

category.

(a) Age at imaging: computed as the difference between the date when the retinal

image was captured and the date of birth, sourced from the demography file. Age

is expressed in years.

(b) Sex: directly extracted from the column ’sex’ in the demography file, renamed

this column as ’sex_male’ and provided binary labels, replacing the original M

and F with 1 for male and 0 for a female to facilitate programming, refer Section

5.2.

2. Clinical measurements: Computed using the biochemistry file, storing results from

blood, urine and other tests. The median values of the various clinical measurements

over the 3 years following the date of the first retinal image available for an individual

were calculated. These median values were used as labels for training DL models with

retinal images (more details in Section 5.4).

3. Disease outcomes: Features computed from biochemistry, hospital admissions and

NRS deaths files. The criteria for each outcome are:

(a) MACE: individuals admitted to the hospital due to non-fatal myocardial infarction

or acute coronary syndrome, non-fatal stroke or cardiovascular death are marked

with a MACE label as 1, otherwise the label is 0. This information is extracted

from the hospital admissions file using the International Classification of Diseases

(ICD)-10 codes, I21-I23 and I60-I63. Individuals with a history of MACE prior

to the first retinal image available were excluded from the MACE analysis.

(b) ACD: the status was obtained from NRS Death which includes ICD-coded cause

of death.
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(c) CKD: individuals who has been diagnosed of having CKD stage 3 or higher if

their estimated Glomerular Filtration Rate (eGFR) is less than 60 ml/min/1.73m2

for ≥ 3 months are labelled as 1 otherwise 0.

(d) DR: individuals with no visible retinopathy were labeled as 0 and those with DR

grade R1 to R4 were labeled as 1. This classification is referred to as any DR vs

no DR.

(e) DPN: individuals are labeled as 1 if 10g monofilament test was reported to be

absent, or foot vibration reported to be abnormal (>25V Vibration Perception

Threshold (VPT)) or foot sensation reported to be abnormal at the time of diabetic

foot screening otherwise labeled as 0.

The clinical measurements and disease outcomes for the proCHI codes were provided

by a team of clinicians and researchers as a part of the collaboration (Section 1.1.1). The

descriptive characteristics of the dataset at baseline (first retinal image acquisition) are

provided in Table 3.3 and Table 3.4. These characteristics are mean, standard deviation,

range (minimum value & maximum value) and Interquartile Range (IQR), the difference

between 75th (Q3) and 25th (Q1) percentiles, IQR = Q3−Q1. These are provided for the

whole data, as well as for males and females to check for possible bias due to sex. The

“proportion” column in Table 3.4 shows the percentage of individuals representing the feature

in the respective sex category. The column labeled "p-value" in Table 3.3 was calculated using

the Welch Two Sample t-test in R to compare each continuous feature against the sex group,

whereas in Table 3.4, the "p-value" column was computed using Pearson’s Chi-squared test

with Yates continuity correction in R to compare each categorical feature against the sex

group. A p-value less than 0.05 indicates a statistically significant difference between the

mean values of male and female groups for continuous features or a significant association

between two variables for binary features.
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Table 3.3 Descriptive characteristics of continuous features in GoDARTS; M = Male; F =
Female; n = individuals used for feature

Feature (units) Sex n Mean (std) Range IQR p-value

Age (years)
Overall 8,570 66.11 (11.77) 17.98-96.45 58.8-74.71

0.0009Male 4,819 65.73 (11.4) 23.81-96.22 58.53-74.05
Female 3,751 66.59 (12.21) 17.98-96.45 59.09-75.38

DBP (mmHg)
Overall 6,047 76.0 (7.88) 48.0-108.5 70.5-81.0

3.67E-09Male 3,386 76.52 (7.99) 48.0-108.5 71.0-82.0
Female 2,661 75.33 (7.7) 51.0-106.0 70.0-80.0

SBP (mmHg)
Overall 6,656 138.9 (11.52) 93.5-208.0 132.5-144.5

0.0045Male 3,721 138.55 (11.53) 93.5-208.0 132.0-144.0
Female 2,934 139.35 (11.5) 98.0-198.5 133.0-145.0

BMI (Kg/m2)
Overall 6,562 31.15 (6.0) 15.2-59.1 27.0-34.3

< 2.2e-16Male 3,666 30.52 (5.34) 15.95-59.1 26.85-33.31
Female 2,895 31.96 (6.66) 15.2-57.7 27.25-35.7

GH (%)
Overall 6,214 7.52 (1.15) 6.08-12.8 6.7-8.1

0.1698Male 3,473 7.5 (1.12) 6.08-12.7 6.7-8.05
Female 2,740 7.54 (1.19) 6.08-12.8 6.69-8.1

HDL (mmol/L)
Overall 6,656 1.34 (0.35) 0.23-3.94 1.11-1.48

< 2.2e-16Male 3,721 1.27 (0.32) 0.23-3.55 1.06-1.38
Female 2,934 1.42 (0.37) 0.23-3.94 1.2-1.58

TC (mmol/L)
Overall 6,656 4.37 (0.85) 1.45-14.28 3.82-4.79

< 2.2e-16Male 3,721 4.25 (0.84) 1.45-14.28 3.7-4.68
Female 2,934 4.53 (0.84) 2.41-9.59 3.98-4.95

Trig (mmol/L)
Overall 3,471 2.31 (1.95) 0.31-44.61 1.28-2.71

0.0005Male 1,947 2.4 (2.27) 0.31-44.61 1.28-2.79
Female 1,524 2.18 (1.43) 0.32-14.51 1.28-2.63

3.3.2 Pre-processing

GoDARTS retinal images have significant variations in terms of image dimensions (Section

3.3.1), luminosity, color, focus, and in general, quality. To reduce the effect of these variations

in the DL training, the images were pre-processed. The block diagram describing the pre-

processing steps is shown in Figure 3.4. All pre-processing was done automatically using the

cv2 python package [198].
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Table 3.4 Descriptive characteristics of binary features in GoDARTS; M = Male; F = Female;
n = individuals used for feature.

Feature Sex n Proportion (%) p-value

sex_male
Overall 8,570 56.23

-Male 4,819 -
Female 3,751 -

MACE
Overall 6,656 25.48

0.04Male 3,721 26.47
Female 2,934 24.23

ACD
Overall 6,656 35.95

0.0003Male 3,721 37.87
Female 2,934 33.54

CKD
Overall 7,562 44.12

< 2.2e-16Male 4,118 60.93
Female 3,444 24.01

DR
Overall 7,601 59.57

0.283Male 4,271 59.03
Female 3,330 60.27

DPN
Overall 7,688 37.92

0.991Male 4,351 37.9
Female 3,337 37.94

A sample retinal image before and after pre-processing is shown in Figure 3.5. The

process is as follows. The original image is converted to a gray-level image using the opencv

[198] library function, cv2.cvtColor(), then to a binary image using cv2.threshold with a

threshold of value 10 (this value was chosen by trials). The bounding square circumscribing

the circular retinal region imaged is then computed to remove excess black regions. Next, a

circular visibility mask is fitted to the retinal region to eliminate artifacts (small protrusions)

appearing in some images. Finally, images are resized to 512×512 pixels, Contrast Limited

Adaptive Histogram Equalization (CLAHE) [199] applied on each color channel (R, G, B)

and intensities are normalized to [0,1].
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3.4 Conclusions

This chapter has presented two public datasets Methods to Evaluate Segmentation and In-

dexing Techniques in the field of Retinal Ophthalmology (MESSIDOR) and Indian Diabetic

Retinopathy Image Dataset (IDRID) and a clinical dataset GoDARTS. Retinal images in

MESSIDOR and IDRID were collected from diabetic individuals during routine clinical

examinations in France and India respectively. They both provide image-level labels for

DR grading. GoDARTS is a cohort study started in 1998 and it includes retinal images

obtained from the Scottish DRS program and linkage to Electronic Medical Record (EMR)

of recruited participants in Tayside, Scotland.

The main strengths of GoDARTS compared to MESSIDOR are more number of partic-

ipants, phenotypic and genotypic data, and linkage to EMR. GoDARTS is a rich clinical

database with longitudinal phenotypic data (bio-chemistry, prescribing, morbidity and de-

mography). It also includes multiple imaging modalities like retinal images, Computerized

Tomography (CT), Magnetic Resonance Imaging (MRI) which can be analyzed for disease

outcomes using DL.

For this thesis, a subset of GoDARTS bio-resources namely retinal images, demographic

features, clinical measurements related to Cardiovascular (CV) risk factors, and outcomes

related to systemic diseases were considered. There are a total of 102,455 retinal color fundus

images with 45°field of view from 8,594 individuals, obtained at multiple time points in

GoDARTS. The mean age of individuals based on the first retinal image available is 66.11 ±

11.77 years. Image pre-processing was applied to all the retinal images in the GoDARTS to

account for significant variation in the images during DL training, described in Chapter 5,

Chapter 6 and Chapter 7.

To identity the robust DL architecture that can be trained on retinal images of GoDARTS,

the MESSIDOR dataset was used for the generation of the synthetic dataset and fine-tuning

the hyper-parameters of DL models and IDRID was used as an independent dataset for

validation the DL models, described in Chapter 4.
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(a) Left eye (b) Right eye

(c) Left eye (d) Right eye

(e) Left eye (f) Right eye

Fig. 3.2 Sample IDRID fundus images [13].
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(a) I1 Left eye (b) I1 Right eye

(c) I2 Left eye (d) I2 Right eye

(e) I3 Left eye (f) I3 Right eye

(g) I4 Left eye (h) I4 Right eye

Fig. 3.3 Sample GoDARTS fundus images of left- and right-eyes of different individuals (I).
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Fig. 3.4 Block diagram for image pre-processing in GoDARTS.

(a) Original image (b) Pre-processed image

Fig. 3.5 Example of image pre-processing in GoDARTS.



Chapter 4

Identifying robust CNN architecture

4.1 Introduction

In this chapter, a framework is proposed for generating synthetic datasets parameterized by

difficulty level to test classifiers 1. The framework is demonstrated using the MESSIDOR

dataset to generate synthetic data, and the image pre-processing applied to MESSIDOR is

discussed. Several well-known CNN architectures are employed to identify the best DL

architecture using the synthetic dataset from MESSIODR, and the models are also validated

on an independent IDRID dataset to solve a 5-class classification problem.

4.1.1 Context and motivation

The general context is the validation of medical image analysis systems; see ([200], [201],

[202]). The motivation for this work is the cost of generating large, annotated datasets of

real clinical data to provide ground truth, or gold standard, for testing. The problem is

particularly acute for Deep Learning (DL) models containing millions of parameters to be

trained, requiring ever-growing training and testing sets.

1Syed, M. G., and Trucco, E. (2019). A framework to generate synthetic test image sets parameterized by
difficulty level. Medical Image Understanding and Analysis: 23rd Annual Conference, MIUA 2019 (invited
talk). This publication is based on the work presented in this chapter.
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Various approaches to this challenge exist. First, recruit and coordinate a cohort of spe-

cialist annotators [202]. This is extremely expensive, unfeasible in most cases, and inevitably

limited by the annotator’s speed [203]. Second, leverage small volumes of annotations to gen-

erate much larger ones [204]. Third, resort to transfer learning to deploy models pre-trained

in related domains. Second and third, both are time-consuming and also heavily dependent

on annotations and computational resources. Fourth, generate synthetic data, addressed here.

This chapter does not aim to compare and contrast the various approaches in the literature.

4.1.2 Generating synthetic medical images

Synthetic images provide an interesting alternative to annotations of real data. Provided

sufficient realism for the target task can be achieved, one can generate, in principle, arbitrarily

large volumes of fully characterized data, as opposed to annotating only specific properties

of real images like lesions or image labels. A classic example outside the medical domain is

the Kinekt module for human pose recognition, which was trained on one million synthetic

human poses generated from 8,000+ manually segmented body scans [205]. DL, especially

Generative Adversarial Network (GAN) architectures [206], have been used recently to push

the realism of synthetic medical images, including prostate lesions in MRI scans [207], CT

scans from MR ones [208], colonoscopy frames [209], and fundus retinal images [210, 211],

including with lesions [212, 213].

4.1.3 Parameterizing synthetic datasets by difficulty level

All approaches described in the above section have concentrated on achieving maximum

realism. However, systematic validation would benefit from structuring a synthetic dataset

by difficulty level given a specific task. This requires a quantitative characterization of

the difficulty of the target problem. This chapter proposes a protocol identifying a set of

parameters characterizing the data, together with their numerical ranges. Sampling the ranges

yields a multi-dimensional, discrete parameter space in which each point identifies a dataset
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with a well-defined difficulty level. The protocol creates synthetic images by augmenting

real images with patches (small regions) sampled from a dictionary of real lesion patches.

4.1.4 Fine-tuning and validation

The synthetic images were created using the retinal images from the MESSIDOR dataset,

refer to Section 3.2.1. Different DL architectures were trained on the controlled synthetic

images varying the values of model hyper-parameters. These models were validated using

10-fold cross-validation and performance was compared across the models referred to as

"cube experiment". As a sanity check, the fine-tuned DL architectures are validated on an

independent dataset, IDRID, refer Section 3.2.2.

4.2 Proposed framework for synthetic data generation

This section presents the protocol steps, explaining them with an example leading to a

low-dimensional parameter space that can be visualized.

1. Identify the target problem: here, to test a normal-abnormal classifier for fundus camera

color retinal images. The definition used was normal = as healthy and abnormal =

as containing lesions. In our example, three types of real lesions were considered:

Microaneurysms (MA), Hard Exudates (EX), and Hemorrhages (HE). We do not

model, at this stage, co-occurring lesions (i.e., their co-occurrence probabilities) nor

their position in the retinal images.

2. Identify the set of parameters characterizing difficulty and their ranges. Lesions

appear as small image regions (patches) with specific textural properties. In our low-

dimensional example, three parameters influencing the difficulty of the classification

problem were considered:

(a) the size of the patch (the smaller the more difficult to classify an image correctly

as abnormal), s;
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(b) the number of patches in an image (the smaller the more difficult), n;

(c) the contrast of the patch (transparency) with respect to the background (the lower

the more difficult; see Section 4.3 for details), α .

3. Define a discrete grid by sampling the parameter space. A number of points are

sampled on each axis, yielding a discrete grid in parameter space. The number of grid

points must compromise between feasibility, i.e. building and testing classifiers over

the whole grid in an acceptable time on the computational platform available, and

exhaustiveness, i.e. high sampling frequencies to achieve thick grids. Ranges must be

decided considering realistic values. In our example, in the interest of visualization, a

3×3×3 grid was used.

4. Generate synthetic images. For each point in parameter space, generate an image

set. The set is associated with a precise level of difficulty for the target problem. In

our example, a single point generates an image set defined by a specific triple, (s, n,

α). The real image samples were augmented from a dictionary of real lesion patches,

adapting them according to (s, n, α) values and blending them in a real image.

5. Run the classifier on the whole grid. For each point in parameter space, build and test a

classifier by cross-validation, dividing the (s, n, α)-th dataset as usual; save the values

of the performance criteria for that point. At the end, each point in the grid will be

associated with a characterization of performance; in our example, accuracy.

6. Analyze the results. The model performs well if the most difficult problems in the grid

are solved with acceptable values of the performance criteria. The grid allows one to

identify regions in parameter space generating hard problems, fully characterized, and

which model’s hyper-parameters must be improved.

4.3 Materials and methods

The retinal images from MESSIDOR (described in Section 3.2.1) were used for generating

synthetic data. 547 healthy images (0 Diabetic Retinopathy (DR) and has no lesions)
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were augmented using manually cropped lesion patches from images containing signs of

pathologies (DR graded 1,2,3) as described in detail in the following sections.

4.3.1 Pre-processing

The images from MESSIDOR have 3 different sizes in pixels and all images include black

corners around the circular retinal region captured. To eliminate the black corners, a circle

is fitted on the retinal region, and the largest square is inscribed with the circle computed.

Well-known functions (like measure, optimize) were used from skimage [214] and scipy

[215] libraries in python to fit the circle. The center and radius of the circle were used

to obtain the maximum square inscribed in the retina region by applying basic geometry

principles as shown in Figure 4.1, where C(x,y) is the center point of the circle and r is the

radius. The resulting images are resized to 256x256 pixels as commonly done when using

DL algorithms on images. A sample image summarizing the pre-processing steps is shown

in Figure 4.2.

Fig. 4.1 Measurements for maximum square inscribed in a circular retina.

4.3.2 Dictionary of lesion patches

From the 640 pre-processed retinal images graded DR 1 to 3, patches of 3 sizes were cropped

manually (9×9, 17×17, 25×25; target image size 256×256), to account for the different

extents of visible lesions. The patch size is designed to capture enough texture to characterize

a lesion in most cases. In total, the lesion dictionary contains 120 patches per size and per
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Fig. 4.2 Image pre-processing in MESSIDOR: (a) Original MESSIDOR image; (b) largest
inscribed square (retinal region considered); (c) image resized to 256×256.

lesion. Examples are shown in Figure 4.3. The lesions were cropped manually using GNU

Image Manipulation Program (GIMP), a free and open source image editor [216].

4.3.3 Parameter space

This example is restricted to a grid size of 3 values on each one of 3 axes (total 27 grid

points), allowing a compact explanation of the key points and feasible processing times:

each experiment (one grid point) took 165 minutes to train the VGG16_transfer_learning

parameters (see Section 4.4 for details) on an NVIDIA GeForce GTX GPU. 1,094 256×256

images for each point (one dataset) in parameter space were generated, of with 547 images are

healthy (normal) and 547 augmented with lesion patches (abnormal). The whole parameter

space in our low-dimensionality example contains 27 datasets, i.e. 27×1,094=29,538 images.

The three dimensions in our parametric space are as follows.

1. Dimension 1: size. The size range is sampled at three points: 9×9, 17×17, and

25×25. Briefly, the rationale is that microaneurysms are very small, motivating the

9×9 patches; the largest size (25×25) is approximately 10% of the linear image

dimension.

2. Dimension 2: number. Experiments indicated that augmenting images with 17, 33,

and 50 patches, considering the sampled values of the other parameters, led to a good

range of easy to difficult problems.
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Fig. 4.3 Sample patches for each lesion type, cropped from retinal images graded 1 to 3;
Rows (top to bottom): EX, HE, MA; Columns (left to right): patch dimensions - 9×9, 17×17,
25×25.

3. Dimension 3: transparency. Transparency models the sharpness of a lesion patch via

Equation (4.1), where i, j are pixel coordinates, I1 is the image to be augmented, I2

is the image with a lesion patch, I is the augmented image, and α (the transparency

level) varies in [0, 1].

I(i, j) = αI1(i, j)+(1−α)I2(i, j) (4.1)
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When α=0 (zero transparency), I is the same as I2 and the lesion patch is blended in with

maximum contrast. When α increases, the transparency increases, and the contrast patch-

background decreases, making detection more difficult. When α=1 (max transparency), I is

the same as I1 , and the lesion is invisible. Useful α values were identified at 0 (to include no

visibility), 0.4, and 0.7. The resulting patch I is blended in the original retinal images using

Pérez, Gagnet, and Blake’s Poisson-guided interpolation [217]. Figure 4.4 shows examples

of images from different points (datasets) in the grid.

4.3.4 Classifier

Convolutional Neural Network (CNN) was used as a classifier to demonstrate the framework.

The hyper-parameters, such as the number of layers, filters in each layer, weight initialization,

fully connected layers/nodes, learning rate, and optimization function, were tuned to improve

the classification performance. A modified version of the well-known CNN architectures

was used that were proven to perform exceptionally well and achieved state-of-the-art

performance when they first participated in the famous computer vision challenge, ImageNet

[85]. The CNNs include VGG16 [92], ResNet50 [93], InceptionV3 [218], DenseNet201 [94]

and EfficientNet-B2 [98] network.

Inspired by the work of Poplin et al. [23], the CNN model architectures were modified

specifically in the fully connected layers by replacing the Fully Connected (FC) layer with

a single sigmoid output node to fit our classification task (normal vs abnormal). The top

layers such as Convolutional (Conv), pooling, activation, batch normalization, and dropout

layers were used as they were proposed by the respective authors. A brief summary, as well

as comparisons of these architecture, are provided in Table 4.1. Input images are 256×256×3

(3 color channels). To expedite the training process and enable the CNN to learn features

such as edge enhancement in its initial layers, The standard practice in the deep learning

community was followed to utilize pre-trained weights from Imagenet, which were trained on

images of size 224×224×3 (similar to our images). These pre-trained weights were applied

to the convolution layers and trained the fully connected layer, which contained a single node
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(a) [25×25, 50, 0] (b) [25×25, 50, 0.4] (c) [25×25, 50, 0.7]

(d) [17×17, 50, 0] (e) [17×17, 50, 0.4] (f) [17×17, 50, 0.7]

(g) [9×9, 50, 0] (h) [9×9, 50, 0.4] (i) [9×9, 50, 0.7]

Fig. 4.4 Examples of augmented images from datasets at various points in parameter space,
with coordinates [patch size, number of patches, transparency].
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Table 4.1 Summary of modified CNN models.

Model Year Base unit Trainable parameters

VGG16 2014 Convolution 14,715,201
ResNet50 2015 Residual block 23,536,641
InceptionV3 2015 Inception module 21,770,401
DenseNet201 2017 Dense block 18,094,849
EfficientNet-B2 2019 Inverted residual block 7,702,403

[92]. A sigmoid layer is followed by the last single node in the fully connected layer. The

total number of trainable parameters in these modified CNNs are provided in Table 4.1.

The first experiment used the modified VGG16. The actual VGG16 has 13 Conv layers

and 3 fully connected layers; it has been shown to be a simple but powerful model for image

classification and detection tasks [92]. Subsequent experiments involved the other CNN

models mentioned above.

4.3.5 CNN Training

The Conv layers of all the models were initialized with pre-trained weights from ImageNet.

Following [86] and [92], a random uniform initialization was used for the non-pre-trained

weights. Each point in the parameter-space grid generates an independent dataset (and a

problem of well-characterized difficulty) of 1,094 images (half normal, half abnormal). A

10-fold cross-validation was applied on each point and this provides 984 random images

(90% of total images) for model development referred to as development set and 110 random

images (10% of total images) for testing, referred as test set in each fold and this is repeated

for all the 10-folds. The development set was further randomly partitioned to 90% as train

set and 10% as validation set.

The hyper-parameter tuning process resulted in the selection of the following parameters

for further experimentation: a batch size of 16 with retinal images as input and corresponding

normal/abnormal status as output label, binary cross-entropy as the loss function, Adam

optimization and Nesterov Accelerated Gradient momentum (Nadam) with an initial learning

rate of 0.001, reduced by a factor of 0.1 if the validation loss did not improve within 10
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consecutive epochs (minimum learning rate 10−5). All models were trained for 50 epochs as

the learning curves indicated that the model training quickly saturated due to the initialization

of the model parameters with pre-trained weights from ImageNet. Additionally, to avoid

overfitting, training was stopped if there was no improvement in the validation loss for 20

epochs, and the weights with the best validation performance were saved.

To illustrate the framework, only accuracy is used here, defined as the percentage of

correctly classified images to the total number of images. For each data point (dataset), the

mean accuracy of test set is recorded from the 10-fold cross-validation schedule. The training

specifications are summarized in Table 4.2.

Table 4.2 Summary of training specifications on MESSIDOR data.

Category Specification

Input and Output

Input Color fundus image
Input dimensions 256×256
Output Binary classification (Sigmoid activation)
Performance metric Mean test accuracy (10-fold CV)

Training

Weight Initialization ImageNet and random uniform
Epochs 50
Batch size 16
Loss function Binary cross-entropy
Optimizer Nadam
Learning rate 0.001 reduced by a factor of 0.1

Avoid overfitting

Early stopping on validation loss
Weights Best validation loss

All training was done on a single NVIDIA GeForce GTX GPU, using Python 3.6 for

code development and Keras 2.2.2 [219] with TensorFlow 1.9.0 as the back-end for training

and validating DL models.
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4.4 Results

The modified VGG16 version was trained in two steps. First, freezing the ImageNet pre-

trained parameters of the Conv modules and training only the parameters of the fully-

connected layers, referred to as VGG16_partially_trained. Next, training all network pa-

rameters by initializing the Conv module parameters with ImageNet pre-trained parameters,

referred to as VGG16_transfer_learning. Figures 4.5 and 4.6 visualize the parameter space

defining all datasets and color-code model accuracy at each point (VGG16_partially_trained

and VGG16_transfer_learning respectively). Difficulty levels are clearly organized in the

space; the most difficult problem (the fewest and smallest patches with high transparency) is

situated, as expected, opposite the easiest one (the most numerous and largest patches with

zero transparency).

Fig. 4.5 Visualization of the performance of VGG16_partially_trained in 3-D parameter
space, using color coding and two viewpoints for clarity (180°rotation around a vertical axis
through the center of the ground plane). The region of the parameter space challenging the
classifier is clearly visible.

The improvement in the performance is clearly visible in Figure 4.6 when compared

with Figure 4.5. hence a similar training strategy was followed with other CNN models, i.e.,

initializing the Conv layers parameters with ImageNet pre-trained parameters.
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Fig. 4.6 Visualization of the performance of VGG16_transfer_learning in 3-D parameter
space. Color coding and viewpoints as per the previous figure. The improvement with respect
to Figure 4.5 is immediately visible.

Figure 4.7 shows the performance visualization of all modified CNN models namely

VGG16, ResNet50, InceptionV3, DenseNet201 and EfficientNet-B2 in the 3D parameter

space. From Figure 4.7, it can be clearly seen that all the models perform very well in the

easiest classification problem (bottom right side of the cube) and struggle to learn the features

as the difficulty level gradually increases (top left side of the cube). In the overall comparison

among all the models, EfficientNet-B2 outperforms the other models.

Assuming the values sampled for each parameter are representative of real data, the grid

suggests which parameters most influence the difficulty of the task, for a given classifier.

This allows one to intervene specifically, e.g., change specific hyper-parameters, or design

annotations for real-data experiments.

4.5 Validating CNN models on IDRID

As a further check, all CNN models were trained as described in Section 4.3.4, on the real

images from the Indian Diabetic Retinopathy Image Dataset (IDRID) dataset. Here, the

task is a 5-class classification problem, where each class represents grades of DR, described
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(a) VGG16 (b) ResNet50

(c) InceptionV3 (d) DenseNet201

(e) EfficientNet-B2

Fig. 4.7 Comparative performance visualization of all modified CNNs in 3-D parameter
space.
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in Section 3.2.2. This required some changes to the CNN architectures, e.g., changing the

number of nodes from 1 to 5 in the output layer and the whole retinal image was considered

(no black corners eliminated) for training, validation, and testing. The pre-processing on

IDRID is described in the next section.

4.5.1 Pre-processing

The IDRID images have significant variations in terms of luminosity, color, focus, and

general quality. To reduce the effect of these variations on the DL training, the images were

pre-processed automatically using the cv2 [198] package of python.

The extraction of the circular retina is similar to what has been applied to Genetics of

Diabetes Audit and Research in Tayside Scotland (GoDARTS) images (Section 3.3.2). In

brief, a bounding rectangle was inscribed on the retina to crop the circular retina. Following

[220], the color image was converted into YCrCb color space and Contrast Limited Adaptive

Histogram Equalization (CLAHE) was applied in Y channel and the resultant image is

converted back to RGB color space. Finally, the images were resized to 256×256 and

the pixel intensities were normalized to [0,1]. Figure 4.8 shows a sample image with the

pre-processing.

4.5.2 CNN Training

IDRID consists of 413 retinal images as a training set and 103 retinal images as the testing

set, split from the total 516 images. DR grades were provided on a 5-point scale: 0-No

DR, 1-4 different stages of DR (Table 3.2), leading to a 5-class classification problem. The

training set was further randomly split to 80% as the train set (329 images) and 20% as the

validation set (84 images). Table 4.3 shows the details of the splits.

A similar protocol as used in the previous experiment (Section 4.3.5) was followed with

a few modifications, e.g., adapting the algorithm on a 5-class (not binary) classification

problem: hence the last single node output layer was replaced with 5 nodes. The sigmoid

and binary cross entropy were also replaced with softmax as activation and categorical cross
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(a) Original image (b) Cropped image

(c) CLAHE and resized

Fig. 4.8 Example of image pre-processing in IDRID.

entropy as loss function. The model was trained for 200 epochs with a batch size of 16.

Accuracy was considered as the performance metric to validate model performance on test

data. The rest of the protocol was the same as for the cube experiment. Key values are

summarized in Table 4.4.

4.5.3 Results

Five modified CNN models were trained to classify a 5-class DR grade from retinal im-

ages. The accuracy performance of these models on test data is shown in Table 4.5. The

EfficientNet-B2 model gave comparative best accuracy of 65.05% on the test data followed by

VGG16 with an accuracy of 62.14% and the remaining three CNN models gave an accuracy

less than or equal to 60%.
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Table 4.3 DR class distribution in the IDRID data splits.

DR grade
Count (proportion, %)

Train Validation Test

0 107 (32.52) 27 (32.14) 34 (33.01)
1 16 (4.86) 4 (4.76) 5 (4.85)
2 108 (32.83) 28 (33.33) 32 (31.07)
3 59 (17.93) 15 (17.86) 19 (18.45)
4 39 (11.85) 10 (11.9) 13 (12.62)

Total 329 84 103

Table 4.4 Summary of training specifications on IDRID data.

Category Specification

Input and Output

Input Color fundus image
Input dimensions 256×256
Output 5-class classification (Softmax activation)
Performance metric Test accuracy

Training

Weight Initialization ImageNet and random uniform
Epochs 200
Batch size 16
Loss function Categorical cross-entropy
Optimizer Nadam
Learning rate 0.001 reduced by a factor of 0.1

Avoid overfitting

Early stopping on validation loss
Weights Best validation loss

For comparison, the three top performers on DR classification in the IDRID leaderboard

[221, 13] are, at the time of experiments, programs by teams called LzyUNCC, VRT, and

Mammoth. They achieved accuracies of 74.76%, 59.22%, and 54.37%, respectively, in the

onsite challenge [13]. These teams used external retinal image datasets from the Kaggle DR

challenge [191] for pre-training their respective models. LzyUNCC and VRT pooled the

results from 5 and 10 different models respectively to obtain the final prediction. The input
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image sizes used were 896×896, 640×640, 512×512 for LzyUNCC, VRT and Mammoth

respectively. Therefore it was concluded that the solution provided here is competitive given

the state-of-the-art on images from the IDRID challenge.

Model Test Accuracy (%)

VGG16 62.14
ResNet50 46.6
InceptionV3 60.19
DenseNet201 56.31
EfficientNet-B2 65.05

Table 4.5 Performance of modified CNNs on IDRID test data.

Recent literature [222, 164, 94, 93, 223, 90] and EfficientNet authors from their exper-

iments show that the DL network accuracy improves with scaling up any of the network

dimensions (width, depth, or resolution) but the accuracy gain reduces for bigger DL models.

In brief, depth is a network parameter for scaling the network depth to go deeper; width

is again a network parameter for scaling the network width to capture more fine-grained

features; the resolution is the input image parameter for image width and height to capture

fine-grained patterns. The superior performance of EfficientNet-B2 [98] compared to other

DL architectures might be due to their new compound model scaling approach in the dimen-

sions of depth, width, and resolution, where all the dimensions are uniformly scaled using

compound coefficients as described in [98].

4.6 Discussions

This chapter has presented a framework for generating synthetic datasets organized systemat-

ically in multi-dimensional parameter space by levels of difficulty for a target problem. The

main aim was to support the process of tuning parameters and hyper-parameters of a medical

image analysis classifier to achieve a robust model.

The focus of this work was not the generation of realistic retinal images containing lesions,

as e.g. is in [212, 213]. Instead, the focus was on defining a parameter space providing a
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quantitative characterization of difficulty. Synthetic images were built by augmenting images

of real, healthy retinas with patches containing lesions, sampled from a dictionary of patches

cropped from images of real, diseased retinas. More realistic models of difficulty should

arguably consider the position and co-occurrence of lesions in populations of real patients.

A simple 3-D (27 grid points in all) was chosen to enable visualization of the parameter

space. More complete models of difficulty (more parameters) will be higher-dimensional

preventing visualization, but the systematic organization of the datasets based on a quantita-

tive definition of difficulty will not be affected. While the dimension of the parameter space

depends on the representation of difficulty for a target problem and image domain, the size

of the grid (number of points, related to the sampling frequencies along each axis) depends

ultimately on the computational resources available vis-à-vis the number of parameters to

train.

To use multiple performance criteria, one would replace the information at each point

in parameter space, now a single number (accuracy), with a vector of numbers (values of

multiple criteria). The spatial ordering of points by difficulty would then require an ordering

over a discrete vector field.

The initial experiments of solving the binary classification task of normal vs abnormal

retinal fundus images in the proposed 3-D cube started with a 2-layered CNN architecture,

which was extensively tuned for its hyper-parameters. However, this CNN showed excellent

performance only for the easy problem (the bottom layer of the cube) and failed to perform

at the medium-difficulty problem. As a result, in the rest of our work, we used existing

state-of-the-art CNN architectures such as VGG16, ResNet50, InceptionV3, DenseNet201,

and EfficientNet-B2, which were known to perform well in the ImageNet challenge.

4.7 Conclusions

This experiment was done to identify an optimal DL algorithm under certain conditions,

not because the real data was unaccessable. There was some delay in obtaining access

to real retinal images from GoDARTS as linked patient data needed moving to a secured
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Safe Haven (SH) environment of the Health Informatics Center (HIC). This secured SH

environment required a brand new setup of GPU resources to carry out computationally

heavy DL algorithms. Meanwhile, open-source retinal image data was used from Methods

to Evaluate Segmentation and Indexing Techniques in the field of Retinal Ophthalmology

(MESSIDOR) for our initial experiments.

A low-dimensionality example (the "cube experiment") was provided to illustrate the

framework, within the evaluation of a few CNN models to classify normal vs. abnormal

retinal fundus camera images. The proposed framework is general and has applications

beyond retinal image analysis.

The comparative performance evaluation of multiple CNN models tried in the cube

experiment indicates that EfficientNet-B2 [98] provides better performance than other models.

These results were validated with independent real images in a 5-class problem of the IDRID

challenge dataset.

The EfficientNet-B2 architecture has been therefore adopted in the subsequent work

reported in this thesis, including classification and regression tasks with real retinal image

data from GoDARTS. In Chapter 5, The retinal images were investigated for predicting

demographic and clinical features using EfficientNet-B2 and Chapter 6 presents the results

of predicting Cardiovascular (CV) risk scores and its associations with Cardiovascular

Disease (CVD) from retinal images using EfficientNet-B2.



Chapter 5

Predicting demographic and clinical

features

5.1 About this chapter

The Genetics of Diabetes Audit and Research in Tayside Scotland (GoDARTS) bio-resources,

described in Section 3.3, were used to train the Deep Learning (DL) models for predicting

demographic features, clinical measurements, and disease outcomes from the retinal images
1 2 3. EfficientNet-B2, the best-performing model from the cube experiment, refer to Chapter

4, was used for training and testing. All the available retinal images in GoDARTS were

used for training and testing the model for predicting demographic features. For clinical

measurements and disease outcomes, the retinal images at baseline (first retina available

1Syed, M. G., Wang, H., Trucco, E., Huang, Y., Mordi, I., and Doney, A. Biological Vascular Age from
Retinal Photographs Predicts All-Cause Death and Cardiovascular Events: a GoDARTS study. This manuscript
is currently being prepared for submission to a journal and is based on the research described in Section 5.2 and
5.3.

2Soca, A., Syed, M. G., Trucco, E., Harvey, J., and Doney, A. Prediction of dementia outcome from retinal
and genomic data in the GoDARTS cohort. This manuscript was accepted at AD/PD 2023, International
Conference on Alzheimer’s and Parkinson’s Diseases and related neurological disorders and is currently being
prepared for submission to the conference and is based on the research described in Section 5.2 and 5.3.

3Huang, Y., Syed, M. G., et al., Genomic Determinants of Biological Age Estimated By Deep Learning
Applied to Retinal Images. This manuscript is currently being prepared for submission to a journal and is based
on the research described in Section 5.2 and 5.3.
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date) were used. This chapter describes the materials, methods, and results of the DL model

for the prediction of demographic and clinical features.

5.2 Demographic features

This section describes the prediction of demographic features (age and sex) from retinal

images in GoDARTS using the Convolutional Neural Network (CNN). All the 102,455

retinal images available in GoDARTS were used for this experiment.

5.2.1 Materials

Dataset

As mentioned in Section 3.3.1, there are 102,455 retinal images in total from 8,594 individuals

obtained at multiple time points. The date of birth and sex information for 24 individuals

were not available, so these individuals were excluded, resulting in 102,082 images from

8,570 individuals. The descriptive characteristics for age and sex in the whole GoDARTS at

baseline (at first retinal image) are provided in Table 3.3 and Table 3.4 of Section 3.3.1. The

descriptive characteristics for the data split (more details in Section 5.2.2) are shown in Table

5.1 and Table 5.2 shows the data distribution in different age sub-groups.

Outcome variables: age and sex

The sex information is directly extracted from the demography database in GoDARTS bio-

resources. The age at retinal imaging is computed using the date of birth and date of retinal

imaging information. Refer to Section 3.3.1 for more details on feature extraction.

5.2.2 Methods

Image pre-processing

The image pre-processing steps applied on the GoDARTS retinal images are described in

Section 3.3.2.
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Table 5.1 Dataset characteristics of whole cohort and data splits used for predicting demo-
graphic features.

Overall Train Validation Test

Participants 8,570 5,999 849 1,722
Images 102,082 71,434 9,954 20,694
Right eye
Images (%)

50,719 (49.68) 35,476 (49.66) 4,954 (49.77) 10,289 (49.72)

Sex - Count (proportion in %)

Male 4,819 (56.23) 3,398 (56.64) 471 (55.48) 950 (55.17)
Female 3,751 (43.77) 2,601 (43.36) 378 (44.52) 772 (44.83)

Age at imaging (in years) – Mean (std, IQR)

All 66.11 (11.77, 58.8-
74.71)

66.09 (11.71,
58.76-74.68)

66.67 (11.65,
59.58-75.04)

65.89 (12.0, 58.51-
74.71)

Male 65.73 (11.4, 58.53-
74.05)

65.62 (11.37,
58.33-74.04)

67.14 (11.0, 60.61-
75.08)

65.42 (11.65,
58.14-73.72)

Female 66.59 (12.21,
59.09-75.38)

66.7 (12.13, 59.42-
75.44)

66.07 (12.39,
57.73-75.02)

66.48 (12.4, 58.95-
75.4)

Deep learning architecture and training

The EfficientNet-B2 DL model, which was the top-performing model in the cube experiment

(as described in Chapter 4) was utilized. To achieve optimal performance based on the

compound scaling mechanism, an input image size of 260x260 were used, as recommended

by the authors [98]. Two separate models were trained, one for predicting age at retinal

imaging and the other for predicting sex. The fully connected layer of EfficientNet-B2 was

replaced with a global average pooling layer, followed by a single output node with linear

activation for age prediction and sigmoid activation for sex prediction. The two models had a

total of approximately 7.7 million trainable parameters each.

The training procedures for both models were similar in terms of the number of epochs,

batch size, weight initialization, image augmentation, and measures to prevent overfitting.

The pre-trained weights from ImageNet were used to initialize the model, and the dataset

was split randomly into 70% for training, 10% for validation, and 20% for testing. The

characteristics of the dataset at baseline for all splits are provided in Table 5.1. During the
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Table 5.2 Data distribution for age subgroups in the whole cohort and data splits. In paren-
thesis, the value includes the proportion of data in the respective column.

Age
group

Overall Train Validation Test

# of
individ-
uals

# of Im-
ages

# of
individ-
uals

# of Im-
ages

# of
individ-
uals

# of Im-
ages

# of
individ-
uals

# of Im-
ages

0-10 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)

10-20 1
(0.01%)

6
(0.01%)

1
(0.02%)

6
(0.01%)

0 (0%) 0 (0%) 0 (0%) 0 (0%)

20-30 27
(0.32%)

180
(0.18%)

14
(0.23%)

95
(0.13%)

6
(0.71%)

31
(0.31%)

7
(0.41%)

54
(0.26%)

30-40 180
(2.1%)

1,411
(1.38%)

120
(2.0%)

938
(1.31%)

13
(1.53%)

111
(1.12%)

47
(2.73%)

362
(1.75%)

40-50 641
(7.48%)

5,892
(5.77%)

454
(7.57%)

4,134
(5.79%)

52
(6.12%)

433
(4.35%)

135
(7.84%)

1,325
(6.4%)

50-60 1,562
(18.23%)

16,312
(15.98%)

1,108
(18.47%)

11,579
(16.21%)

148
(17.43%)

1,598
(16.05%)

306
(17.77%)

3,135
(15.15%)

60-70 2,623
(30.61%)

31,932
(31.28%)

1,848
(30.81%)

22,724
(31.81%)

259
(30.51%)

2,911
(29.24%)

516
(29.97%)

6,297
(30.43%)

70-80 2,630
(30.69%)

33,251
(32.57%)

1,808
(30.14%)

22,755
(31.85%)

278
(32.74%)

3,573
(35.9%)

544
(31.59%)

6,923
(33.45%)

80-90 858
(10.01%)

12,313
(12.06%)

613
(10.22%)

8,704
(12.18%)

86
(10.13%)

1,199
(12.05%)

159
(9.23%)

2,410
(11.65%)

90-100 48
(0.56%)

785
(0.77%)

33
(0.55%)

499
(0.7%)

7
(0.82%)

98
(0.98%)

8
(0.46%)

188
(0.91%)

data split, care was taken to ensure that retinal images of the same individual were not present

in different splits to avoid information leaks during training. The model was fine-tuned by

training all the parameters for a total of 50 epochs with a batch size of 32, using retinal

images as input and corresponding age at imaging and sex as output labels. Simple image

augmentation methods, such as horizontal flip and rotation, were randomly applied to each

image during training.
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The DL models for age and sex prediction used mean squared error loss and binary

cross-entropy loss, respectively. Adam optimization and Nesterov Accelerated Gradient

momentum were applied with an initial learning rate of 0.001, which was reduced by a factor

of 0.1 if the validation loss did not improve within 5 consecutive epochs, with a minimum

learning rate of 10−5. To avoid overfitting, training was stopped if there was no improvement

in the validation loss for 20 epochs. The weights leading to the best validation performance

were saved. A summary of the training specifications can be found in Table 5.3, and the

performance evaluation metrics are described in Section 5.2.2, Evaluation metrics.

Table 5.3 Summary of training specifications for predicting age and sex using all retinal
images in GoDARTS.

Category Specification

Input and Output

DL architecture EfficientNet-B2
Input Color fundus image
Input dimensions 260 x 260
Output
for age Linear activation
for sex Sigmoid activation
Performance metric
for age Mean Absolute Error (MAE), R2

for sex Area Under Receiver Operating Characteristic (ROC) Curve (AUC),
accuracy, sensitivity and specificity

Training

Weight Initialization ImageNet and random uniform
Epochs 50
Batch size 32
Loss function
for age Mean suqared error
for sex Binary cross-entropy
Optimizer Nadam
Learning rate 0.001 reduced by a factor of 0.1

Avoid overfitting

Early stopping on validation loss
Weights Best validation loss
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The experiments were conducted on the NVIDIA TITAN Xp GPU provided by the Safe

Haven (SH) environment offered by Health Informatics Center (HIC) services, adhering to

the guidelines of the University of Dundee, UK [25]. The DL model was developed using

Python 3.6 and Keras 2.2.2 [219], with TensorFlow 1.9.0 as the backend for training and

testing.

Evaluation metrics

In light of recent publications on deep learning research related to retinal biomarkers [23,

158, 155, 162], the MAE (Equation (5.1)), and the coefficient of determination (R2, Equation

(5.2)), were used as the evaluation metric for age prediction as it is a real number. The best

possible metric values are 0 for MAE and 1 for R2. Ideally, R2 value ranges from 0 to 1 but

it can sometimes give negative values if the model’s performance is worse than the mean

prediction. Below, yi is the true value, and ŷi is the predicted value of the ith sample; ȳ is the

mean of true values.

MAE = (
1
n
)

n

∑
i=1

|yi − ŷi| (5.1)

R2 = 1− ∑
n
i=1 (yi − ŷi)

2

∑
n
i=1 (yi − ȳ)2 (5.2)

For sex prediction accuracy, sensitivity, specificity and AUC were computed as evaluation

metrics. These metrics are computed using the predicted probability scores from the model

and actual labels. The definitions for accuracy, sensitivity, and specificity are given in

Equation 5.3, 5.4, and 5.5 respectively. Their components are defined in Table 5.4.

Accuracy =
T P+T N

T P+T N +FP+FN
(5.3)
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Table 5.4 Confusion matrix terminology.

Actual

Positive Negative

Predicted
Positive True Positive (TP) False Positive (FP)
Negative False Negative (FN) True Negative (TN)

Sensitivity(or)T PR =
T P

T P+FN
(5.4)

Speci f icity(or)T NR =
T N

T N +FP
(5.5)

The ROC is a plot of the True Positive Rate (TPR) against the False Positive Rate (FPR)

(or 1-True Negative Rate (TNR)), generally, obtained by varying the threshold on the

predicted probability scores. The AUC is the measure of the classifier’s ability to distinguish

between the classes. Its value ranges from 0 to 1, with 1 corresponding to a classifier able

to perfectly distinguish between positive and negative classes correctly, and 0 to a classifier

predicting all positives as negatives and vice versa. The AUC value of 0.5 indicates that the

classifier predicts at random.

Statistical significance

Deep learning algorithms do not generate statistical significance directly. Therefore, non-

parametric bootstrap sampling was employed to estimate the statistical significance of the

model’s performance on the test data. 2,000 randomly sampled with replacements were

used from the test data, with each sample size being the same as that of the test data. The

performance metrics were then calculated for each bootstrap sample. The 95% confidence

interval was determined from the distributions of the performance metrics as the range

between the 2.5 and 97.5 percentile points, following the approach used in [23].
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Activation visualization

The technique of Gradient-based Class Activation Mapping (Grad-CAM) [99] was employed

to visually identify the regions in input images that contain important information for the

classifier. Grad-CAM achieves this by using the gradient of the loss function with respect

to the feature maps in intermediate layers (such as convolutional layers) as weights. These

weighted feature maps in the layers of interest are then averaged and upscaled to the original

input size to visualize the critical regions.

The last convolutional layer of EfficientNet-B2 was selected for applying Grad-CAM.

The feature maps in this layer have spatial dimensions of 9×9×1048, where 1048 represents

the number of channels. The feature maps were weighted using the gradient of the loss

function and rescaled to the input image dimensions (260×260) to generate heatmaps, as

shown in Figure 5.2. However, the substantial upscaling may introduce errors such as

masking out important regions or creating false positives.

5.2.3 Results

A total of 71,434 retinal images were used for training, 9,954 images for validation, and

20,694 for testing. Two separate models were trained, validated, and tested for predicting

age and sex.

Age prediction using deep learning

The performance results on complete test data for age predictions are shown in Table 5.5.

The model achieved MAE of 3.951 (95% CI 3.908, 3.995) years and R2 of 0.809 (0.804,

0.814) on the complete test data. MAE for all the left eye retinal image predictions in the

test data is 3.91 (3.849, 3.969) years and R2 is 0.813 (0.806, 0.82). For all the right eye

predictions in the test data, MAE is 3.944 (3.933, 4.054) years and R2 is 0.804 (0.797, 0.812).

From Table 5.5, the model performance appears to be consistent while predicting age using

the left retina and right retina. Figure 5.1 shows a scatter plot for predicted age and actual

age in the whole test data, only left eye images and only right eye images in the test data.
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Table 5.5 Model’s performance for predicting age on complete test data. 95% CI values are
computed using bootstrap samples.

Category # of Images MAE (95% CI) years R2 (95% CI)

Complete test data 20,694 3.951 (3.908, 3.995) 0.809 (0.804, 0.814)
Only left eye in test data 10,405 3.91 (3.849, 3.969) 0.813 (0.806, 0.82)

Only right eye in test data 10,289 3.944 (3.933, 4.054) 0.804 (0.797, 0.812)

(a) Complete test data (b) Only left eyes in test data (c) Only right eyes in test data

Fig. 5.1 Scatter plot for actual age at imaging and predicted age at imaging in the complete
test data and its subset.

The MAE for age sub-groups with an interval of 10 years in the test data is shown in

Table 5.6. The MAE is 3.5 years in the age group of 60-80 years (13,220 images) and the

MAE is slightly more (∼4 years) in the age group from 30-60 years (4,822 images). The

MAE increases in the older age group, >90 years, arguably because of the decreasing number

of people in the groups and similar to the youngest groups (20-30). The age sub-group wise

performance considering only the left eye retina or only the right eye retina in the test data is

provided in the Appendix A, Table A.1 and A.2.

Heatmaps were generated using Grad-CAM for all retinal images in the test data from

the age prediction model. The resulting Grad-CAM heatmaps, which indicate the important

features in the input image for making the age prediction, were analyzed. Figure 5.2 shows

two sample retinal images with their corresponding Grad-CAM heatmaps. Each sample

heatmap shows the original image to the left and Grad-CAM heatmap superimposed on

the original image on the right. The visual inspection across several Grad-CAM heatmaps
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Table 5.6 Age sub-group-wise model performance with mean actual age, mean predicted age,
MAE, and its 95% CI for the age sub-groups with an interval of 10 years on the complete
test data.

Age group # of Images Mean actual age Mean predicted age MAE (95% CI)

0-10 0 - - -
10-20 0 - - -
20-30 54 27.457 32.899 5.567 (4.741, 6.372)
30-40 362 36.638 40.372 4.455 (4.03, 4.883)
40-50 1,325 45.883 48.984 4.367 (4.168, 4.572)
50-60 3,135 55.679 58.567 4.152 (4.037, 4.268)
60-70 6,297 65.158 66.224 3.566 (3.494, 3.639)
70-80 6,923 74.801 73.652 3.576 (3.511, 3.638)
80-90 2,410 83.317 78.897 5.048 (4.903, 5.194)

90-100 188 92.432 83.575 8.867 (8.364, 9.375)

indicates that Optic Disc (OD) and macula are the most important features for predicting age

at imaging in all age groups; additionally, the retinal vasculature is also important in younger

and middle-age groups.

(a) Male individual, actual age 59.58, pre-
dicted age 62.7

(b) Female individual, actual age 75.1, pre-
dicted age 74.99

Fig. 5.2 Sample grad-CAM heatmaps from model trained for age prediction.

Sex prediction using deep learning

The performance results on complete test data for sex predictions are shown in Table 5.7.

The model achieved AUC of 0.899 (0.895, 0.903), the accuracy of 0.811 (0.806, 0.817), the

sensitivity of 0.886 (0.88, 0.891), and specificity of 0.717 (0.708, 0.727) on the complete
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test data. For all the left eye retinal image predictions in the test data AUC of 0.897 (0.891,

0.903), the accuracy of 0.811 (0.803, 0.819), the sensitivity of 0.886 (0.878, 0.894) and

specificity of 0.716 (0.703, 0.73) were achieved. For all the right eye predictions in the

test data, AUC of 0.902 (0.896, 0.908), the accuracy of 0.811 (0.804, 0.819), the sensitivity

of 0.885 (0.877, 0.894) and specificity of 0.717 (0.704, 0.731) was achieved. The model

performance appears to be consistent for sex prediction using images from only the left-eye

retina and only the right-eye retina.

Table 5.7 Model’s performance for predicting sex using all test data images. 95% CI values
are computed using bootstrap samples.

Category # of Images AUC (95% CI) Accuracy (95% CI) Sensitivity (95% CI) Specificity (95% CI)

Complete test data 20,694 0.899 (0.895, 0.903) 0.811 (0.806, 0.817) 0.886 (0.88, 0.891) 0.717 (0.708, 0.727)
Only left eyes in the test data 10,405 0.897 (0.891, 0.903) 0.811 (0.803, 0.819) 0.886 (0.878, 0.894) 0.716 (0.703, 0.73)

Only right eyes in the test data 10,289 0.902 (0.896, 0.908) 0.811 (0.804, 0.819) 0.885 (0.877, 0.894) 0.717 (0.704, 0.731)

The Grad-CAM method was used to generate activation heatmaps for all the input

retinal images in the test dataset for predicting sex. Figure 5.3 displays two sample retinal

images accompanied by their corresponding Grad-CAM heatmaps, highlighting the important

regions in the input image for determining sex. From the visual inspection across several

Grad-CAM heatmaps, it appears that OD and the region around the macula are the important

features for the sex prediction.

(a) Actual sex female, predicted sex female (b) Actual sex male, predicted sex male

Fig. 5.3 Sample grad-CAM heatmaps from model trained for predicting sex (correct
predictions).
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Grad-CAM heatmap consistency

Interestingly, it was noticed from the Grad-CAM heatmaps that in the majority of male

predictions by the DL model, the OD region is activated; whereas for the majority of female

predictions the temporal vascular arcade region is activated. A systematic analysis was

performed to check the consistency of the heatmap activations in both the male and female

predictions made by the model.

In this analysis, the non-normalized heatmaps were considered for all the correct predic-

tions (actual label and predicted label both are the same) in the test data. Non-normalized

heatmaps provide a comparison between raw values, hence a direct one.

In fundus images approximately centered on the macula, or halfway between the macula

and the OD, as in GoDARTS, the OD region appears on the left side for left-eye images

and on the right side for right-eye ones. The positional difference of OD in both eyes can

be clearly seen in Figure 3.1. In the interest of a consistent comparison, all the Grad-CAM

heatmaps are grouped based on right/left eye and male/female resulting in four categories.

Table 5.8 summarizes the number of images that fall under these four categories.

Pixel-wise means and standard deviations are computed for all the heatmaps in the

respective categories and shown in Figure 5.4 and 5.5. The difference is that Figure 5.4

shows the heatmaps using a common color range and Figure 5.5 shows the heatmaps using

individual color ranges for the categories, to see activation levels which are not clearly visible

using the global range.

Table 5.8 Number of images in sub-groups.

Category Images count

Male right eye 5,083
Male left eye 5,147
Female right eye 3,263
Female left eye 3,291
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Observations from heatmap analysis

From 5.4 with a common color bar, the mean heatmap shows that OD is highly activated

for correct predictions with male images, but not for the correct predictions with female

images. From 5.5 with individual color bars, the mean heatmap shows that the temporal

vascular arcade region is more activated than the OD region for correct predictions with

female images.

5.3 Retinal predicted age and chronological age

5.3.1 Introduction

The progression of biological aging can vary from person to person. Biological age (also

referred to as physiological age) may be a better indicator than chronological age for suscep-

tibility to long-term degenerative diseases, particularly vascular ones like coronary artery

disease, stroke, and vascular death [224]. To estimate biological age, the retina is a candidate

source of biomarkers, as is the brain [225, 226]. Recent DL investigations [23, 158, 155, 162]

have reported successful chronological age predictions using retinal fundus camera images.

This section presents our investigation on how the difference between chronological

age and retinal vascular age predicted by DL associates with Major Adverse Cardiovas-

cular Event (MACE) and All Cause Death (ACD) of Type 2 Diabetes (T2D) population

in GoDARTS. Note that the age prediction analysis in Section 5.2 was using all the avail-

able retinal images in GoDARTS, whereas this section is focused on T2D population in

GoDARTS.

5.3.2 Materials

Individuals considered are with type 2 diabetes above 30 years of age at the time of their

first available retinal photograph from GoDARTS and excluded those who had a previous

hospitalization history for Myocardial Infraction (MI) or stroke, identified using International

Classification of Diseases (ICD)-10 codes I21-I23 and I60-I63. This resulted in a dataset
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0 50 100 150 200 250 300

(a) Male left eyes mean (5,147) (b) Male left eyes std (5,147)

(c) Male right eyes mean (5,083) (d) Male right eyes std (5,083)

(e) Female left eyes mean (3,291) (f) Female left eyes std (3,291)

(g) Female right eyes mean (3,263) (h) Female right eyes std (3,263)

Fig. 5.4 Pixel wise mean and standard deviation heatmaps with a common color bar.



5.3 Retinal predicted age and chronological age | 80

(a) Male left eyes mean (5,147) (b) Male left eyes std (5,147)

(c) Male right eyes mean (5,083) (d) Male right eyes std (5,083)

(e) Female left eyes mean (3,291) (f) Female left eyes std (3,291)

(g) Female right eyes mean (3,263) (h) Female right eyes std (3,263)

Fig. 5.5 Pixel wise mean and standard deviation heatmaps with individual color
bars.
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of 81,260 retinal images obtained at multiple time points over a span of 12 years, from

6,646 individuals (males = 3,717, females = 2,929). The descriptive characteristics for the

data splits are shown in Table 5.9. Table 5.10 shows the data distribution in different age

sub-groups.

Table 5.9 Dataset characteristics of whole cohort and data split in T2D participants.

Overall Train Validation Test

Participants 6,646 4,652 664 1,330
Images 81,260 56,944 8,191 16,125
Right eye
Images (%)

40,390 (49.7) 28,298 (49.69) 4,077 (49.77) 8,015 (49.71)

Sex - Count (proportion in %)

Male 3,717 (55.93) 2,610 (56.1) 361 (54.37) 746 (56.09)
Female 2,929 (44.07) 2,042 (43.9) 303 (45.63) 584 (43.91)

Age at imaging (in years) – Mean (std, IQR)

All 66.92 (11.06,
59.82-75.06)

66.81 (11.02,
59.76-74.98)

67.62 (11.17,
60.65-76.01)

66.93 (11.15,
59.58-75.06)

Male 66.62 (10.68,
59.67-74.54)

66.52 (10.57,
59.71-74.26)

67.72 (10.82,
60.35-76.51)

66.43 (10.97,
59.19-74.55)

Female 67.29 (11.53,
60.07-75.56)

67.18 (11.57,
59.91-75.51)

67.51 (11.6, 61.38-
75.66)

67.56 (11.35, 60.3-
75.96)

Outcome variables: age at imaging, MACE and ACD

The procedures for obtaining chronological age (also referred to as actual age or age at

imaging), outcomes for MACE and ACD of the individuals are described in Section 3.3.1.

5.3.3 Methods (survival analysis)

Image pre-processing and data split

The retinal images used have 30 different sizes in pixels, four of which form the vast majority

(96%) of the data: 2336×3504 pixels (53,266 images, 65%), 2304×3456 (21,099 images,

26%), 1696×2544 (2,245 images, 2.7%) and 2178×3267 (1,893 images, 2.3%). Smaller
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Table 5.10 Data distribution for age subgroups in the whole cohort and data splits of T2D
individuals. In parenthesis, the value includes the proportion of data in the respective column.

Age
group

Overall Train Validation Test

# of
individ-
uals

# of Im-
ages

# of
individ-
uals

# of Im-
ages

# of
individ-
uals

# of Im-
ages

# of
individ-
uals

# of Im-
ages

0-10 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)

10-20 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)

20-30 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)

30-40 91
(1.37%)

521
(0.64%)

63
(1.35%)

344
(0.6%)

7
(1.05%)

48
(0.59%)

21
(1.58%)

129
(0.8%)

40-50 431
(6.49%)

3,970
(4.89%)

305
(6.56%)

2,792
(4.9%)

44
(6.63%)

364
(4.44%)

82
(6.17%)

814
(5.05%)

50-60 1,171
(17.62%)

12,011
(14.78%)

828
(17.8%)

8,467
(14.87%)

101
(15.21%)

1,105
(13.49%)

242
(18.2%)

2,439
(15.13%)

60-70 2,087
(31.4%)

25,730
(31.66%)

1,473
(31.66%)

18,173
(31.91%)

207
(31.17%)

2,565
(31.31%)

407
(30.6%)

4,992
(30.96%)

70-80 2,140
(32.2%)

27,678
(34.06%)

1,497
(32.18%)

19,545
(34.32%)

214
(32.23%)

2,750
(33.57%)

429
(32.26%)

5,383
(33.38%)

80-90 685
(10.31%)

10,665
(13.12%)

456
(9.8%)

7,108
(12.48%)

87
(13.1%)

1,305
(15.93%)

142
(10.68%)

2,252
(13.97%)

90-100 41
(0.62%)

685
(0.84%)

30
(0.64%)

515
(0.9%)

4
(0.6%)

54
(0.66%)

7
(0.53%)

116
(0.72%)

sizes account for only 4% of the images. The image pre-processing steps applied on these

retinal images are described in Section 3.3.2.

Deep learning architecture and training

The deep learning architecture and training strategy followed is described in Section 5.2.2.

The dataset was randomly partitioned into three subsets: 70% for training, 10% for validation,

and 20% for testing. The dataset characteristics at baseline in all the splits were provided in

Table 5.9. The training specifications are summarized in Table 5.11.
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Table 5.11 Summary of training specifications for predicting age using all retinal images in
T2D individuals of GoDARTS.

Category Specification

Input and Output

DL architecture EfficientNet-B2
Input Color fundus image
Input dimensions 260×260
Output Linear activation
Performance metric MAE, R2

Training

Weight Initialization ImageNet and random uniform
Epochs 50
Batch size 32
Loss function Mean squared error
Optimizer Nadam
Learning rate 0.001 reduced by a factor of 0.1

Avoid overfitting

Early stopping on validation loss
Weights Best validation loss

Activation visualization

The Grad-CAM [99] method is applied to the last convolutional layer of the trained DL

model for visualizing the heatmaps. More details are available in Section 5.2.2.

Evaluation metrics

The evaluation metrics, MAE and R2 are defined in Section 5.2.2, Evaluation metrics.

Predicted age difference

The Predicted Age Difference (PAD) is defined as the difference between the age predicted

by the DL model from the retinal image and the chronological age of an individual on the

date of the image captured. Following [227], we refer to a positive retinal PAD as ‘older’ than
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chronological age and to a negative retinal PAD as ‘younger’ than chronological age retina.

The estimated PAD was further used for survival analysis with ACD event and MACE.

Rate of change of PAD

The follow-up time considered was 5 years and the individuals whose retinal image is not

available within the follow-up period were excluded from the analysis. Predicted Age Last

First Difference (PALFD) (τ) is defined as the difference between the predicted age at the

last available retinal image (in the follow-up period) and the predicted age from the first

available retinal image (baseline). The PALFD rate (τrate) (Equation (5.6)) is defined as the

change in predicted age from the last and first available retinal image during the follow-up

window divided by the duration (in years) between the last and first date of retinal image

acquisition.

τrate =
Predicted age from last available image−Predicted age from first available image

Duration between last and first image capture dates

(5.6)

The interpretation of the τrate (Equation (5.6)) is that if the value is >1 then the age is

progressing faster than Chronological Rate (CR), =1 then the age is progressing in the CR,

<1 then the age is progressing slower than CR. The τrate was used in the survival analysis to

find the association with mortality event.

τrate =


> 1, the age progression faster than CR

= 1, the age progression as per CR

< 1, the age progression slower than CR

Survival analysis

As the mortality (ACD) event and MACE are associated to each individual rather than a left

or right eye retinal image, All the individuals with both left and right eye retina available
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at baseline in the test data were considered. To find the association between the PAD score

and right censored ACD event and MACE, the Kaplan-Meier (KM) estimator was used on

the upper and lower tertiles of the computed PAD score from the test data. To quantify the

association further, Cox proportional hazard (Coxph) regression analysis with adjustment

for age at retinal imaging and sex, and Pooled Cohort Equations (PCE) Atherosclerotic

Cardiovascular Disease (ASCVD) risk score [30] was performed.

Recently, Raghu et al. [228] have shown that a 5-year increase in biological age predicted

from chest radiograph images using DL indicates a higher risk of all-cause mortality than a

5-year increase in chronological age. Therefore, following [228], a similar procedure to find

the association of retinal predicted age with mortality event and MACE were investigated in

GoDARTS. KM curves were computed in retinal predicted age groups (<60, 60-69, 70-79,

80+) and Coxph regression were used.

To find the association between the retinal τrate and right censored mortality, the KM

estimator was used on the upper and lower tertiles of the computed τrate from the test data.

Coxph regression was used to quantify the association with mortality events by adjusting for

predicted age at the first retinal image and sex.

Survival analysis was carried out using R (3.2.5) with the ‘survival’ package and

‘survminer’ package (for the plots) in the SH environment provided by HIC services [25].

5.3.4 Results

The mean age of retinal imaging at baseline (earliest image available) was 66.92±11.06

years and the individuals were aged between 30.5 and 100 years. For this experiment, a

total of 56,944 retinal images were used for training, 8,191 images for validation to avoid

overfitting and 16,125 images for testing.

Age prediction using deep learning

For training, validation, and testing an EfficientNet-B2 model, GoDARTS retinal images

of the left and right eyes captured at multiple time points were used. Table 5.12 shows the

model’s performance on the age predictions from all the retinal images in the test data as well
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as in its data subsets, which include left and right eye retinal images at baseline (first image

available), only left eye images at baseline, only right eye images at baseline and average of

predictions from left and right eye images at baseline. Gerrits et al. [162] was followed to

compute the average of predictions from left and right eye images at baseline to represent

individual-level prediction and these were used for survival analysis (Section 5.3.4, Early

Mortality and MACE in older retina group).

Table 5.12 Model’s performance for predicting age in T2D individuals. 95% CI values are
computed using bootstrap samples.

Category # Images MAE (95% CI) years R2 (95% CI)

Complete test data 16,125 4.088 (4.037, 4.135) 0.77 (0.764, 0.776)
Baseline images - test data
(left and right eye)

2,632 3.973 (3.862, 4.09) 0.795 (0.78, 0.808)

Only left eye images in test
at baseline

1,316 4.094 (3.921, 4.267) 0.783 (0.76, 0.802)

Only right eye images in
test at baseline

1,316 3.855 (3.698, 4.012) 0.805 (0.785, 0.823)

Average of left and right
eye predictions from base-
line images - test data

1,316 in-
dividuals

3.692 (3.543, 3.844) 0.823 (0.806, 0.839)

The model achieved MAE of 4.088 (95% CI 4.037, 4.135) years and R2 of 0.77 (0.764,

0.776) on the complete test data. MAE for the baseline images in test data by considering

one left eye and one right image per individual is 3.973 (3.862, 4.09) years and R2 is 0.795

(0.78, 0.808). Only left eye images in test data at baseline give MAE of 4.094 (3.921, 4.267)

years and R2 of 0.783 (0.76, 0.802). Only right eye images in test data at baseline give MAE

of 3.855 (3.698, 4.012) years and R2 of 0.805 (0.785, 0.823). The performance with the

average of the individual’s left and right eye age prediction at baseline in test data is MAE

of 3.692 (3.543, 3.844) years and R2 of 0.823 (0.806, 0.839). Figure 5.6 shows a scatter

plot for predicted age and actual age in the whole test data and its subsets. The R2 for male

and female individuals in all these categories of the test dataset shows almost consistent

performance.
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(a) Complete test data (b) Left & right eye at BL (c) Only left eyes at BL

(d) Only right eyes at BL
(e) Average of left & right
eyes at BL

Fig. 5.6 Scatter plots for actual age at imaging and predicted age at imaging in the
whole test data and its subset in T2D individuals. BL = baseline.

The MAE for age sub-groups with an interval of 10 years in the whole test data is shown

in Table 5.13. The MAE is 3.5 years in the age group of 70-80 years (5,383 images), 3.8

years in the age group of 60-70 (4,992 images). The MAE is a little higher in the younger

age groups between 30-50 years and older age groups >90 years and this might be because of

the lesser number of individuals in these age groups. The age sub-group wise performance

considering for other subset categories of test data as shown in Table 5.12 are provided in the

Appendix A, Table A.3, A.4, A.5 and A.6.

The age sub-group wise performance trend i.e. MAE is lower in the groups with more

images (60-80 years) and higher in the groups with fewer images (<50 years and >90 years),
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in T2D individuals from Table 5.13 appear to be similar to that of the test performance using

all the retinal images in GoDARTS which is shown in Table 5.6.

Table 5.13 Age sub-group-wise model performance with mean actual age, mean predicted
age, MAE, and its 95% CI for the age sub-groups with an interval of 10 years on the complete
test data of T2D individuals.

Age group # Images Mean actual age Mean predicted age MAE (95% CI)

0-10 0 - - -
10-20 0 - - -
20-30 0 - - -
30-40 129 36.904 43.270 6.374 (5.781, 7.04)
40-50 814 46.177 51.380 5.515 (5.24, 5.811)
50-60 2,439 55.835 59.577 4.707 (4.563, 4.858)
60-70 4,992 65.186 66.838 3.81 (3.729, 3.894)
70-80 5,383 74.842 74.131 3.468 (3.396, 3.537)
80-90 2,252 83.372 79.541 4.62 (4.487, 4.748)
90-100 116 92.379 83.377 9.0 (8.376, 9.661)

Activation heatmaps were generated for all the input retinal images in the test data for

predicting age in individuals with type 2 diabetes (T2D) using Grad-CAM. Figure 5.7 shows

four sample retinal images for two individuals (left eye and right eye). The visual inspection

across several Grad-CAM heatmaps indicates that OD and macula are the most important

features for predicting age at imaging in all age groups; additionally, the retinal vasculature

is also important in younger and middle-age groups. These observations results are similar

to the model performance using all the retinal images in GoDARTS, refer Section 5.2.3.

More Grad-CAM heatmaps including both left and right eye images of three individuals are

provided in Appendix A, Figure A.1.

Early Mortality and MACE in older retina group

There are 466 mortality events and 305 MACE in the test population of 1,316 individuals

used for the survival analysis. KM curves for mortality and MACE are shown in Figure

5.8, computed for the upper and lower tertiles based on the retinal PAD score computed

from individual-level prediction at baseline. The time in years from the date of imaging

(DoI) to the event is considered as the time variable for both mortality event and MACE. For
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(a) I1 left eye, actual age 72.25, predicted
age 73.39

(b) I1 right eye, actual age 72.25, predicted
age 72.0

(c) I2 left eye, actual age 62.51, predicted
age 63.66

(d) I2 right eye, actual age 62.51, predicted
age 66.27

Fig. 5.7 Sample grad-CAM heatmaps of two individuals from a model trained for
age prediction in T2D individuals. I1 = Individual 1, I2 = Individual 2.

KM curves the time considered was until 10 years from the DoI for the event as shown in

the x-axis. The KM curves are adjusted for actual age at retinal imaging to account for the

PAD score as the individuals were included in the study at different ages. The KM curves

show that the individuals in the upper tertile PAD (high PAD) group are significantly more

associated with early mortality than those in the lower tertile PAD (low PAD) group. The

range of PAD in the upper and lower tertile group are (2.41 to 16.12 years) and (-13.78 to

-1.49 years) respectively. Similarly for MACE, the individuals in the high PAD group are

significantly more associated to develop MACE than those in the low PAD group. KM curves

plotted using only left-eye predictions and only right-eye predictions also show significant

survival rates in low and high PAD groups similar to that of individual-level predictions.

These plots are provided in the Appendix A, Table A.2 and A.3.
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(a) KM curves for mortality

(b) KM curves for MACE

Fig. 5.8 KM curves of right-censored survival data for upper (high PAD) and lower
(low PAD) tertiles of retinal PAD groups computed from the average of the left eye
and right eye image predictions for age.



5.3 Retinal predicted age and chronological age | 91

The relationship between mortality event/MACE and retinal PAD was tested using Coxph

regression analysis (coxph R function) adjusted for age at imaging, and sex. A 1-year increase

in retinal PAD score increases the risk of mortality by 5.9% (hazard ratio (HR) = 1.0597,

95% CI = 1.034 – 1.085, P = 1.62e-06). Individuals in the high PAD group have a higher

risk of mortality than those in the low PAD by 79% (HR = 1.798, 95% CI = 1.385 – 2.335,

P = 1.04e-05). The risk of developing MACE increases by 5.8% (HR = 1.0587, 95% CI =

1.028 - 1.089, P = 1.06e-4) with a 1-year increase in retinal PAD score and the individuals in

the high PAD group are in high risk of developing MACE than the low PAD group by 73%

(HR = 1.732, 95% CI = 1.258 – 2.386, P = 7.59e-4).

Coxph regression model was also adjusted for ASCVD risk score [30] alone as it con-

siders age, sex, systolic and diastolic blood pressure, total and high-density lipoprotein

cholesterol, diabetes history, and smoking status in calculating the risk score. The associa-

tions for mortality event and MACE with PAD score still remain significant. Coxph results

adjusted for ASCVD risk score alone are, a 1-year increase in retinal PAD score increases

the risk of mortality by 3.3% (hazard ratio (HR) = 1.033, 95% CI = 1.01 – 1.058, P = 0.0043).

Individuals in the high PAD group have a higher risk of mortality than those in the low PAD

by 46% (HR = 1.46, 95% CI = 1.126 – 1.894, P = 0.0043). The risk of developing MACE

increases by 4% (HR = 1.04, 95% CI = 1.011 - 1.069, P = 0.006) with a 1-year increase in

retinal PAD score and the individuals in the high PAD group are in high risk of developing

MACE than the low PAD group by 50% (HR = 1.50, 95% CI = 1.086 – 2.059, P = 0.013).

The Coxph regression results with only left-eye predictions and only right-eye predictions

are provided in the Appendix A, Table A.7 and A.8 and they show significant results similar

to individual-level predictions.

Predicted age for MACE and mortality

KM curves for mortality and MACE are shown in Figure 5.9, computed, for four age groups

in years (<60, 60-69, 70-79, 80+) based on the predicted age computed from individual-

level prediction at baseline. Time from the date for imaging (DoI) to the event in years

is considered as the time variable for both mortality events and MACE. For KM curves
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the time considered was until 10 years from the date of imaging for the event as shown in

the x-axis. The KM curves show that the individuals in higher age groups are significantly

more associated with early mortality events or MACE than those in the lower age groups.

KM curves plotted using only left-eye predictions and only right-eye predictions also show

significant associations in all four age groups similar to that of individual-level predictions.

These plots are provided in the Appendix A, Figure A.4 and A.5.

From coxph regression, a 1-year increase in retinal predicted age is associated with higher

mortality than the 1-year increase in the chronological age (retinal predicted age (HR = 1.112,

95% CI = 1.098 – 1.126, p= <2e-16) and chronological age (HR = 1.095, 95% CI = 1.083 –

1.106, p= <2e-16)). For MACE, a 1-year increase in retinal predicted age has a higher risk of

developing MACE than 1-year increase in the chronological age (retinal predicted age (HR =

1.102, 95% CI = 1.085 – 1.118, p= <2e-16) and chronological age (HR = 1.086, 95% CI =

1.072 – 1.099, p= <2e-16)). The results are robust after adjusting for sex and are provided in

the Appendix A, Table A.9 along with only left eye predictions and only right eye predictions

as they show significant results like individual-level predictions.

Rate of change of PAD

A follow-up period of 5 years was considered to compute τrate. The individuals who do not

have at least one follow-up visit after the baseline or if they died before the last available

retinal image were excluded. After applying the exclusion criteria, 326 mortality events from

1,172 individuals were obtained in the test dataset. The predicted age for the last available

retinal image in the follow-up period was computed using the DL model.

KM curves for mortality event are shown in Figure 5.10, computed, for the upper and

lower tertiles groups based on the retinal τrate computed from the individual-level prediction

in the 5-year follow-up period. The time in years from the last available retinal date of

imaging (DoI) in the follow-up period to the mortality event is considered as the time

variable. For KM curves the time considered was until 5 years from the last date of imaging

for the event(x-axis). KM estimates were adjusted for the predicted age at the first available

image. The KM curves show that the individuals in the upper tertile τrate group (high τrate)
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(a) KM curves for mortality

(b) KM curves for MACE

Fig. 5.9 KM curves of right-censored survival data for groups of predicted age
computed from the average of the left eye and right eye image predictions for age.
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are significantly more associated with early mortality than those in the lower tertile τrate

group (low τrate). The median value of τrate in the upper and lower tertile group are 1.61 and

0.25 respectively. KM curves plotted using only left-eye predictions show significant survival

rates in the high and low tertile τrate groups similar to that of individual-level predictions.

KM curves using only right-eye predictions do not show significant survival rates. These

plots are provided in Appendix A, Figure A.6 and A.7.

Fig. 5.10 KM curves for mortality from right censored survival data for upper (high
τrate) and lower (low τrate) tertiles of τrate groups computed from the average of
the left eye and right eye image predictions for age at last and first available retinal
images. τrate = PALFD rate.

The Coxph regression analysis adjusted for predicted age at first available retinal image

and sex indicates that individuals in the high τrate group have a higher risk of mortality than

those in the low τrate group by 57% (HR = 1.575, 95% CI = 1.196 – 2.074, P = 0.0011).

Details of coxph results using only left eye and only right eye predictions are provided in

the Appendix A, Table A.10. Only left-eye predictions show significant results similar to

individual-level predictions but no significant results were observed using only right-eye

predictions.
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5.4 Clinical measurements

This section describes materials and results for predicting continuous clinical measurements

that act as risk factors for Cardiovascular (CV) related diseases. We investigated whether

the retina can predict various known CV risk factors, namely Systolic Blood Pressure (SBP),

Diastolic Blood Pressure (DBP), High-Density Lipoprotein (HDL), Total Cholesterol (TC),

Glycated Haemoglobin (GH), Body Mass Index (BMI) and Tryglicerides (Trig) using deep

learning.

5.4.1 Materials

A subset of baseline (earliest available) retinal images were selected from individuals in

GoDARTS who had no prior history of hospital admissions due to MI or stroke, using ICD-

10 codes I21-I23 and I60-I63. The dataset consisted of a total of 13,964 retinal images from

6,656 individuals, including both left- and right-eye images. In some cases, multiple images

were available for the same individual from the same imaging session for quality assessment

purposes. The distribution of images in the whole cohort and data splits is presented in Table

5.14.

Table 5.14 Retinal Image distribution of whole cohort and data splits for predicting continuous
clinical measurements.

Overall Train Validation Test

Participants 6,656 4,659 665 1,332
Images 13,964 9,786 1,392 2,786

Right eye Images (%) 6,928 (49.61) 4,852 (49.58) 690 (49.57) 1,386 (49.75)

Outcome variables

The outcome variables considered in this experiment are continuous measurements of quan-

tities regarded as the risk factors for CV diseases [23, 158, 162]. These features are SBP,

DBP, HDL, TC, GH, BMI and Trig. Their values are computed as the median values over

the 3 years of available measurements from the baseline imaging date as described in Section
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3.3.1. The dataset characteristics for the whole data as well as data splits are shown in Table

5.15.
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5.4.2 Methods

Image pre-processing and data split

The 13,964 retinal images used have 14 different sizes in pixel, three of which form the vast

majority (98.8%) of the data: 2336×3504 pixels (12,936 images, 92.6%), 2304×3456 (560

images, 4%), 1696×2544 (310 images, 2.2%). Smaller sizes account for only 1.2% of the

images. The image pre-processing steps applied on these retinal images are described in

Section 3.3.2.

Deep learning architecture and training

The deep learning architecture and training strategy followed is described in Section 5.2.2.

The dataset was randomly partitioned into three subsets: 70% for training, 10% for validation,

and 20% for testing. The dataset characteristics at baseline in all the splits were provided in

Table 5.15. The training specifications are summarized in Table 5.16.

Evaluation metrics

As the output labels are continuous features MAE and R2 were used as the evaluation metrics.

These are defined in Section 5.2.2.

5.4.3 Results

A total of 9,786 retinal images were utilized for training, 1,392 images for validation, and

2,786 images for testing. All the models were trained independently for the prediction of

continuous clinical features.

Model performance for predicting continuous clinical features

The performance results on complete test data for predicting continuous clinical features

are shown in Table 5.17. The model achieved MAE of 5.88 (95% CI 5.71, 6.07) and R2

of 0.14 (0.1, 0.17) for the prediction of DBP on the complete test dataset. For the other
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Table 5.16 Summary of training specifications for predicting continuous clinical features
using retinal images.

Category Specification

Input and Output

DL architecture EfficientNet-B2
Input Color fundus image
Input dimensions 260×260
Output Linear activation
Performance metric MAE, R2

Training

Weight Initialization ImageNet and random uniform
Epochs 50
Batch size 32
Loss function Mean Squared Error (MSE)
Optimizer Nadam
Learning rate 0.001 reduced by a factor of 0.1

Avoid overfitting

Early stopping on validation loss
Weights Best validation loss

clinical feature, the R2 values are approximately equal to zero specifying that there is no

information available in the retina for the corresponding feature predictions using this dataset.

Figure 5.11 displays scatter plots illustrating the predicted and actual labels for all continuous

features in the test data. The green line represents the diagonal line between the x- and y-axis.

Figure 5.11a shows a positive correlation between the predicted and actual values of DBP,

indicating that the DL model could extract some information or signal from the fundus image

to predict DBP. However, for the remaining clinical features, there is no observed correlation

between the predicted and actual values, suggesting that the DL model was unable to extract

information for predicting these features. Moreover, the scatter plots highlight that the DL

model merely learns the mean value of the clinical feature it is trained on, as the scatter plots

mainly concentrate on the mean value of the feature provided in Table 5.15.
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Table 5.17 Model’s performance for predicting continuous clinical features. Bootstrap
samples are utilized to estimate the 95% confidence interval (CI) values.

Feature No. of Images MAE (95% CI) R2 (95% CI)

DBP 2,555 5.88(5.71,6.07) 0.14(0.1,0.17)
SBP 2,786 9.28(8.97,9.59) -0.07(-0.1,-0.05)
BMI 2,754 4.39(4.24,4.53) 0.04(0.01,0.07)
GH 2,590 0.87(0.84,0.9) 0.05(0.02,0.09)

HDL 2,786 0.25(0.25,0.26) -0.01(-0.04,0.01)
TC 2,786 0.62(0.6,0.64) 0.02(0.01,0.04)
Trig 1,444 1.02(0.96,1.09) -0.0(-0.02,0.02)

5.5 Disease outcomes

Here the retinas were investigated for predicting the binary disease outcomes within 12

years from the date of retinal imaging using deep learning in the GoDARTS diabetic cohort.

The disease events considered are macrovascular complications (MACE), microvascular

complications (Chronic Kidney Disease (CKD), Diabetic Peripheral Neuropathy (DPN),

Diabetic Retinopathy (DR)) and ACD. This section describes the materials and results for

predicting disease outcomes, represented by binary labels ( disease 1, no disease 0), from

retinal images.

5.5.1 Materials

For the classification of MACE and ACD events, the retinal images described in 5.4.1 were

considered. For the classification of microvascular complications (CKD, DPN, DR), a total

of 17,139 retinal images were used which were obtained from 8,222 individuals and it

includes both left- and right-eye retinal images. The image distribution of the whole data and

the data splits used for microvascular complications is shown in Table 5.18.

Outcome variables

The outcome variables in this experiment are categorical and binary. The extraction of these

features (MACE, ACD, CKD, DPN and DR) from the GoDARTS bio-resources is described
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(a) DBP (b) SBP (c) BMI

(d) GH (e) HDL (f) TC

(g) Trig

Fig. 5.11 Scatter plot for actual and predicted labels of clinical measurements in the
whole test data. The green line is a diagonal line.

Table 5.18 Retinal Image distribution of whole cohort and data splits for predicting microvas-
cular complications.

Overall Train Validation Test

Participants 8,222 5,755 822 1,645
Images 17,139 11,988 1,718 3,433

Right eye Images (%) 8,499 (49.6%) 5,944 (49.6%) 850 (49.5%) 1,705 (49.67%)

in Section 3.3.1. The dataset characteristics for the whole data as well as data splits are

shown in Table 5.19.
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Table 5.19 Baseline characteristics of Disease outcomes in GoDARTS; n = individuals used
for the feature. prop. = proportion.

Feature sex
Overall Train Validation Test

n events count (% prop.) n events count (% prop.) n events count (% prop.) n events count (% prop.)

MACE
All 6,656 1,696 (25.48) 4,659 1,186 (24.46) 665 166 (24.96) 1,332 344 (25.83)

Male 3,721 985 (26.47) 2,610 677 (25.94) 349 93 (26.65) 762 215 (28.22)
Female 2,934 711 (24.23) 2,049 509 (24.84) 316 73 (24.84) 569 129 (22.67)

ACD
All 6,656 2,393 (35.95) 4,659 1,653 (35.48) 665 239 (35.94) 1,332 501 (37.61)

Male 3,721 1,409 (37.87) 2,610 976 (37.39) 349 127 (36.39) 762 306 (40.16)
Female 2,934 984 (33.54) 2,049 677 (33.04) 316 112 (35.44) 569 195 (34.27)

DR
All 7,601 4,528 (40.43) 5,323 3,141 (40.99) 768 463 (39.71) 1,510 924 (38.81)

Male 4,271 2,521 (40.97) 3,007 1,753 (41.7) 434 261 (39.86) 830 507 (38.92)
Female 3,330 2,007 (39.73) 2,316 1,388 (40.07) 334 202 (39.52) 680 417 (38.68)

CKD
All 7,562 3,336 (44.12) 5,273 2,328 (44.15) 765 348 (45.49) 1,524 660 (43.31)

Male 4,118 2,509 (39.07) 2,883 1,754 (39.16) 418 265 (36.6) 817 490 (40.02)
Female 3,444 827 (24.01) 2,390 574 (24.02) 347 83 (23.92) 707 170 (24.05)

DPN
All 7,688 2,915 (37.92) 5,389 2,035 (37.76) 770 270 (35.06) 1,529 610 (39.9)

Male 4,351 1,649 (37.9) 3,066 1,162 (37.9) 434 140 (32.26) 851 347 (40.78)
Female 3,337 1,266 (37.94) 2,323 873 (37.58) 336 130 (38.69) 678 263 (38.79)

5.5.2 Methods

Image pre-processing and data split

The image pre-processing steps applied on these retinal images are described in Section

3.3.2.

Deep learning architecture and training

The deep learning architecture and training strategy followed is described in Section 5.2.2.

The dataset was randomly partitioned into three subsets: 70% for training, 10% for validation,

and 20% for testing. The dataset characteristics at baseline in all the splits were provided in

Table 5.19. The training specifications are summarized in Table 5.20.

Evaluation metrics

As the output labels are binary features AUC, accuracy, sensitivity and specificity were used

as the evaluation metrics which are defined in Section 5.2.2, Evaluation metrics.

5.5.3 Results

Five models were trained, validated and tested individually for predicting the binary disease

outcomes, MACE, ACD, DR, CKD and DPN.
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Table 5.20 Summary of training specifications for predicting disease outcomes using retinal
images.

Category Specification

Input and Output

DL architecture EfficientNet-B2
Input Color fundus image
Input dimensions 260×260
Output Sigmoid activation
Performance metric AUC, accuracy, sensitivity

and specificity

Training

Weight Initialization ImageNet and random uniform
Epochs 50
Batch size 32
Loss function binary cross-entropy
Optimizer Nadam
Learning rate 0.001 reduced by a factor of 0.1

Avoid overfitting

Early stopping on validation loss
Weights Best validation loss

Prediction of MACE

The results for predicting MACE are shown in Table 5.21. The model achieved AUC of

0.642 (95% CI0.619, 0.665), accuracy of 0.738 (0.722, 0.754), sensitivity of 0.065 (0.048,

0.084) and specificity of 0.973 (0.965, 0.98) on the complete test data.

Prediction of ACD

The results for predicting ACD are shown in Table 5.21. The model achieved AUC of

0.741 (0.722, 0.759), accuracy of 0.7 (0.682, 0.718), sensitivity of 0.543 (0.513, 0.573) and

specificity of 0.794 (0.775, 0.813) on the complete test data.
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Table 5.21 Model’s performance for predicting disease outcomes. 95% CI values are com-
puted using bootstrap samples.

Feature # images AUC (95% CI) Accuracy (95% CI) Sensitivity (95% CI) Specificity (95% CI)

MACE 2,786 0.642 (0.619, 0.665) 0.738 (0.722, 0.754) 0.065 (0.048, 0.084) 0.973 (0.965, 0.98)
ACD 2,786 0.741 (0.722, 0.759) 0.7 (0.682, 0.718) 0.543 (0.513, 0.573) 0.794 (0.775, 0.813)
DR 3,143 0.633 (0.614, 0.653) 0.624 (0.607, 0.641) 0.885 (0.87, 0.899) 0.211 (0.187, 0.233)

CKD 3,177 0.711 (0.693, 0.728) 0.657 (0.641, 0.674) 0.578 (0.551, 0.605) 0.718 (0.698, 0.738)
DPN 3,195 0.57 (0.55, 0.591) 0.601 (0.584, 0.618) 0.009 (0.005, 0.015) 0.997 (0.994, 0.999)

Prediction of microvascular disease outcomes

The results for predicting DR, CKD and DPN are shown in Table 5.21. For CKD prediction,

the model achieved AUC of 0.711 (0.693, 0.728), accuracy of 0.657 (0.641, 0.674), sensitivity

of 0.578 (0.551, 0.605) and specificity of 0.718 (0.698, 0.738) on the complete test data. For

DR and DPN, the AUC is 0.633 and 0.57 respectively. The detailed performance results are

provided in Table 5.21

5.6 Discussions

Recent research indicates that retinal images, which are located at the back of the eye, are

crucial for vision, highly vascularized, and can offer valuable insights into overall vascular

health and biological age. This is particularly relevant for diabetic individuals, who are

at greater risk of age-related complications due to metabolic dysfunction associated with

diabetes. Retinal images provide a window for detecting early signs of aging and predicting

age-related illnesses, allowing for early intervention and prevention. The use of deep

learning to predict age and sex from fundus images has significant clinical implications in

ophthalmology, enabling ophthalmologists to identify patients who are at a higher risk of

developing certain eye diseases and facilitating early detection and diagnosis. Consequently,

retinal images are an increasingly important tool for evaluating overall health and age-related

changes in the body.

As outlined in Section 3.3.2, the retinal images in the GoDARTS dataset underwent

preprocessing by fitting a circle to the retinal region, which removed surface artifacts.
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Although this resulted in the clipping of a small portion of the outer surface of the retina

and potential loss of retinal information, the central area of the fundus image contains the

most critical information, rendering this loss negligible. The clipping process was essential

to eliminate artifacts that could lead to bias during deep learning (DL) training.

The deep learning model was trained on retinal images of 8,570 individuals from the

GoDARTS dataset, using 70% of the images for training, 10% for validation, and 20% for

testing. The model achieved a mean absolute error (MAE) of 3.951 years and an R2 of 0.81

for age prediction, and an area under the curve (AUC) of 0.9 for sex prediction on the test

dataset. These results are comparable to other studies in the literature using larger retinal

image datasets. Poplin et al. [23] achieved a MAE of 3.26 years and R2 of 0.81 for age

prediction, and an AUC of 0.97 for sex prediction using UK Biobank’s retinal data from

48,101 individuals for training and 12,026 individuals for testing. Kim et al. [155] achieved a

MAE of 3.55 years and R2 of 0.75 for age prediction, and an AUC of 0.97 for sex prediction

in individuals with diabetes using fundus images from 155,449 individuals for training and

testing a DL model. Rim et al. [158] reported a MAE of 4.5 years and R2 of 0.51 for age

prediction, and an AUC of 0.8 for sex prediction in the UK Biobank used as an external test

dataset, using retinal images from 72,890 individuals for training and testing DL models. It

should be noted that the mean age of individuals in the GoDARTS dataset (66.11 ± 11.77

years) is higher than the relevant studies in the literature, such as Poplin et al. [23] (56.9 ±

8.2 years), Kim et al. [155] (46.64 ± 15.83), and Rim et al. [158] (53.0 ± 7.67). In another

experiment reported in Section 5.3.4, it was observed that the performance improved for age

prediction at the individual level (average of left- and right-eye predictions) compared to

single-eye predictions. The reason for this improvement is unknown and further investigation

is required.

Based on the findings presented in Table 5.6 and Table 5.13, it appears that the DL model

tends to overestimate the age of younger individuals (below 60 years) and underestimate the

age of older individuals (above 80 years). This may be due to the saturation of aging changes

in the retinal fundus image in older individuals, while aging changes may occur more rapidly

in younger individuals. Furthermore, the imbalanced distribution of data in different age
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groups may have impacted the training of the DL model in extreme age groups, resulting in

this pattern as a potential artifact of the DL model itself, which has been reported by other

studies with similar cohorts [155, 229]. Additional research and consultation with domain

experts are required to explore this further.

Zhu et al. [170] demonstrated a significant correlation between PAD and mortality from

non-cardiovascular and non-cancer causes using retinal images from UK Biobank. Similarly,

Section 5.3.4 of this thesis found stronger associations between MACE and ACD. A major

advantage of the current study is that the retinal images were acquired in actual clinical

settings as part of a diabetic screening program, rather than being derived from study-level

data like UK Biobank.

The results presented in Section 5.4.3 indicate a moderate R2 value for predicting DBP

using retinal images, but not for SBP and other cardiovascular (CV) risk factors. Comparable

studies in the literature [23, 158, 155, 162] have also reported the potential of retinal data in

predicting SBP, DBP, BMI, and lipid profiles to some extent. However, it should be noted

that most of these studies have primarily focused on relatively younger age groups with a

mean age of around 45-55 years, while our study includes individuals with a mean age of

66 years. Therefore, further investigation is required to better understand the potential of

retinal data in predicting CV risk factors in our age group. Future analyses could benefit

from information on medications used by patients for treating hypertension or lipid profiles.

The DL model using Grad-CAM heatmap algorithm identified the optic disc (OD) and

macula as the most significant features for predicting age from fundus images. With age,

the size of the optic disc can increase, and the shape of its border can become irregular

[230]. Similarly, the macula is a small, highly sensitive area in the center of the retina that

is responsible for sharp, detailed vision. The macula can undergo changes that result in

decreased visual acuity and color perception as a result of aging [230]. Therefore, it makes

sense that the deep learning model identified the OD and macula as the most significant

features for predicting age from fundus images. Expert opinions are further needed to assess

the reasoning.
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This study has yielded interesting results, but it is not without limitations. One limitation

is that all retinal images from the GoDARTS cohort have a Field of View (FoV) of 45 degrees,

which may affect the generalizability of the results to retinal images with different FoV.

Second, the volume of retinal image data used in this study (8,570 individuals) is relatively

small compared to the UK Biobank and EyePACS datasets used in other studies (297,360

individuals) [23]. Additionally, there were many missing values for Trig compared to other

CV risk factors available for this study. Lastly, these experiments were only conducted on an

elderly diabetic cohort in Scotland, and further validation of the experiments is necessary

in other health conditions, including existing disease conditions, medications, various age

groups, different geographical backgrounds, and ethnicities.

5.7 Conclusions

In this chapter, we presented our investigation results on predicting demographic and clinical

features from only fundus images using the EfficientNet-B2 DL model in GoDARTS. For

the prediction of age and sex a total of 102,082 images from 8,570 individuals for training,

validating, and testing EfficientNet-B2 were used. The model achieved MAE of 3.951 (95%

CI 3.908, 3.995) and R2 of 0.809 (0.804, 0.814) for age prediction and an AUC of 0.899

(0.895, 0.903) for sex prediction on the complete test data. These results are comparable and

support the recent literature on age and sex prediction from retinal images using DL. We

observed a little higher error for age predictions and a little lower AUC for sex prediction.

The Grad-CAM heatmap generated for the retinal images in the test data shows that OD

and macula are the critical regions for the age prediction in all age groups and the retinal

vasculature is additionally important in younger and middle age groups. For sex prediction,

from Grad-CAM heatmaps it appears that OD and the region around the macula are the

important features. Further, we noticed from the Grad-CAM heatmaps that for the majority

of male predictions and female predictions, the OD region and the temporal vascular arcade

region are activated respectively. To assess this observation we performed a systematic
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analysis to check the consistency of the heatmap activations in all the male and female

predictions separately.

The PAD computed for all the T2D individuals with age over 30 years in the test data

shows statistically significant associations with the risk of developing 10 years MACE and

risk of 10 years mortality. Coxph regression shows that associations remain significant even

after adjusting the regression model with ASCVD score which considers age, sex, systolic

and diastolic blood pressure, total and high-density lipoprotein cholesterol, diabetes history

and smoking status in calculating the risk score. The longitudinal analysis by computing

τrate (see Section 5.3.3, Rate of change of PAD) with a follow-up period of 5 years show

a statistically significant association with ACD but not with MACE. One possible reason

might be because of the less number of MACE in the dataset, the predictive power of the

model might be less.

We trained DL model to predict CV risk factors namely SBP, DBP, HDL, TC, GH, BMI

and Trig independently from retinal fundus images in GoDARTS, refer Section 5.4. The

model achieved MAE of 5.88 (95% CI 5.71, 6.07) and R2 of 0.14 (0.1, 0.17) for the prediction

of DBP on the complete test dataset with 2,786 images. R2 values for the rest of the CV risk

factors are approximately equal to zero specifying that there is no information available in

the retina for the corresponding feature predictions using this dataset, refer Section 5.4.3.

The model’s performance in terms of AUC for the risk stratification of systemic disease

outcomes within 12 years from the date of retinal imaging using EfficientNet-B2 is 0.74,

0.71, 0.642, 0.633, and 0.57 for CKD, ACD, MACE, DR and DPN respectively. The results

show that the retina image has some signal for stratifying CKD, ACD, MACE, DR but no

signal for DPN stratification using the cross-sectional image analysis in GoDARTS, refer

Section 5.5.3.

In this chapter, we observed that retinal images can be very well used to predict age and

sex. The Grad-CAM heatmap also highlights the OD, macula, and vasculature regions for

the predictions but the exact visualizations of the important regions are not very clear. Further

studies are required in the direction of visualizing the CNN predictions. For the prediction of

CV risk factors, we do not find any significant results except for DBP. For systemic conditions
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the results show that retina images can be used for predictions of CKD, ACD, MACE, DR

but not for DPN. In Chapter 6 we investigate predicting Genome-Wide Polygenic Risk

Scores (GWPRS) and clinical risk scores for Cardiovascular Disease (CVD); the association

of predicted risk score with 10 years CVD from retinal images using EfficientNet-B2.



Chapter 6

Predicting cardiovascular risk scores

6.1 About this chapter

This chapter presents the introduction, materials, methods, and performance results of the

model for the prediction of clinical Cardiovascular (CV) risk score and Genome-Wide

Polygenic Risk Scores (GWPRS) 1. It also provides the investigation results on how the

predicted clinical CV risk score stratifies individuals with Major Adverse Cardiovascular

Event (MACE) and Cardiovascular death (CV death)2.

6.2 Introduction

Due to the increasing global burden of Cardiovascular Disease (CVD), there is an urgent

need to identify individuals at risk in a rapid and cost-effective manner, to enable effective

prevention at both individual and population levels. Currently, clinical risk assessments, such

as the Pooled Cohort Equations (PCE) Atherosclerotic Cardiovascular Disease (ASCVD)

1Syed, M. G., Doney, A., George, G., Mordi, I., and Trucco, E. (2021). Are cardiovascular risk scores from
genome and retinal image complementary? A deep learning investigation in a diabetic cohort. In International
Workshop on Ophthalmic Medical Image Analysis - OMIA (MICCAI workshops), pages 109–118. Springer..
This publication is based on the work presented in Section 6.5.

2Syed, M. G., Trucco, E., Doney, A., and Mordi, I. Integrating a Deep-Learning Cardiovascular Risk Score
Derived from Retinal Images and a Coronary Heart Disease Polygenic Risk Score to Predict Clinical Outcomes.
This manuscript is currently being prepared for submission to a journal and is based on the research described
in Section 6.6.
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risk score, have limited performance in practice and do not incorporate many well-established

markers of CV risk, such as Body Mass Index (BMI), leading to overestimation of risk in

some populations and underestimation in others. This highlights the need for improved

refinements in CV risk prediction tools in clinical practice. Frequent assessments, such as

blood pressure and cholesterol checks, required for these risk scores, also place an additional

burden on healthcare services and patients, further emphasizing the need for more efficient

and effective risk assessment strategies.

CVD can largely be prevented through lifestyle modifications and medical management.

Accurately predicting CVD risk at an early stage, conveniently and simply, can enable timely

intervention and have important clinical benefits. CVD risk is determined by a combination

of genetic and environmental/lifestyle factors. Recently, GWPRS have been shown to predict

CVD risk with similar accuracy to conventional clinical risk scoring methods, such as the

PCE ASCVD risk score. Combining a clinical score with a GWPRS may further increase

prediction accuracy. GWPRS can be easily and inexpensively determined through chip-

based assays, whereas determining a clinical risk score is comparatively more complex

and resource-intensive, requiring a clinic visit to obtain a range of clinical measures to be

combined with other patient information.

Recent Deep Learning (DL) approaches have shown that the retina may provide infor-

mation indicative of cardiovascular disease (CVD) risk [169, 162, 23, 158]. This has led

to increasing interest in the retina as a potential source of biomarkers for CVD risk, as

discussed in detail in Section 2.4. Notably, retinal images can be easily and efficiently

captured, including with portable devices that utilize mobile-phone technology. However, it

remains unclear to what extent retinal information complements clinical and genomic risk

factors in predicting CVD risk. Therefore, this study aimed to investigate:

1. the potential of a DL approach applied to retinal images in predicting clinical risk

score and a GWPRS for CVD.

2. how the clinical risk score predicted from retinal images using DL stratifies individuals

with MACE and CV death in 10 years.
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6.3 Materials

The subset of baseline (earliest available) images used for this experiment is the same as

the ones used for the prediction of clinical measurements experiments, described in Section

5.4.1. The image distribution is shown in Table 5.14 for the whole cohort and data splits.

6.3.1 Outcome variables

clinical risk

The ASCVD clinical risk was determined by computing the PCE risk score [30]. This score

considers variables such as age, sex, systolic and diastolic blood pressure, total and High-

Density Lipoprotein (HDL) cholesterol, diabetes history, and smoking status to estimate

the percentage risk of ASCVD over 10 years. The necessary variables were obtained from

the electronic health record data available at the time of the baseline retinal image for each

participant in Genetics of Diabetes Audit and Research in Tayside Scotland (GoDARTS),

and the PCE risk score was calculated accordingly.

GWPRS

The GWPRS was derived from the genotyping data available in the GoDARTS bio-resource,

utilizing previously published methods [231]. The resulting score was standardized using

z-scores. Descriptive characteristics of the dataset, including those of the entire dataset and

its subsets, are presented in Table 6.1.
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6.4 Methods

6.4.1 Pre-processing

Different sizes of retinal images used in this experiment and pre-processing applied is

described in Section 5.4.2.

6.4.2 Deep learning architecture and training

The deep learning architecture and training strategy followed are described in Section 5.4.2.

For the prediction of PCE ASCVD risk score the linear activation function in the output node

was replaced with a sigmoid activation as the risk scores lie between 0 and 1. The training

specifications are summarized in Table 6.2.

Table 6.2 Summary of training specifications for predicting CV risk scores using retinal
images.

Category Specification

Input and Output

DL architecture EfficientNet-B2
Input Color fundus image
Input dimensions 260×260
Output
for PCE ASCVD Sigmoid activation
for GWPRS Linear activation
Performance metric Mean Absolute Error (MAE), R2

Training

Weight Initialization ImageNet and random uniform
Epochs 50
Batch size 32
Loss function Mean Squared Error (MSE)
Optimizer Nadam
Learning rate 0.001 reduced by a factor of 0.1

Avoid overfitting

Early stopping on validation loss
Weights Best validation loss
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Evaluation metrics

The evaluation metrics, MAE and R2 are defined in Section 5.2.2.

6.5 Prediction of CV risk scores

6.5.1 Results

9,786 retinal images were utilized for training, 1,392 for validation, and 2,786 for testing to

prevent overfitting. Two separate models were developed for estimating the PCE ASCVD

risk score and the genetic risk score, which were trained, validated, and tested individually.

The bootstrap results for the test data are presented in Table 6.3, showing MAE and R2 scores.

The model achieved an R2 of 0.554 (95% CI 0.528, 0.579) and MAE of 0.107 (0.104, 0.11)

for predicting the PCE ASCVD risk score. For GWPRS, the R2 was −0.005 (−0.019, 0.009)

with an MAE of 0.484 (0.467, 0.5). Figure 6.1 displays the scatter plots for the actual and

predicted labels in the test data.

Table 6.3 Model performance on estimating PCE ASCVD and genetic risk scores in the test
data. 95% CI values are computed using 2,000 bootstrap samples.

Feature No. of Images R2 (95% CI) MAE (95% CI)

PCE ASCVD risk score 2,778 0.554 (0.528, 0.579) 0.107 (0.104, 0.11)
Genetic risk score 2,688 −0.005 (−0.019, 0.009) 0.484 (0.467, 0.5)

Figure 6.1a depicts a positive correlation between the actual and predicted labels for PCE

ASCVD risk score estimation, indicating that the model successfully learned to estimate this

score from retinal images. However, the model did not learn any significant associations

between retinal images and genetic risk score beyond the average of the genetic risk score.

This lack of correlation is evident in Figure 6.1b, where the scatter plot primarily centers

around the mean value of GWPRS (value: 7) on the y-axis.

Gradient-based Class Activation Mapping (Grad-CAM) heatmaps were generated from

the model trained to estimate the PCE ASCVD risk score using test images. These heatmaps

were generated at the last convolutional layers. Figure 6.2 displays four sample retinal images
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(a) Clinical CV risk (b) GWPRS

Fig. 6.1 Scatter plot depicting the actual and predicted labels in the test data for CV
risk score and GWPRS. The blue line is a diagonal line.

and their respective heatmaps generated for the prediction. Appendix A, Figure A.8 presents

more example heatmaps. The most important features for classifying the PCE ASCVD risk

score from retinal images were the optic disc, macula, and vasculature. Additionally, the

major branching point in the bottom half of the retina vasculature seemed to be highlighted

as shown in Figure 6.2. However, the heatmap visualizations were not very clear, and further

investigation is required in the future.

6.6 Prediction of MACE and CV death

Further to the model performance results for predicting the clinical CV risk scores, the

predicted risk scores from the test data using the trained DL model were used to analyze the

MACE and CV death events within 10 years from the date of retinal imaging.
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(a) Left eye, actual risk 0.64, predicted risk
0.63

(b) Left eye, actual risk 0.57, predicted risk
0.41

(c) Right eye, actual risk 0.43, predicted risk
0.53

(d) Right eye, actual risk 0.46, predicted risk
0.48

Fig. 6.2 Sample grad-CAM heatmaps for PCE risk prediction. The top row is
right-eye images. The bottom row is left-eye images.

6.6.1 Materials

For this analysis individuals at baseline who had both left and right eye retinas available in

the test dataset were considered. By applying the inclusion criteria, 1,317 individuals with

2,634 retinal images were obtained (one left and one right eye image per individual).

Outcome variables

MACE: Details about MACE definition and feature extraction are described in Section 3.3.1.

CV death: Causes of death were obtained from the Scottish Mortality records, General

Register of Scotland, with any ICD-10 code from I00-I99 within the first two causes of death

being classified as a CV death.
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6.6.2 Methods

The methods used in this section for survival analysis are similar to the ones used for

Predicted Age Difference (PAD) analysis, described in Section 5.3.3. This section presents

the methods which are specific to the analysis of predicted CV risk scores.

Predicted risk score

The Predicted Risk Score (PRS) is defined as the prediction of the PCE ASCVD risk score

from a retinal image, using the trained deep learning model. The PRS was further used in the

survival analysis for MACE and CV death events.

Rate of change of PRS

The follow-up time considered was 3 years and the individuals whose retinal image was not

available within the follow-up period were excluded from the analysis. Predicted Risk Last

First Difference (PRLFD) (Ω) was defined as the difference between the predicted risk score

at the last available retinal image (in the follow-up period) and the predicted risk score from

the first available retinal image (baseline). The PRLFD rate (Ωrate) (Equation 6.1) is defined

as the change in predicted risk score from the last and first available retinal image during the

follow-up window divided by the duration (in years) between the last and first date of retinal

image acquisition.

Ωrate =
Predicted risk score from last available image−Predicted risk score from first available image

Duration between last and first image capture dates

(6.1)

The interpretation of the Ωrate (Equation 6.1) is as follows: if the value is positive the risk

is progressing faster; if zero, there is no change in the risk progression rate; if negative, the

risk is progressing slower. The Ωrate was used in the survival analysis to find the association

with MACE and CV death events.
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Ωrate =


> 0, the risk progression is faster

= 0, no change in risk

< 0, the risk progression is slower

Survival Analysis

To find the association between the retinal PRS and right censored MACE and CV death

events, the Kaplan-Meier (KM) estimator was used on the upper and lower tertiles of the

computed PRS from the test data. To quantify the association further, we performed Cox

proportional hazard (Coxph) regression with adjustment for age at retinal imaging, sex, and

GWPRS.

To find the association between the retinal Ωrate and right censored MACE and CV death

events, the KM estimator was used. Considering the ranges of Ωrate values in the test data,

the data was split as the top 20% and the bottom 80%. Coxph regression was used to quantify

the association with MACE and CV death event.

6.6.3 Results on PCE Risk prediction at baseline

The mean age at baseline was 67.21±11.19 years and the interquartile range is 60.19-75.42

years. Male and female distribution in the data was 56% and 44% respectively. Table 6.1

provides a comprehensive statistical summary of the dataset for the entire cohort as well as

for the data splits at baseline.

Table 6.4 shows the model’s performance on the risk predictions in the test dataset with

left and right eye images per individual at baseline and individual-level predictions at baseline.

MAE for the baseline images (including both left and right eyes) is 0.106 (0.103, 0.109) and

R2 is 0.561 (0.534, 0.588). The performance from individual-level predictions at baseline

is MAE 0.101 (0.096, 0.105) and R2 is 0.609 (0.577, 0.639). The R2 for male and female

individuals in all these categories of the test dataset is consistent. Scatter plots for actual

PCE risk score and predicted PCE risk score for all these categories are shown in Figure 6.3.
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PRS generated from the individual-level predictions in the test dataset was used for survival

analysis, described in the next Section.

Table 6.4 The performance of the models in estimating ASCVD risk scores using the test
data, along with 95% CI computed using 2,000 bootstrap samples.

Feature No. of Images R2 (95% CI) MAE (95% CI)

Left and right eye images
per individual at baseline

2,634 0.561 (0.534, 0.588) 0.106 (0.103, 0.109)

individual-level predictions
at baseline

1,317 individuals 0.609 (0.577, 0.639) 0.101 (0.096, 0.105)

(a) Baseline left and right eye images (b) Individual-level predictions

Fig. 6.3 Scatter plot depicting the actual and predicted labels in the test data for
clinical CV risk score. The blue line is a diagonal line.

6.6.4 Results on MACE and CV death in high PRS group

MACE (329 events) and CV deaths (267 events) within 10 years from the date of retinal

imaging were considered for the analysis. KM curves for 10-year MACE and CV deaths are

shown in Figure 6.4, computed for the tertile split based on the retinal PRS derived from

individual-level prediction at baseline in the test data. The range of PRS in the upper and
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lower tertile groups are (0.4 to 0.74) and (0.05 to 0.25) respectively. Time from the date

of imaging (DoI) to the event in years is considered as the time variable for both events.

The KM curves show that the individuals in the upper PRS tertile (high PRS) group are

significantly more associated with developing MACE than those in the lower PRS tertile (low

PRS) group. Similarly, for CV death, the individuals in the high PRS group are significantly

more associated with early CV death than those in the low PRS group. KM curves plotted

using only left-eye and only right-eye predictions for CV risk scores also show significant

survival rates in the tertile groups similar to that of individual-level predictions. These plots

are provided in the Appendix A, Figure A.9 and A.10.

The relationship between the events and retinal PRS was tested using Coxph regression

analysis (coxph R function) by adjusting for age at imaging, sex, and GWPRS. The risk of

developing MACE increases by 2.9% (HR = 1.029, 95% CI = 1.015 - 1.042, P = 3.4e-5,

n=1,273, events=317) with 1% increase in retinal PRS and the individuals in the high PRS

group are in high risk of developing MACE than the low PRS group by 80.1% (HR = 1.805,

95% CI = 1.156 – 2.817, P = 0.009, n=1,273, events=317). One percent increase in the retinal

PRS increases the risk of CV death by 1.9% (hazard ratio (HR) = 1.019, 95% CI = 1.004 –

1.034, P = 0.009, n=1,273, events=255). Individuals in the high PRS group have a higher

risk of CV death than those in the low PRS by 62.5% (HR = 1.625, 95% CI = 0.965 – 2.736,

P = 0.06, n=1,273, events=255).

The Coxph regression results with only left-eye and only right-eye risk score predictions

are provided in the Appendix A, Table A.11. They show significant results similar to

individual-level predictions.

Rate of change of PRS

A follow-up period of 3 years was considered to compute Ωrate. Individuals without at least

one follow-up visit after the baseline or if they encountered the MACE or CV death in the

follow-up period were excluded. After applying the exclusion criteria, 228 MACE from

1,127 individuals and 199 CV death events from 1,148 individuals were included in the test



6.6 Prediction of MACE and CV death | 122

(a) KM curves for MACE

(b) KM curves for CV Death

Fig. 6.4 KM curves of right-censored survival data for upper (high PRS), middle
and lower (low PRS) tertiles of retinal PRS groups derived from individual-level
prediction at baseline.
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dataset. PRS for the last available retinal image in the follow-up period was computed using

the DL model, trained on the baseline retinal images.

KM curves for MACE and CV death events are shown in Figure 6.5, computed for the

top 20% and bottom 80% of the retinal Ωrate derived from the individual-level prediction of

PCE risk in the 3-year follow-up period. The range of Ωrate in the top 20% and bottom 80%

groups are (0.03 to 0.313) and (-0.337 to 0.03) respectively for both MACE and CV death

events. Time from the last available retinal date of imaging (DoI) in the follow-up period

to the event in years is considered as the time variable. For KM curves the time considered

was up to 7 years follow-up from the last date of imaging, as shown in the x-axis. The KM

curves show that the individuals in the top 20% Ωrate group are significantly more associated

with early MACE / CV death than those in the bottom 80% Ωrate group.

The Coxph regression analysis adjusted for age at imaging, sex and GWPRS indicates

that individuals in the top 20% Ωrate group have a higher risk of developing MACE than

those in the bottom 80% Ωrate group by 50.4% (HR = 1.504, 95% CI = 1.122 – 2.016, P =

0.006, n=1,019, events=219). For CV death, individuals in the top 20% Ωrate group have a

higher risk of CV death than those in the bottom 80% Ωrate group by 47.5% (HR = 1.475,

95% CI = 1.081 – 2.012, P = 0.014, n=1,112, events=190). The number of events was

reduced from 228 to 219 in MACE and 199 to 190 in CV death because of missing values in

GWPRS as this was included in the Coxph model.

The KM curves and coxph regression results of PRLFD computed from only left-eye and

only right-eye risk score predictions are provided in the Appendix A, Figure A.11 and A.12;

Table A.12. The results are significant and are similar to individual-level predictions.

6.7 Discussions

This chapter reports several significant findings: the DL model can accurately predict

CVD risk from fundus images in diabetic individuals; retinal imaging can provide valuable

information in addition to a GWPRS for CVD risk; the DL predicted CVD risk score can

predict MACE and CVD mortality independently of clinical CVD risk score and GWPRS
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(a) KM curves for MACE

(b) KM curves for CV Death

Fig. 6.5 KM curves of right-censored survival data for top 20% and bottom 80% of
the retinal Ωrate groups computed from individual-level predictions for risk at last
and first available retinal images.
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for CVD; and the rate of change of predicted CVD risk from retinal images over time is

independently associated with MACE and CVD mortality.

The use of DL models for predicting cardiovascular (CV) risk factors, disease outcomes

such as major adverse cardiovascular events (MACE), chronic kidney disease (Chronic

Kidney Disease (CKD)), and mortality has been well-established in the literature. The

findings presented in this chapter are consistent with previous studies that have demonstrated

the ability of DL to predict CV risk from retinal images. Notably, this chapter is the first to

compare the predicted CVD risk from retinal images with that from the PCE ASCVD risk

score. Clinical ASCVD risk computation requires multiple clinical measurements such as

lipid profiles, which can be time-consuming and difficult to obtain for all patients. The DL

predicted CVD risk score from retinal images could serve as a substitute since retinal images

are relatively easy to acquire.

As presented in Table 6.4, similar to the age prediction results discussed in Section 5.3.4,

individual-level prediction using the DL model improves its performance in predicting CVD

risk compared to left- and right-eye image predictions per individual. However, further

investigation is needed to determine the reason for this improvement. The coxph regression

analysis was performed using only left-eye and only right-eye risk predictions, and the

performance in stratifying MACE and CV death was found to be similar to that of individual-

level prediction, but with a slightly lesser impact. This finding may be useful in clinical

applications as notably large individuals do not have optimal retinal imaging during their eye

screening [232].

Our study has some limitations of the experiments conducted. Firstly, the retinal image

was downsized from 3500×2500 to 260×260 due to resource limitations of the available

GPU. Using higher image sizes could potentially enhance the model’s performance [98].

Secondly, the mean age of individuals in the GoDARTS dataset is 66 years, and further

experiments could be conducted on individuals in different age groups, both younger and

older. Additionally, as discussed in Section 5.6, further validation of the experiments is

necessary for populations with existing disease conditions, different ethnicities, and from

various geographical backgrounds.
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6.8 Conclusions

In this chapter, we presented the results of our investigation on predicting clinical risk score

and GWPRS for CVD from retina images using DL and how the predicted clinical risk score

stratifies individuals with MACE and CV death within 10 years from the date of retinal

imaging.

The results suggest that the retina contains information related to PCE ASCVD risk score

but not to GWPRS for CVD. This discovery implies that the retina may offer significant

insights into the risk of CVD that are mostly distinct from those provided by a GWPRS.

Using the individual-level PRS in test data, the Coxph regression analysis adjusted for

age, sex, and GWPRS, shows statistically significant associations with the risk of developing

10 years MACE and risk of 10 years CV death. The Coxph regression analysis adjusted for

age at imaging, sex, and GWPRS indicates that individuals in the top 20% Ωrate (refer to

Section 6.6.4, Rate of change of PRS) group have a higher risk of developing MACE and

higher risk of CV death than those in the bottom 80% Ωrate group. The associations were

also assessed using CV risk score predictions from only right retinal images and only left

retinal images and it was observed that the associations still remain significantly similar to

individual-level predictions.

We conclude that the retina contains information useful for predicting CV risk score and

it could, pending confirmation from further investigation and replication in other cohorts, be

used for diagnosing disease conditions associated with CVD. In Chapter 7 we present our

analysis for predicting the risk of 5-year MACE from retinal images along with image data

converted from tabular data using DL, including whether this could improve the predictive

power of the DL models.



Chapter 7

Converting tabular data to images for

deep learning

7.1 About this chapter

This chapter introduces Tabular data to Image (T2I) conversion, a recent approach for

converting tabular data into grayscale image data. This provides homogeneous data (images)

to DL networks instead of heterogeneous inputs (text and images). The ultimate purpose is to

use multi-modal data, i.e., retinal images and spreadsheets from Genetics of Diabetes Audit

and Research in Tayside Scotland (GoDARTS), to stratify Major Adverse Cardiovascular

Event (MACE) events within 5 years from the date of the first retinal images available.

We describe the materials and methods used for this experiment and present Deep

Learning (DL) model performance results. The findings on the optimal feature ordering in

the tabular data are also discussed.

7.2 Introduction and motivation

In data science, data is broadly categorized into structured data (tabular or spreadsheet),

unstructured data (like image, video, speech, text), and semi-structured data (like JSON,

XML). As an example, consider the Kaggle [233] online community of data scientists and
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machine learning practitioners. Kaggle allows users to publish and use datasets, explore and

build models in a web-based data-science environment, and take part in online competitions

with well-specified tasks [233]. According to Anthony Goldbloom, founder, and CEO of

Kaggle, winning techniques can be divided into two categories depending on the type of data

used [234]: Convolutional Neural Network (CNN)s and Recurrent Neural Network (RNN)s

perform best with unstructured data [234], but not with structured data, with which models

like XGBoost [235] win.

Researchers have tried using One-dimensional (1-D) embedding to address Tabular

data Machine Learning (TML) tasks by implementing RNNs or CNNs [236, 237]. 1-D

embeddings such as word2vec [238], GLoVe [239], fastText [240], ELMO [241], BERT

[242], and Open AI GPT [243] are mainly related to Natural Languaue Processing (NLP)

tasks. Recently, the Super Characters method [244] for text classification and SuperTML

[245] for tabular data has shown that the Two-dimensional (2-D) embeddings of the text or

characters achieve state-of-the-art results on large datasets. Briefly, both Super Characters

[33] and SuperTML [245] first project the text or tabular features to a 2-D embeddings as an

image, then train a CNN model for classification.

Work has been reported in genomics on converting non-image or tabular data into

images. Lyu et al. [246] embedded the high dimensional RNA-Seq data of tumors into 2-D

images and used a convolutional neural network to classify 33 tumor types. DeepInsight

[247] converts non-image samples into a structured image, to leverage the potential of

CNNs in non-image data. Buturovic et al. [248] developed and evaluated a novel method,

TAbular Convolution (TAC), for the classification of tabular data using CNNs by transforming

tabular data to images and then classifying the images using CNNs. Image Generator

from Tabular Data (IGTD) [249] was proposed very recently to transform gene expression

profiles of Cancer Cell Lines (CCL) and molecular descriptors of drugs into image-based

representations.

Broadly speaking, there are two paradigms to analyzing image data in medical imaging

analysis. One is based on a hand-crafted feature dictionary. This approach extracts features

from images decided a priori by experts, then applies statistics or machine learning to analyze
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the data, e.g., estimate associations with clinical outcomes [250–253, 115]. The other applies

end-to-end DL: it trains a DL network to generate the desired output directly from input

images [23, 169, 162, 158]. In this approach, the data features relevant to the task at hand

are identified automatically by the DL network.

In this chapter we present a third approach, integrating retinal images and images from

tabular data, the latter specifying the values of lists of pre-determined features. Our conversion

of tabular data to 2-D image data is based on SuperTML[245]. The aim of our work is to

show the feasibility and performance of the technique to address a specific question, the

stratification of 5-year MACE from the date of retinal imaging. Here, the demographic and

clinical measurement features available in GoDARTS are used in the form of spreadsheets as

numerical, ordinal, and categorical data and mapped to images according to specific rules,

presented in the following. We explore whether the order of features during T2I approach

has an impact on the DL model performance by implementing IGTD technique [249].

7.3 Materials

A subset of baseline retinal images were chosen from the individuals in the GoDARTS dataset

who did not have a history of hospital admissions for Myocardial Infraction (MI) or stroke,

as determined by the absence of International Classification of Diseases (ICD)-10 codes

I21-I23 and I60-I63. Individuals who had both left and right eye retinal images available at

baseline were included in this experiment. A total of 10,872 retinal images were used from

5,436 individuals. The individuals in the whole dataset were split randomly into three groups:

70% training, 10% validation, and 20% testing. The image distribution is shown in Table 7.1

for the whole cohort and data splits.

7.3.1 Outcome variables

The outcome variable in this experiment is a MACE within 5 years of retinal imaging.

It is a binary event (1 for MACE within 5 years, 0 otherwise). For T2I conversion, the

Cardiovascular (CV) risk features available in GoDARTS were used, namely age, sex,
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Table 7.1 Retinal Image distribution of whole cohort and data splits for predicting 5-year
MACE.

Overall Train Validation Test

Participants 5,436 3,805 543 1,088
Images 10,872 7,610 1,086 2,176

Right eye Images (%) 5,436 (50%) 3,805 (50%) 543 (50%) 1,088 (50%)

Diastolic Blood Pressure (DBP), Systolic Blood Pressure (SBP), Body Mass Index (BMI),

Glycated Haemoglobin (GH), High-Density Lipoprotein (HDL), Total Cholesterol (TC),

Tryglicerides (Trig). Details on these features are available in Section 3.3.1. The Genome-

Wide Polygenic Risk Scores (GWPRS) feature was also included. More details on GWPRS

are available in Chapter 6. The dataset characteristics for the whole data as well as data splits

are shown in Table 7.2.
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7.4 Methods

This section describes the procedure for T2I conversion, image pre-processing, the deep

learning architectures used with left- and right-eye retinal images and T2I data, the machine

learning methods using only tabular data and the metrics adopted for evaluation.

The image pre-processing steps applied on the retinal images are described in Section

3.3.2.

7.4.1 Tabular data to image conversion

The conversion of tabular data to the image was initially inspired by SuperTML[245]. Later

we developed a novel, independent approach of T2I conversion, composed of two steps.

In the first step, the raw tabular (spreadsheet) numerical data is scaled between 0 and 1

using any scaling technique, here we used min-max normalization, Equation (7.1). Below, x′

is the new scaled cell value, x the original cell value from column X , max(X) is the maximum

value of the column X , and min(X) is the minimum value of the column X .

x′ =
x−max(X)

max(X)−min(X)
(7.1)

In the second step, the normalized features are projected into image space. An empty

2-D image with a sample size of width × height is created and divided into a grid of equal

rectangles, one per feature. If it is not possible to evenly distribute the image area among all

the available features then dummy features are used; for example, in case of an odd number

of features and the image space has to be divided into an even number of equal spaces then

one more dummy feature can be used to make the projection of features on to the image

space equally distributed. Allocating the same amount of space to all the features makes the

method independent of feature importance (i.e. a specific feature that has a larger effect on

the model predictions) as opposed to SuperTML_VF algorithm in [245], where, the feature

importance in the tabular data is calculated by other Machine Learning (ML) methods prior
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to converting tabular data into an image. The rectangle allocated to a feature in the image is

given a gray level depending on the feature value. The gray level is computed by multiplying

the normalized feature value by 255, where 0 is black and 1 is white. We consider 8-bit

images so that 255 is the maximum pixel intensity (white). This method can be extended to

categorical and ordinal features too by mapping the feature labels to a set of integers prior to

the first step of scaling the features.

The algorithm for converting tabular data to image is described by Algorithm 1. A

block diagram describing the steps involved in T2I conversion is shown in Figure 7.1. An

example of converting tabular data with 6 columns to a gray-level image is shown in Figure

7.2. The T2I conversion algorithm gives a 2-D gray image and it can be converted to a

Three-dimensional (3-D) image by simply copying the pixel values to the third dimension

so that the pre-trained weights of ImageNet [85] can be used during training a DL model as

described in Section 7.4.3.

Algorithm 1 Procedure for T2I conversion
Input Tabular data and image dimensions (width and height)
Output Grayscale images from tabular data

1: Normalize all the tabular data between 0 and 1
2: Create an image of dimensions (width×height) with zero pixel values
3: for each row in tabular data do
4: for each column in the row do
5: fill the dedicated feature space in the image area with the value 255*feature value
6: end for
7: end for

Fig. 7.1 Block diagram of T2I conversion.
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Fig. 7.2 An example showing conversion of a sample tabular data with 6 features to a 2D
gray image. Left: Sample tabular data. Middle: Dedicated feature space in the image area.
Right: Tabular data to image conversion for row no. 2

The SuperTML algorithm [245], projects features in tabular data into 2-D embeddings

by drawing the tabular text or character features directly to image space using different font

sizes. We believe that this algorithm can bring more questions on picking the appropriate

font and font sizes and also image space can go wasted due to the unused black background

region. Our proposed approach of T2I conversion, overcomes the issues of unused image

space by equally distributing the image space among the tabular features; and the issue with

fonts, and font sizes by assigning the gray level to the features.

7.4.2 IGTD implementation

CNNs are mainly suitable for analyzing the data with spatial or temporal dependencies

[254, 255]. But there are no spatial relationships among the features in tabular data like a

spreadsheet, as the order of rows and columns is arbitrary. Inspired by the work by Zhu et

al. [249], we implemented their IGTD algorithm to investigate the importance of feature

ordering in our experiment.

The IGTD algorithm searches for an optimized feature ordering by minimizing the

difference between the ranking of distances between features and the ranking of distances

between their assigned pixels in the image.
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7.4.3 Deep learning architecture and training

We experimented with different deep-learning architectures. The baseline architecture was

EfficientNet-B2 [98] (see Section 5.2.2). The architectures were modified so that the retinal

image and T2I (also referred to as feature image) could be given as input to a single DL

model. The different DL models tested are described in the following:

1. DL model 1: A plain modified EfficientNet-B2. It has all the convolutional layers from

the original EfficientNet-B2 followed by a Global Average Pooling (GAP) layer and a

single sigmoid layer, as we want to predict events over 5 years MACE. This model

takes a 2-D image as input of dimension 260x260 pixels. The input image can be a

retina or a featured image. The DL model 1 architecture is shown in Figure 7.3. This

model has 7.7 million trainable parameters in total.

2. DL model 2: This model takes both the retinal image and a featured image as input.

Two DL model 1s are concatenated after the GAP layer followed by a sigmoid node

as output. One of the two DL model 1s takes a retinal image as input, and the other

feature image. The DL model 2 architecture is shown in Figure 7.4. This model has

15.4 million trainable parameters in total.

3. DL model 3: This model takes both the retinal image and feature image as input. A

dropout layer with a dropout rate of 0.2 is introduced between the concatenation layer

and the sigmoid layer in DL model 2. The DL model 3 architecture is shown in Figure

7.5. This model has 15.4 million trainable parameters in total.

4. DL model 4: This model takes both the retinal image and feature image as input. A

Fully Connected (FC) layer with 100 nodes is introduced between the concatenation

layer and sigmoid layer in DL model 2. The DL model 4 architecture is shown in

Figure 7.6. This model has 15.7 million trainable parameters in total.

5. DL model 5: This model takes both the retinal image and feature image as input. A

dropout layer with a dropout rate of 0.2 is introduced before and after the FC layer in
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DL model 4. The DL model 5 architecture is shown in Figure 7.7. This model has 15.7

million trainable parameters in total.

Fig. 7.3 DL model 1: A modified EfficientNet-B2 with image as input and sigmoid output.
The GAP layer gives a vector of length 1,408.

Fig. 7.4 DL model 2: A multi-modal DL architecture with retinal image and T2I image
as input and sigmoid output. The GAP layer results in a vector of length 1,408 and the
concatenation layer outputs a vector of length 2,816.

Fig. 7.5 DL model 3: Modified version of DL model 2 with an additional dropout layer
before the output layer.

Individuals were split randomly into three groups: 70% training, 10% validation, and

20% testing. The dataset characteristics at baseline in all splits are shown in Table 7.2. The

training strategy followed is described in Section 5.2.2. The training specifications for DL

models 1 to 5 described above are summarized in Table 7.3.
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Fig. 7.6 DL model 4: Modified version of DL model 3 by replacing dropout layer with FC
layer of 100 nodes.

Fig. 7.7 DL model 5: Modified version of DL model 4 by introducing dropout layer before
and after FC layer.

7.4.4 Machine learning methods and training

Apart from the DL models, two well-known machine learning models were used, logistic

regression [256] and XGBoost [235]. These models were trained on the tabular data described

in Section 7.3 for predicting 5-year MACE so that results could be compared with those of

DL models. Both machine learning models were implemented in Python using the sklearn

package [257] with default parameter values [258, 259]. AUC was used as the evaluation

metrics, defined in Section 5.2.2.

7.5 Results

As mentioned above, the features considered for this experiment from tabular data in

GoDARTS are age, sex_male, eye (left retina(L) or right retina (R)), DBP, SBP, BMI,

GH, HDL, TC and GWPRS.

A total of 5,436 individuals were obtained after applying the following criteria.

1. Include individuals with both left and right retinal images at baseline.
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Table 7.3 Summary of training specifications for predicting 5-year MACE using retinal
images.

Category Specification

Input and Output

Single image input

DL architecture modified EfficientNet-B2
Input Color fundus image or 3-D feature image

Two image input

DL architecture Two modified EfficientNet-B2 concatenated
Input Color fundus image and 3-D feature image

Input dimensions 260×260
Output Sigmoid activation
Performance metric Area Under Receiver Operating Characteristic (ROC) Curve (AUC)

Training

Weight Initialization ImageNet and random uniform
Epochs 50
Batch size 32 for DL model 1

16 for DL model 2, 3, 4 and 5
Loss function binary cross-entropy
Optimizer Nadam
Learning rate 0.001 reduced by a factor of 0.1

Avoid overfitting

Early stopping on validation loss
Weights Best validation loss

2. Exclude individuals with any missing values in any of the features considered.

Therefore there are exactly two retinal images per individual at baseline (left and right

eye), totaling 10,872 images. For these individuals, data were split into three groups as

usual; 70% for training (7,610 images from 3,805 individuals), 10% validation (1,086 images

from 543 individuals), and 20% testing (2,176 images from 1,088 individuals). Dataset

characteristics of the whole data and the data splits are provided in Table 7.2.
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7.5.1 Tabular data to image conversion

The tabular data with the 10 features (10f) (age, sex_male, eye, DBP, SBP, BMI, GH, HDL,

TC and GWPRS) and 9 features (9f) (excluding GWPRS from 10f) from 5,436 individuals

were converted to images using the procedure described in Section 7.4.1.

As described in Section 7.4.1, the data was first normalized between 0 and 1 using

min-max normalization. Then the normalized tabular data is projected to the image area by

equally distributing the features space into 5 rows and 2 columns. The projection of features

to the image is done in a row first fashion i.e. to fill the gray color of the respective feature in

the first row of all columns and then in the second row of all the columns and so on. The

T2I conversion of 10 features and 9 features was done independently to explore the impact

of GWPRS in predicting 5-years MACE in combination with the retinal images using DL

models. For converting tabular data with 9 features to image data, a dummy feature with a

default feature value of 0 was used (see the second step in Section 7.4.1). An example of T2I

conversion with a sample subset data of 10 features from the whole data is shown in Figure

7.8.

(a) Sample subset of original data

(b) Sample subset of normalized data

(c) T2I conversion for the above tabular data

Fig. 7.8 An example of T2I conversion with a sample subset data.
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7.5.2 Optimal feature ordering

The proposed T2I conversion procedure generated the image data in the same order as the

features that appear in the input spreadsheet. The IGTD algorithm is implemented [249]

so to identify the optimal feature ordering (i.e., maximizing performance in the target task)

thus investigating the importance of the relative positions of feature patches in the grey-level

image. As per the suggestions by the authors of IGTD [249], the parameter value is used as

described in Table 7.4. Figure 7.9 illustrates the IGTD algorithm applied to the GoDARTS

tabular data, which consists of 9 features. The Euclidean distance between all pairs of CV

risk factors is represented in the rank matrix shown in Figure 7.9a. The rank matrix of

Euclidean distance between all pairs of pixels in a 3 by 3 image is shown in Figure 7.9b.

After optimization and rearrangement of features, the feature distance rank matrix is shown

in Figure 7.9c, and the change in error during the optimization process is shown in Figure

7.9d. For further details about the IGTD algorithm, refer to [249].

Table 7.4 Training specifications for IGTD.

Category Specification

Maximum steps 10,000
Validation steps 100
Feature distance measure Euclidean
Image distance measure Euclidean
Error function Absolute or Square

The initial feature ordering with 9 features was age, sex_male, DBP, SBP, BMI, GH,

HDL, TC, eye and dummy and for 10 features was age, sex_male, DBP, SBP, BMI, GH,

HDL, TC, GWPRS and eye. Table 7.5 describes the optimal feature order after implementing

the IGTD algorithm on the tabular data with 10 features and 9 features independently.

Figure 7.10 shows some samples T2I with 10 features data with initial feature ordering

and after IGTD optimized feature ordering with Square error function. In Figure 7.10b we

observe a pattern: grey levels are sorted from dark to bright when moving from top to bottom.

This represents that the IGTD optimized feature ordering transforms T2I data to maintain a

spatial relationship between features that are most suitable for CNNs.
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(a) Original feature ranking (b) Image ranking

(c) Optimized feature ranking (d) Change in error during runtime

Fig. 7.9 An illustration of IGTD algorithm on the GoDARTS tabular data with square error
function.

7.5.3 ML methods for MACE

The two well-known ML models, logistic regression and XGBoost, are used for the classifi-

cation of 5-years MACE from the baseline. The tabular data from the training split (from

3,805 individuals) was used to train the models and data from the test split (1,088 individuals)
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Table 7.5 Optimal feature ordering with IGTD on 9 features and 10 features.

IGTD error function Category Features

NA
Initial feature order (9f) age, sex_male, DBP, SBP, BMI, GH, HDL, TC, eye and dummy
Initial feature order (10f) age, sex_male, DBP, SBP, BMI, GH, HDL, TC, GWPRS and eye

Square
feature order (9f) sex_male, age, DBP, SBP, BMI, HDL, GH, TC, dummy and eye
feature order (10f) eye, sex_male, age, GWPRS, SBP, DBP, HDL, BMI, TC and GH

Absolute
feature order (9f) eye, age, DBP, SBP, BMI, HDL, TC, GH, sex_male and dummy
feature order (10f) sex_male, eye, GWPRS, age, DBP, SBP, BMI, HDL, TC and GH

(a) T2I with initial feature order

(b) T2I with optimized IGTD feature order

Fig. 7.10 An example of T2I with feature ordering.

was used to evaluate the models. Normalized data were used for both training and testing the

models. Table 7.6 shows the AUC performance of the two models and it appears that there is

an increase in model’s AUC with 10 features when compared to 9 features by ≈2.5% in both

logistic regression and XGBoost classifier. Comparatively XGBoost classifier gives better

performance than the logistic regression for the classification of 5-years MACE. Table 7.6

also signifies that adding GWPRS feature to the data increases the predictive power of both

logistic regression and XGBoost classifier.

7.5.4 Retina and T2I for MACE

In total, 10,872 retinal images from 5,436 individuals were available, with one left-eye

image and one right-eye image per individual. 10,872 T2Is were generated using the T2I

algorithm which is equal to the total number of retinal images from the tabular data of
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Table 7.6 ML models performance for classification of 5-years MACE in the test dataset. 9
features = age, sex_male, DBP, SBP, BMI, GH, HDL, TC, eye. 10 features = 9 features +
GWPRS.

Input category (normalized)
AUC (%)

Logistic regression XGBoost classifier

9 features 69.14 69.82
10 features 71.78 72.29

5,436 individuals. The DL models described in Section 7.4.3 were trained for predicting

5-years MACE from the date of retinal imaging with 70% of data (7,610 images from 3,805

individuals), validated with 10% of data (1,086 images from 543 individuals) and the model

performance is evaluated using 20% of data (2,176 images from 1,088 individuals).

The DL model 1 takes only one image as input and it provides a prediction score between

0 to 1 to the individuals developing MACE within 5 years of retinal imaging. The input

image can be a retinal image or a T2I. Table 7.7 shows the AUC for the DL model 1 on

the test dataset. The row with IGTD error function as ’NA’ represents the T2I data with

the initial feature order considered. Not surprisingly the prediction of 5-years MACE is

improved by using the T2I with CV risk factors as features when compared to using the

retinal images alone. It is noted that by adding additional information through GWPRS

feature, the prediction is further improved.

Table 7.7 DL model 1 performance for classification of 5-years MACE in the test dataset. 9f
= age, sex_male, DBP, SBP, BMI, GH, HDL, TC, eye. 10f = 9f + GWPRS.

IGTD error function Input images category DL model 1 AUC (%)

NA
Only retinal images 66.78

Only T2I (9f) 68.01
Only T2I (10f) 70.46

Square
Only T2I (9f) 65.37
Only T2I (10f) 67.03

Absolute
Only T2I (9f) 67.92
Only T2I (10f) 69.17
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To assess the importance of feature ordering, we shuffled randomly the feature order and

generated T2I data for the whole dataset; trained, validated and tested DL model 1. Shuffling

is performed 200 times independently on the complete dataset of 5,436 individuals. An

example of the representations resulting from shuffling the features of a single row of data

in 10 different ways and generating T2I is shown in Figure 7.11. The mean and standard

deviation of AUC(%) in the test dataset from training the DL model 1 with 10 features over

200 random shuffles independently was 70.35 and 5.03 respectively. By noting the significant

amount of variation in the model performance with the feature ordering, the IGTD algorithm

is implemented to investigate optimal feature ordering.

Table 7.7 shows the DL model 1 performance with only T2I generated from the optimized

feature order using IGTD algorithm (with square and absolute error function) on tabular

data with 9 features and 10 features. It does not show any significant improvement in model

performance with the IGTD optimized feature ordering but performance is improved when

adding GWPRS information (10 features) to the T2I compared to 9 features.

Fig. 7.11 A T2I example representation of a single row data with randomly shuffling the
features in 10 different ways.

We further investigated with different DL models, which take both retinal image and T2I

as input for predicting 5-years MACE. Table 7.8 shows the performance of DL models 2, 3,

4, and 5. Results suggest that there is no significant improvement with the IGTD optimized

feature ordering when compared to the initial feature ordering. The performance is improved
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with 10 features (GWPRS added) when compared to 9 features in all the categories of feature

ordering and in all the different DL models. This shows that GWPRS contains additional

information for 5-years MACE prediction compared to other 9 features of Cardiovascular

Disease (CVD) risk factors. Table 7.8 also shows that the DL model with dropout layer i.e.

DL model 3 and DL model 5 gave slightly higher performance but it is not consistent.

Table 7.8 DL model 2, 3, 4, and 5 performance for classification of 5-years MACE in the test
dataset. 9f = age, sex_male, DBP, SBP, BMI, GH, HDL, TC, eye. 10f = 9f + GWPRS.

IGTD Error function Input images
AUC (%)

DL Model 2 DL Model 3 (dropout) DL Model 4 DL Model 5 (dropout)

NA
Retina + T2I (9f) 68.75 70.6 70.57 70.26

Retina + T2I (10f) 70.55 72.54 71.95 71.43

Square
Retina + T2I (9f) 68.46 67.81 68.4 69.14

Retina + T2I (10f) 71.01 71.12 70.48 71.21

Absolute
Retina + T2I (9f) 66.4 68.07 67.63 68.18

Retina + T2I (10f) 71.2 69.78 69.48 70.18

7.6 Discussions

Dealing with large amounts of tabular data, such as genetic data or SNPs (Single Nucleotide

Polymorphisms) [260], can be challenging due to limitations in data analysis algorithms,

as in GWAS (Genome-wide association study). While GWAS employs simple regression

analysis, ignoring correlations among SNPs [261], CNNs excel at analyzing image datasets

(unstructured data) by learning features from spatial dependencies in the images.

The purpose of this chapter was to propose a method for using CNNs to learn features for

disease stratification by converting tabular data into images. Although genetic data was not

available, existing CV risk factors were used in GoDARTS. DL architectures were applied

for risk stratification of 5-year MACE using retinal images alone and with T2I converted

image from CV risk factor features. The results of DL models presented in Table 7.7 and 7.8

demonstrate that incorporating GWPRS feature data enhances the model performance for the

stratification of 5-year MACE, confirming our previous findings reported in Chapter 6 that

the information from GWPRS is complementary to that from the retina [262]. However, it
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is noticed that the boost in performance varies across different models, possibly due to the

random initialization of hyper-parameters in DL models, which requires further investigation.

Zhu et al. [249] have highlighted the significance of optimal feature ordering for the

effective application of CNNs on image data. They have introduced the IGTD algorithm as a

means of achieving optimal feature ordering, using genetic data as an example. In our study,

we employed the IGTD algorithm on CV risk factors data but found that the use of ordered

or unordered features did not make much difference in the results. This might be attributed

to the relatively small number of features used in our experiment.

There are certain drawbacks associated with this approach. Firstly, generating image

data from a smaller tabular dataset may produce redundant image features. Secondly, when

new tabular data is added, all the images have to be regenerated because normalization is

necessary. Thirdly, data imputation can be difficult, and special techniques such as reserving

pixel values have to be utilized. Lastly, converting tabular data to grayscale values may result

in some loss of data granularity.

7.7 Conclusions

In previous chapters, only retinal images for the prediction of MACE were used. Here, we

experimented with multi-modal input. The CV risk factors, available as tabular (spreadsheet)

data, were converted to images with our proposed T2I algorithm and used in conjunction

with retinal images for predicting 5-years MACE from the date of imaging. The influence of

feature ordering on performance was explored by implementing IGTD [249]. The machine

learning models, logistic regression and XGBoost classifier were compared for predicting

5-years MACE using the risk factors from tabular data. Different DL models were trained

with slight variations in their architectures, i.e., introducing dropout layers and FC layers.

The FC layers are responsible for taking the output from convolutional and pooling layers

and producing the final prediction. However, they can lead to overfitting due to a large

number of trainable parameters. To prevent overfitting, the dropout regularization technique

is often used in conjunction with FC layers. The dropout layer randomly drops out some of
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the neurons in the FC layer during training to prevent them from becoming too dependent on

the input data and memorizing it.

The maximum AUC obtained was 72.54 % using DL model 3 (with dropout layer) with

multi-image input of retinal image and T2I with 10 features. XGBoost classifier gave a

similar performance of AUC 72.29 with 10 feature tabular data. From the results, it is noted

that adding GWPRS feature data to the model boosts the performance in predicting 5-years

MACE by a 2% increase in AUC. There was no boosting in performance with the IGTD

optimized feature ordering. The reason might be that the number of features is too small for

IGTD. Results also suggest that multi-modal image data has more predictive power than

using retinal image alone for 5-years MACE prediction. With only retinal images AUC was

66.78% using DL model 1 and with multi-modal images (retina + T2I (10 features)), AUCs

were 70.55%, 72.54%, 71.95% and 71.43 % using DL Model 2, DL Model 3, DL Model

4 and DL Model 5 respectively. T2I with 10 features gave better performance than using

retinal images alone in the DL models.

We also observe that the DL model performance for predicting 5 years MACE using

only retinal images is higher with an AUC of 66.78% compared to predicting MACE within

12 years of retinal imaging from only retinal images using DL where, AUC was 64.2%,

described in Section 5.5.3 (Prediction of MACE). This shows that the MACE prediction

closer to the retinal imaging date gives better predictive performance than farther MACE

from fundus images using DL.

The next and final chapter summarises the work presented in this thesis, discusses the

main contributions, and outlines topics for future work.



Chapter 8

Conclusions and future work

8.1 Summary of work

This thesis has focused on analyzing retinal color fundus images to find associations with

systemic conditions, especially Cardiovascular Disease (CVD) and its associated risk factors,

using the Genetics of Diabetes Audit and Research in Tayside Scotland (GoDARTS) bio-

resource and deep learning algorithms.

The first step was to investigate the best-performing deep learning model for classification

or regression tasks with retinal images, using synthetic images and controlled levels of task

difficulty. This was presented in Chapter 4.

The chapter reports our general framework for generating synthetic datasets parameterized

by difficulty level to test a Deep Learning (DL) model. The steps involved in the proposed

framework are (1) identify the target problem (e.g., binary classification), (2) identify the set

of parameters characterizing difficulty and their ranges, (3) define a discrete grid by sampling

the parameter space, (4) generate synthetic images, (5) run the classifier on the whole grid

and analyze the results. These steps were described in detail in Section 4.2.

For the synthetic data generation, 547 healthy retinal images from Methods to Evaluate

Segmentation and Indexing Techniques in the field of Retinal Ophthalmology (MESSIDOR)

were augmented using manually cropped lesion patches from the 640 Diabetic Retinopa-

thy (DR) 1 to 3 graded retinal images of MESSIDOR, described in Section 4.3.1. Three
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dimensions, namely size of the manually cropped lesion patch, the number of patches, and

the transparency level of the patch, were chosen to build a parametric space. Based on the

parametric space, a synthetic dataset was generated. Difficulty levels are clearly organized

in the space; the most difficult problem (the fewest and smallest patches with high trans-

parency) is situated opposite the easiest one (the most numerous and largest patches with

zero transparency).

Multiple Convolutional Neural Network (CNN) models were tried by varying different

hyper-parameters starting from a simple 2-layered CNN to the initial classification task

of healthy vs unhealthy retinal images that were synthetically generated. Several well-

known CNN models, namely VGG16 [92], ResNet50 [93], InceptionV3 [218], DenseNet201

[94] and EfficientNet-B2 [98], were tried by modifying their architectures described in

Section 4.3.5. A comparative performance evaluation showed that EfficientNet-B2 provided

better performance, based on the 10-fold cross-validation analysis at each data point in the

parametric space. We also tested performance on an independent dataset, Indian Diabetic

Retinopathy Image Dataset (IDRID), built for the classification of DR, and still found that

EfficientNet-B2 was performing better than the other CNN models. Hence, the modified

EfficientNet-B2 was chosen for our subsequent work using real retinal fundus images from

GoDARTS. The higher performance of EfficientNet-B2 compared to other DL architectures

might be due to their new compound model scaling approach, where all the dimensions of

depth, width, and resolution are uniformly scaled using compound coefficients as described

in [98].

The clinical measurements (Systolic Blood Pressure (SBP), Diastolic Blood Pressure

(DBP), High-Density Lipoprotein (HDL), Total Cholesterol (TC), Glycated Haemoglobin

(GH), Body Mass Index (BMI) and Tryglicerides (Trig)), disease outcomes (Major Adverse

Cardiovascular Event (MACE), All Cause Death (ACD), Chronic Kidney Disease (CKD),

DR, Diabetic Peripheral Neuropathy (DPN)) and Genome-Wide Polygenic Risk Scores

(GWPRS) for the individuals at baseline (earliest retinal image available) in GoDARTS were

provided by a team of clinicians and researchers as a part of our collaboration (Section 1.1.1).

This was a fixed dataset that had been provided for undertaking the analysis to investigate
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retinal associations with systemic conditions in GoDARTS using DL. This data was mapped

to retinal images of GoDARTS using proCommunity Health Index (CHI), an anonymized

numerical identifier unique to each patient.

In Chapter 5, retinal images for GoDARTS were used for predicting demographic fea-

tures, clinical measurements, and disease outcomes. 102,082 images were used from 8,570

individuals available in GoDARTS for predicting demographic features, age, and sex using

the modified EfficientNet-B2 model. 71,434 retinal images were used for training, 9,954

images for validation, and 20,694 for testing. The mean age of the whole population was

66.11 ± 11.77 years. For age prediction from only retinal fundus image as input, the model

achieved Mean Absolute Error (MAE) of 3.951 (95% CI 3.908, 3.995) and R2 of 0.809 (0.804,

0.814) on the complete test data. For predicting gender from only the retinal fundus image,

the model achieved Area Under Receiver Operating Characteristic (ROC) Curve (AUC) of

0.899 (0.895, 0.903), an accuracy of 0.811 (0.806, 0.817), the sensitivity of 0.886 (0.88,

0.891) and specificity of 0.717 (0.708, 0.727) on the complete test data. Similar model

performance was observed when the performance metrics were computed using only left-eye

retinal images and only right-eye retinal images for both age and sex predictions. A little

higher MAE for age predictions and a little lower AUC for sex prediction was observed

in our experiments compared to [23, 158, 155, 162], possible reason might be due to the

saturation of ageing changes in the retinal fundus of the older age groups.

The Grad-CAM heatmap generated shows that Optic Disc (OD) and macula are the

critical regions for age prediction in all age groups and the retinal vasculature is additionally

important in younger and middle-age groups. For sex prediction, from Grad-CAM heatmaps

it appears that OD and the region around the macula are the important features. Further,

the heatmaps suggest that, for the majority of male and female predictions, the OD and

the temporal vascular arcade region are activated respectively. To confirm this observation,

a systematic analysis was performed to check the consistency of the heatmap activations

in all the male and female predictions separately. With a common color bar representing

the same pixel intensity levels across all the mean heatmaps, Figure 5.4 shows that the OD

region is highly activated for all the correct male predictions but not for the correct female
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predictions. More details were presented in Section 5.2.3 (Grad-CAM heatmap consistency).

The exact visualizations of the important regions are not very clear from Gradient-based

Class Activation Mapping (Grad-CAM) heatmaps. This might be because of substantial

upscaling (a process involved in generating Grad-CAM heatmap) that can generate artifacts

that may introduce serious errors like masking out of important regions in the image or

creating false positives. Further studies are required in the direction of visualizing the CNN

predictions.

Section 5.3 reports our investigation on the difference between chronological and reti-

nal vascular age predicted by DL and associations with MACE and ACD of Type 2 Dia-

betes (T2D) population in GoDARTS. For this experiment, all T2D individuals above 30

years of age at the time of the first available retinal image and with no previous history

of hospitalization for myocardial infarction (MI) or stroke were considered. A total of

81,260 retinal images were obtained from 6,464 individuals. A modified EfficientNet-B2

model was trained and validated for age predictions from the train and validation splits. The

model achieved MAE of 4.088 (95% CI 4.037, 4.135) and R2 of 0.77 (0.764, 0.776) on the

complete test data with 16,125 retinal images. The individual-level performance (average

of the individual’s left- and right-eye age prediction) at baseline in test data (from 1,316

individuals) is MAE of 3.692 (3.543, 3.844) and R2 of 0.823 (0.806, 0.839). The average of

the left eye and right predictions improve the model’s performance.

The Predicted Age Difference (PAD) (difference between the age predicted by the DL

model from retinal image and the chronological age) was computed at an individual level

for 1,316 individuals at baseline in test data. Using Coxph regression analysis adjusted for

age and sex, a 1-year increase in retinal PAD score increases the risk of mortality by 5.9%

(Hazard Ratio (HR) = 1.0597, 95% CI = 1.034 – 1.085, P = 1.62e-06) and risk of developing

MACE increases by 5.8% (HR = 1.0587, 95% CI = 1.028 - 1.089, P = 1.06e-4). Coxph results

after adjusting for Atherosclerotic Cardiovascular Disease (ASCVD) risk score alone show

a risk of mortality increases by 3.3% (hazard ratio (HR) = 1.033, 95% CI = 1.01 – 1.058,

P = 0.0043) and risk of developing MACE increases by 4% (HR = 1.04, 95% CI = 1.011

- 1.069, P = 0.006) with a 1-year increase in retinal PAD score. More details are available
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in Section 5.3.4 (Early Mortality and MACE in older retina group). Also, a longitudinal

analysis was performed by computing τrate (see Section 5.3.4 (rate of change of PAD)) over a

period of 5 years. Coxph analysis with 326 mortality events from 1,172 individuals adjusted

for predicted age at first available retinal image and sex indicates that individuals in the high

τrate group have a higher risk of mortality than those in the low τrate group by 57% (HR =

1.575, 95% CI = 1.196 – 2.074, P = 0.0011). There were no significant associations observed

between τrate and MACE. One of the possible reasons might be because of the less number

of MACE in the dataset the predictive power of the model might be less. For more details

refer to Section 5.3.4 (rate of change of PAD).

DL model was used to predict Cardiovascular (CV) risk factors namely SBP, DBP, HDL,

TC, GH, BMI and Trig from retinal fundus images in a complete diabetic population of

GoDARTS, discussed in Section 5.4. A total of 13,964 retinal images from 6,656 individuals

were used in this experiment. Each DL model was trained independently to predict these

CV risk factors. The model achieved MAE of 5.88 (95% CI 5.71, 6.07) and R2 of 0.14 (0.1,

0.17) for the prediction of DBP on the complete test dataset with 2,786 images. R2 values

for the rest of the CV risk factors is approximately equal to zero specifying that there is no

information available in the retina for the corresponding feature predictions using this dataset.

More details were presented in Section 5.4.3.

Section 5.5 presented an investigation on predicting systemic disease outcomes (with

binary labels) namely MACE, ACD, and microvasculature complications (CKD, DPN, DR)

within 12 years from the date of retinal imaging using DL. For the classification of MACE and

ACD events, 13,964 retinal images from 6,656 individuals were used and for microvascular

complications, 17,139 retinal images from 8,222 individuals were used. Each DL model

was trained independently for the stratification of disease outcomes. The model achieved

an AUC of 0.642 (95% CI0.619, 0.665), 0.711 (0.693, 0.728), 0.741 (0.722, 0.759), 0.633

(0.614, 0.653), 0.57 (0.55, 0.591) for the classification of MACE, ACD, CKD, DR, DPN

respectively. The AUC value is poor for the prediction of DPN. The results show that the

retinal image contains some signal for the prediction of CKD, ACD, MACE, DR but no
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signal for DPN predictions using the cross-sectional image analysis in GoDARTS. Detailed

results were given in Section 5.5.3.

Chapter 6 presented results of our investigation on predicting Pooled Cohort Equa-

tions (PCE) ASCVD clinical risk score and GWPRS for CVD from retinal images using DL,

and how the predicted clinical risk score stratifies individuals with MACE and Cardiovascular

death (CV death) within 10 years from the date of retinal imaging. 13,964 retinal images

from 6,656 individuals were used for this experiment. The modified EfficientNet-B2 model

achieved an R2 of 0.554 (95% CI 0.528, 0.579) and MAE of 0.107 (0.104, 0.11) for esti-

mating the PCE ASCVD risk score in the test dataset. For GWPRS, the model achieved

an R2 of −0.005 (−0.019, 0.009) and a MAE was 0.484 (0.467, 0.5). These results suggest

that the retina does not contain information related to GWPRS for CVD. Moreover, the

findings indicate that the retina may provide valuable information regarding CVD risk, which

complements a GWPRS.

The individual-level Predicted Risk Score (PRS) (the DL predicted PCE ASCVD risk

score from a retinal image) was computed for 1,317 individuals at baseline in test data. Using

Coxph regression analysis adjusted for age, sex and GWPRS, the risk of developing MACE

increases by 2.9% (HR = 1.029, 95% CI = 1.015 - 1.042, P = 3.4e-5) and the risk of CV

death increases by 1.9% (hazard ratio (HR) = 1.019, 95% CI = 1.004 – 1.034, P = 0.009)

with 1 percent increase in retinal PRS. More details are available in Section 6.6.4. Ωrate

(see Section 6.6.2 (rate of change of PRS)) was computed as part of a longitudinal analysis

over a period of 3 years. The Coxph regression analysis adjusted for age at imaging, sex,

and GWPRS indicates that individuals in the top 20% Ωrate group have a higher risk of

developing MACE than those in the bottom 80% Ωrate group by 50.4% (HR = 1.504, 95% CI

= 1.122 – 2.016, P = 0.006) and 47.5% (HR = 1.475, 95% CI = 1.081 – 2.012, P = 0.014) for

CV death. More details were provided in Section 6.6.4, Rate of change of PRS. The results

show that the retina contains information useful for predicting CV risk score and it could

be used for diagnosing disease conditions associated with CVD. Further investigation and

replication in other cohorts are required.
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Finally, we experimented with an approach for converting tabular data of clinical mea-

surements and data from GoDARTS into images, allowing multi-modal data analysis with

a single data type (images). The retinal images and tabular data covered the stratification

of 5 years MACE. Experimental results were presented in Chapter 7. For the conversion of

tabular data to the image, CV risk features available in GoDARTS namely age, sex, DBP,

SBP, BMI, GH, HDL, TC; along with GWPRS were used. The process for the conversion

of tabular data to the image was described in Section 7.4.1. We further investigated the

effect of feature ordering in Tabular data to Image (T2I), as CNNs are mainly suitable for

analyzing the data with spatial or temporal dependencies between the components. For this,

the Image Generator from Tabular Data (IGTD) algorithm was implemented (Section 7.4.2).

Machine learning models, logistic regression and XGBoost classifier were explored for

predicting 5-years MACE using the risk factors from tabular data. Five different DL models

(Section 7.4.3) were trained with slight variations in their architectures. The maximum AUC

obtained was 72.54 % using a DL model with a dropout layer and input consisting of the

retinal image and T2I with 10 features. T2I with 10 features gave better performance than

using retinal images alone in the DL models. We observed that multi-modal image data has

more predictive power than a retinal image alone for 5-year MACE prediction. The addition

of GWPRS feature data to the DL model along with retinal image and T2I from CV risk

factors, improves the performance in predicting 5-years MACE by 2% increase in AUC.

Experimental results were presented in Section 7.5.

8.2 Contributions

1. We proposed a framework for generating synthetic datasets parameterized by difficulty

level to test classifiers for medical image analysis. The main contribution is a protocol

to build structured datasets for systematic testing by quantifying the difficulty of the

data for the target task. This framework is used for hyper-parameter tuning of the

DL model and identifies the robust model for our retinal image analysis. To our best

knowledge, this was not been addressed in the literature of synthetic medical data.
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2. We investigated DL model for predicting CV risk factors, namely age, sex, SBP, DBP,

HDL, TC, GH, BMI and Trig using only retinal images in the elderly diabetic cohort

of GoDARTS with mean age of 66.11±11.77 years. We are the first to apply DL on

retinal images of GoDARTS for predicting CV risk factors. The results show that the

DL algorithm using retina images: can perform very well in predicting age and sex;

achieved relatively less performance for DBP prediction; and could not predict well

for SBP, HDL, TC, GH, BMI and Trig.

3. We investigated the difference between predicted age from retinal image using DL and

chronological age as a biomarker to find associations with MACE and ACD and strong

statistically significant associations was observed. There is very limited literature

available who worked in a similar direction and the majority of them used retinal

images from the UK biobank [151]. To our best knowledge, we are the first to try

this analysis in a complete diabetic population. Also the DL predicted age from the

retina is investigated in longitudinal image data and observed a statistical significant

association with ACD but not with MACE.

4. We investigated the ability of a deep learning approach applied to retinal images to

predict the clinical risk score for PCE ASCVD and a GWPRS for CVD. Our results

demonstrate that the retina contains information that can indicate clinical risk score, but

no indication that it contains information related to GWPRS. These findings suggest

that the retina may provide valuable information complementary to GWPRS for CVD

risk. To the best of our knowledge, this is the first investigation of the complementarity

of retinal and genetic information for CVD risk using DL.

5. We investigated whether retinal images and a DL algorithm can predict MACE and

CV death within 10 years from the date of retinal imaging and how predictions from

the images associated with those from a clinical risk score used in clinical practice. The

coxph regression results show that there is a strong, statistically significant association

with the predicted PCE ASCVD clinical risk score and MACE, CV death in 10 years.
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The longitudinal retinal image data analysis also shows that predicted clinical risk

score can stratify the risk of MACE and CV death.

6. A method to convert T2I was proposed and multi-modal image analysis performed

using DL. The inputs were retinal images and converted T2I from CV risk factors

and GWPRS for predicting MACE within 5 years of retinal imaging. Also a IGTD

algorithm was implemented to find the optimal feature ordering for improving the DL

model performance. It was observed that multi-modal image data has more predictive

power than using retinal image alone for predicting MACE in 5 years.

8.3 Limitations and future work

This section discusses the limitations of our work and proposes possible solutions. It also

presents topics that can be extended in the future.

8.3.1 Synthetic data generation

In the synthetic data generation, the primary aim was to build a DL architecture that can

differentiate normal vs abnormal fundus images. During the synthetic data generation,

manually cropped lesion patches were randomly added to healthy retinal images and this

does not follow any pathological explanation for the lesions appearing on the retina. This

synthetic data does not represent the real fundus images with the lesion of DR. The task

of adding a cropped lesion patch to the retinal images by following the pathology required

a manual segmentation of retinal images to extract lesions. Segmentation and annotations

of retinal images are in themselves a large domain of research [119, 263, 204]. Currently,

Generative Adversarial Network (GAN)s are a promising approach for synthetic dataset

generation [206, 264–266] but generating synthetic data in a controlled fashion by difficulty,

as we have done, has not yet been attempted. In the future, GANs can be explored on

generating synthetic datasets as per the framework proposed in Section 4.2.
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8.3.2 DL architecture

Designing a best-performing DL architecture seems to be a never-ending task. It is extremely

difficult to control and explore values for all meta-parameters involved, such as the number of

layers, kernel size, residual connections, dense connections, dropout, pooling, normalization,

etc., all of which might improve performance. Extensive training and validation were

performed to fine-tune the CNN models and find the best performing DL architecture using

the synthetic dataset generated.

As per the recommendations from EfficientNet-B2 authors [98], for optimal performance

the original retinal images were downsized to 260×260 pixels. The other variants of Efficient-

Net family DL architectures take different sizes of input images and have shown improved

performance on ImageNet Large Scale Visual Recognition Challenge (ILSVRC) dataset.

Given the timeline and computation resources available to us, we stick to the EfficientNet-B2

DL model. The recent DL literature on medical image analysis for example [267] shows

that higher input image dimensions might improve the model performance further. With

higher computational resources, DL models with higher input image dimensions can be

tried as the next step. Because using higher dimension images can lead to a large number

of trainable parameters and computations, increases computational complexity, and require

more powerful hardware for efficient training and inference.

It is practically impossible to try all the DL models and variations reported in the literature

to find the absolute best-performing one for a specific problem. It is also challenging to test

fully new variants of a DL model, as this might need heavy computational resources and

large amounts of data. Therefore we selected a few contemporary DL architectures already

proven to be robust.

8.3.3 Explainability of DL

Explainability of DL models is the most challenging task in the DL research community.

Each neuron receives a set of inputs from its previous layer, performs multiplication with

weights learned during training through back-propagation, computes the output, and passes
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to the neuron in the next layer. It remains unclear in which way exactly neurons cooperate

to arrive at the final output so that the processing leading to the network’s answer remains

largely black box [268]. Geoffrey Hinton, one of the "godfathers of deep learning", has

been reported to say that he is now "deeply suspicious of back-propagation" and "my view is

thrown it all away and start again," [269].

The Grad-CAM [99] algorithm that we adopted allows one to visualize the critical regions

in the input image that are mainly responsible for the predictions made by the trained DL

model. Grad-CAM heatmaps are usually generated at the last convolutional layer of the DL

model, where the dimensions of the features maps become very small after the cascade of

convolutional and pooling operations (Section 1.4.1). To visualize the important regions, the

feature maps are enlarged to match the input image size. In the EfficientNet-B2 experiments,

the 9×9 feature maps with weights from the last convolutional layer are resized to match

the input image dimensions (260×260), generating heatmaps. However, this significant

enlargement can introduce errors such as obscuring crucial areas or creating false positives.

The Grad-CAM heatmaps we generated did not precisely identify the critical regions and

lacked detailed resolution. Although the heatmap showed the primary branching point in the

lower half of the retinal vasculature, as displayed in Figure 6.2, the heatmap’s finer details

were missing.

There is therefore a need for a robust visualization mechanism in DL [270–272]. Recently,

ProtoPNet [273] has been proposed to address this problem.

8.3.4 GoDARTS

The following are some thoughts for future research from retinal images using DL involving

GoDARTS.

1. Image quality check. All retinal images from GoDARTS were utilized in the experi-

ments without any quality check mechanism, but image pre-processing was applied to

all. However, as these images were captured during real-world diabetic eye screening

programs, there were several images with poor quality, such as blur and shakiness,
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which might be due to factors like the individual’s age and mental health. Incorporating

quality check measures, as suggested by Coyner et al. [274], could potentially enhance

the DL model performance in the findings reported in this thesis.

2. Image centering. The experiments carried out in this thesis utilized fundus images from

GoDARTS that are centered on the macula. However, Mookiah et al. [108] reported in

their study that they observed substantial variation and insufficient concordance in the

retinal measurement obtained from fundus images captured at two different centers,

OD centered and macula centered. It would be intriguing to explore the outcomes of

this thesis further using OD centered images.

3. Longitudinal data analysis

• GoDARTS contains longitudinal data collected for over 20 years. However, most

of the research work in this thesis was done on cross-sectional data. Along with

predictions for age and ASCVD risk score, CV risk factors can also be generated

for all the retinal images in the longitudinal data using DL and with different

follow-up window associations with MACE and CV death. This would take

forward the work discussed in Section 5.3.4 (rate of change of PAD), and 6.6.4

(rate of change of PRS).

• It is practically impossible to collect real clinical data at regular points in time.

Consequently, GoDARTS data are frequently unevenly distributed. For instance,

over a span of 5 years, some individuals might have an average of 10 retinal

images collected through eye examination while some others might have only

2. Consequently, applying DL, specifically Recurrent Neural Network (RNN),

for predicting disease progression can be difficult as models often require data

equally spaced in time. Recently, Bridge et al. [275] proposed a DL method

to predict the disease progression in longitudinal image data with uneven time

intervals with no prior feature extraction needed. Similar methods could be

applied to retinal images in GoDARTS for the prediction of systemic disease

progression, e.g., CVD, Alzheimer’s, diabetes, and CKD.



8.3 Limitations and future work | 160

4. Microvascular complications. For the classification of DR, a binary classification

problem of no DR vs any DR was solved(see Section 5.5). This work can be extended to

multi-class classification with 5 classes of DR, grade 0 to grade 4. Similarly, detecting

biomarkers for CKD was analyzed as a binary classification problem pivoting on stage

3, i.e., CKD/higher or not. This work could be extended to multi-class classification

by creating multiple classes based on estimated Glomerular Filtration Rate (eGFR)

values.

The literature on predicting CV risk factors [23, 158, 155, 162] from retinal images

using DL reports modest performance improvements over the results obtained in this thesis

with GoDARTS data. A possible reason is that in GoDARTS the mean age of individuals

at the time of the first available retinal image is nearly 66 years and the whole cohort is

diabetic, whereas the mean age of participants in the literature is frequently below 55 years

[23, 158, 155, 162]. Consistently with this, Kim et al. [155] reported that the performance of

their DL model for age prediction deteriorated significantly in participants with age over 60

years. Further studies should focus on understanding the mechanism behind age prediction

from fundus images.

8.3.5 Generalizability of results

Most of the experimental work in this thesis was carried out using retinal images from

GoDARTS. Their retinal images might differ based on camera, Field of View (FoV), lightning

conditions, image centering (macula or OD), etc. There is a need to assess the generalizability

of the investigation results obtained from GoDARTS with retinal images from other sources.

To this purpose, retinal images from MESSIDOR [12] were used for fine-tuning different

CNN models. IDRID [13] is an independent dataset used for further validation of the

selection of the best performing DL model for carrying our experiments with retinal images

in GoDARTS (refer Chapters 5, 6 and 7).
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Appendix A

Additional figures and results

This appendix presents some additional tables, Gradient-based Class Activation Mapping

(Grad-CAM) heatmaps, Kaplan-Meier (KM) plots, and coxph regression results from only

left-eye or right-eye retinal images.

Table A.1 Age sub-group-wise model performance on the complete test data using only left
eye images.

Age group # Images Mean actual age Mean predicted age MAE (95% CI)

0-10 0 - - -
10-20 0 - - -
20-30 27 27.457 33.202 5.925(4.76,7.006)
30-40 182 36.671 40.239 4.328(3.74,4.941)
40-50 667 45.881 48.638 4.201(3.946,4.473)
50-60 1578 55.671 58.524 3.998(3.83,4.166)
60-70 3160 65.157 66.275 3.538(3.444,3.635)
70-80 3487 74.807 73.603 3.604(3.509,3.692)
80-90 1210 83.326 78.951 4.99(4.788,5.186)

90-100 94 92.393 83.524 8.886(8.137,9.676)

This section consists of KM plots and coxph regression results for predicting 10-years

Major Adverse Cardiovascular Event (MACE) and All Cause Death (ACD) using the

Predicted Age Difference (PAD) computed from the retinal images of only left eyes or

only right eyes.
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Table A.2 Age sub-group-wise model performance on the complete test data using only right
eye images.

Age group # Images Mean actual age Mean predicted age MAE (95% CI)

0-10 0 - - -
10-20 0 - - -
20-30 27 27.457 32.596 5.173(4.051,6.397)
30-40 180 36.605 40.507 4.599(3.986,5.24)
40-50 658 45.886 49.334 4.532(4.236,4.84)
50-60 1557 55.687 58.609 4.308(4.139,4.485)
60-70 3137 65.159 66.172 3.594(3.496,3.699)
70-80 3436 74.794 73.701 3.548(3.463,3.635)
80-90 1200 83.307 78.842 5.102(4.899,5.315)

90-100 94 92.471 83.626 8.839(8.195,9.468)

Table A.3 Age sub-group-wise model performance on the test data of T2D individuals using
both left and right eye image predictions at baseline.

Age group # Images Mean actual age Mean predicted age MAE (95% CI)

0-10 0 - - -
10-20 0 - - -
20-30 0 - - -
30-40 30 36.719 42.672 5.943(4.791,7.191)
40-50 168 45.761 49.932 4.822(4.272,5.394)
50-60 466 55.769 59.129 4.409(4.091,4.75)
60-70 788 64.988 66.242 3.641(3.443,3.851)
70-80 860 74.724 73.912 3.618(3.434,3.804)
80-90 306 83.282 79.737 4.336(3.972,4.702)

90-100 14 92.134 84.122 7.998(6.775,9.058)
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Table A.4 Age sub-group-wise model performance on the test data of T2D individuals using
only left eye image predictions at baseline.

Age group # Images Mean actual age Mean predicted age MAE (95% CI)

0-10 0 - - -
10-20 0 - - -
20-30 0 - - -
30-40 15 36.719 42.608 5.905(4.31,7.675)
40-50 84 45.761 49.755 4.733(3.963,5.518)
50-60 233 55.769 59.540 4.736(4.286,5.207)
60-70 394 64.988 66.466 3.694(3.428,3.986)
70-80 430 74.724 73.881 3.779(3.52,4.048)
80-90 153 83.282 79.671 4.347(3.824,4.904)

90-100 7 92.134 84.310 7.817(6.913,8.582)

Table A.5 Age sub-group-wise model performance on the test data of T2D individuals using
only right eye image predictions at baseline.

Age group # Images Mean actual age Mean predicted age MAE (95% CI)

0-10 0 - - -
10-20 0 - - -
20-30 0 - - -
30-40 15 36.719 42.736 6.041(4.355,7.996)
40-50 84 45.761 50.108 4.911(4.184,5.677)
50-60 233 55.769 58.719 4.094(3.671,4.549)
60-70 394 64.988 66.018 3.591(3.319,3.87)
70-80 430 74.724 73.944 3.453(3.204,3.717)
80-90 153 83.282 79.803 4.307(3.84,4.785)

90-100 7 92.134 83.934 8.196(5.917,10.226)
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Table A.6 Age sub-group-wise model performance on the test data of T2D individuals using
the average of left and right eye image predictions at baseline.

Age group # Images Mean actual age Mean predicted age MAE (95% CI)

0-10 0 - - -
10-20 0 - - -
20-30 0 - - -
30-40 15 36.719 42.672 5.943(4.393,7.693)
40-50 84 45.761 49.932 4.588(3.888,5.337)
50-60 233 55.769 59.129 4.168(3.763,4.583)
60-70 394 64.988 66.242 3.275(3.031,3.548)
70-80 430 74.724 73.912 3.338(3.105,3.579)
80-90 153 83.282 79.737 4.111(3.646,4.6)

90-100 7 92.134 84.122 8.027(6.603,9.34)

Table A.7 Coxph regression results adjusted for age, and sex for predicting MACE and ACD
using PAD from only left- and right-eye retinal images. PAD score is a continuous variable.
The results of PAD Middle and high tertile are with respect to PAD low tertile group.

Eye Outcome # individuals # events feature HR conf.low conf.high p.value

Left

Mortality 1316 466
PAD score 1.04 1.02 1.06 0.0004

PAD Middle tertile 1.38 1.11 1.71 0.004
PAD high tertile 1.49 1.15 1.94 0.003

MACE 1316 305
PAD score 1.04 1.02 1.07 0.0009

PAD Middle tertile 1.17 0.9 1.53 0.3
PAD high tertile 1.52 1.11 2.08 0.009

Right

Mortality 1316 466
PAD score 1.06 1.04 1.08 2.68e-07

PAD Middle tertile 1.24 0.1 1.55 0.05
PAD high tertile 1.63 1.27 2.1 0.0001

MACE 1316 305
PAD score 1.05 1.02 1.08 0.0002

PAD Middle tertile 1.15 0.87 1.51 0.3
PAD high tertile 1.55 1.14 2.11 0.005
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(a) I1 left eye, actual age 61.4, predicted age
61.0

(b) I1 right eye, actual age 61.4, predicted
age 66.71

(c) I2 left eye, actual age 73.82, predicted
age 71.25

(d) I2 right eye, actual age 73.82, predicted
age 71.01

(e) I3 left eye, actual age 74.77, predicted
age 74.64

(f) I3 right eye, actual age 74.77, predicted
age 71.69

Fig. A.1 Sample grad-CAM heatmaps of three individuals from model trained
for age prediction in T2D individuals. I1 = Individual 1, I2 = Individual 2, I3 =
Individual 3.
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(a) KM curves for mortality

(b) KM curves for MACE

Fig. A.2 KM curves of right-censored survival data for upper (high PAD) and lower
(low PAD) tertiles of retinal PAD groups using only left eye image predictions for
age.
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(a) KM curves for mortality

(b) KM curves for MACE

Fig. A.3 KM curves of right-censored survival data for upper (high PAD) and lower
(low PAD) tertiles of retinal PAD groups using only right eye image predictions for
age.
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Table A.8 Coxph regression results adjusted for CV risk score for predicting MACE and
ACD using PAD from only left- and right-eye retinal images. PAD score is a continuous
variable. The results of PAD Middle and high tertile are with respect to PAD low tertile
group.

Eye Outcome # individuals # events feature HR conf.low conf.high p.value

Left

Mortality 1316 466
PAD score 1.02 0.1 1.04 0.08

PAD Middle tertile 1.34 1.08 1.67 0.008
PAD high tertile 1.24 0.95 1.61 0.1

MACE 1316 305
PAD score 1.03 1.003 1.05 0.02

PAD Middle tertile 1.15 0.88 1.52 0.3
PAD high tertile 1.32 0.97 1.81 0.08

Right

Mortality 1316 466
PAD score 1.04 1.02 1.06 0.0005

PAD Middle tertile 1.1 0.89 1.37 0.3
PAD high tertile 1.37 1.07 1.76 0.01

MACE 1316 305
PAD score 1.04 1.01 1.06 0.006

PAD Middle tertile 1.05 0.8 1.37 0.7
PAD high tertile 1.36 1.004 1.84 0.05

Table A.9 Coxph regression results adjusted for sex for predicting MACE and ACD using
DLPA and CA from only left- and right-eye retinal images. DLPA = DL predicted age, CA =
chronological age. DLPA and CA are continuous variables.

Eye Outcome # individuals # events Feature HR conf.low conf.high p.value

Left
Mortality 1316 466

DLPA 1.104 1.09 1.117 <2e-16
CA 1.097 1.084 1.109 <2e-16

MACE 1316 305
DLPA 1.09 1.08 1.113 <2e-16

CA 1.088 1.07 1.101 <2e-16

Right
Mortality 1316 466

DLPA 1.111 1.098 1.12 <2e-16
CA 1.097 1.085 1.108 <2e-16

MACE 1316 305
DLPA 1.09 1.08 1.116 <2e-16

CA 1.088 1.074 1.102 <2e-16

Table A.10 Coxph regression results adjusted for predicted age and sex for predicting ACD
using τrate from only left- and right-eye retinal images. τratelt = τrate low tertile, τratemt = τrate
middle tertile, τrateht = τrate high tertile. The results of τratemt group and τrateht group are with
respect to τratelt group.

Eye Outcome # individuals # events Feature HR conf.low conf.high p.value

Left Mortality 1172 326
τratemt 1.31 0.995 1.71 0.0535
τrateht 1.62 1.23 2.14 0.000607

Right Mortality 1172 326
τratemt 0.8 0.608 1.05 0.108
τrateht 1.26 0.967 1.65 8.70e-02
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(a) KM curves for mortality

(b) KM curves for MACE

Fig. A.4 KM curves of right-censored survival data for groups of predicted age
computed from only left eye retinal images
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(a) KM curves for mortality

(b) KM curves for MACE

Fig. A.5 KM curves of right-censored survival data for groups of predicted age
computed from only right eye retinal images
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Fig. A.6 KM curves for mortality from right censored survival data for upper (high
τrate) and lower (low τrate) tertiles of τrate groups computed from only left eye
predictions. τrate = PALFD rate.

Table A.11 Coxph regression results adjusted for age, sex and GWPRS for predicting MACE
and CV Death using PRS from only left- and right-eye retinal images. PRS score is a
continuous variable. The results of PRS middle and high tertile are with respect to PRS low
tertile group.

Eye Outcome # individuals # events feature HR conf.low conf.high p.value

Left

MACE 1273 317
PRS score 1.02 1.01 1.03 4.40E-04

PRS Middle tertile 1.19 0.82 1.72 3.62E-01
PRS high tertile 1.7 1.1 2.62 1.71E-02

CV Death 1273 255
PRS score 1.02 1.003 1.03 1.73E-02

PRS Middle tertile 1.15 0.74 1.78 5.34E-01
PRS high tertile 1.49 0.9 2.46 1.24E-01

Right

MACE 1273 317
PRS score 1.02 1.01 1.03 1.36E-04

PRS Middle tertile 1.37 0.94 2.006 9.89E-02
PRS high tertile 1.88 1.22 2.89 4.18E-03

CV Death 1273 255
PRS score 1.01 1.001 1.03 2.85E-02

PRS Middle tertile 1.61 1.02 2.54 4.02E-02
PRS high tertile 2.05 1.22 3.44 6.46E-03
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Fig. A.7 KM curves for mortality from right censored survival data for upper (high
τrate) and lower (low τrate) tertiles of τrate groups computed from only right eye
predictions. τrate = PALFD rate.

Table A.12 Coxph regression results adjusted for predicted age, sex and GWPRS for predict-
ing MACE and CV Death using Ωrate from only left- and right-eye retinal images. Ωratet20

= Ωrate Top 20%, Ωrateb80 = Ωrate Bottom 20% . The results of Ωratet20 are with respect to
Ωrateb80 group.

Eye Outcome # individuals # events Feature HR conf.low conf.high p.value

Left
MACE 1091 219 Ωratet20 1.33 0.98 1.792 6.39E-02

CV Death 1112 190 Ωratet20 1.44 1.05 1.98 2.26E-02

Right
MACE 1091 219 Ωratet20 1.295 0.96 1.76 9.54E-02

CV Death 1112 190 Ωratet20 1.41 1.03 1.93 3.24E-02
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(a) Right eye, actual risk 0.95, predicted risk
0.74

(b) Left eye, actual risk 0.05, predicted risk
0.17

(c) Right eye, actual risk 0.36, predicted risk
0.37

(d) Left eye, actual risk 0.49, predicted risk
0.42

(e) Right eye, actual risk 0.41, predicted risk
0.37

(f) Right eye, actual risk 0.78, predicted risk
0.58

Fig. A.8 More examples of sample grad-CAM heatmaps for PCE risk prediction.
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(a) KM curves for MACE

(b) KM curves for CV Death

Fig. A.9 KM curves of right censored survival data for upper (high PRS), middle
and lower (low PRS) tertiles of retinal PRS groups derived from only left retina.



| 198

(a) KM curves for MACE

(b) KM curves for CV Death

Fig. A.10 KM curves of right-censored survival data for upper (high PRS), middle
and lower (low PRS) tertiles of retinal PRS groups derived from only right retina.
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(a) KM curves for MACE

(b) KM curves for CV Death

Fig. A.11 KM curves of right censored survival data for top 20% and bottom 80%
of the retinal Ωrate groups computed from only left eye image predictions.
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(a) KM curves for CV Death

(b) KM curves for CV Death

Fig. A.12 KM curves of right censored survival data for top 20% and bottom 80%
of the retinal Ωrate groups computed from only right eye image predictions.
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