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Abstract
This paper aims to design a novel AFCM-SMOTENC-APRIORI model to mine the default feature attributes of small enter-
prises. It can overcome the problem that the data characteristics of ‘‘small defaulting small enterprises and large non-
defaulting small enterprises’’ make it difficult to mine the defaulting feature attributes of existing small enterprises. We used
1,231 small enterprise credit data from a city commercial bank in China to make an empirical analysis. We found that 23 fea-
ture attributes are strongly associated with default and 87% of the association rules are the same between the extended data
and the original data mining. It shows that the data mining results with SMOTE-NC are highly consistent with the results of
the original data mining, and the model is robust and reliable. It can be used as a reference for the credit risk identification of
small enterprises in commercial banks.
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Introduction

Small enterprises are the cornerstone of the global econ-
omy and employment. There are many of them, and they
provide a large number of jobs (Chai et al., 2019). With
the spread of COVID-19 across China, forcing the eco-
nomic model to shift from a ‘‘contact economy’’ to a ‘‘dis-
tance economy’’ poses a great challenge for small
enterprises (Belitski et al., 2022). Small enterprises are
engaged in labor-intensive and ‘‘touch’’ services. The
transformation of the economic model hinders the further
development of small enterprises. With their reliance on
long-tail customers, small enterprises have always faced
the problems of difficult and expensive financing (Nizaeva
& Coskun, 2019; Y. Sun et al., 2022). From 2019 to the
end of 2021, the inclusive loans provided by Chinese
financial institutions to small and micro enterprises
increased from 31,973.4 billion yuan to 72,111.8 billion
yuan (China Banking and Insurance Regulatory
Commission [CBIRC], 2019). With the increase in the
number of inclusive loans provided by financial institu-
tions to small and micro enterprises, financial institutions
also need to control their default risk and grasp the funda-
mental reasons for their default. However, due to the
unbalanced characteristics of more non-default samples
and fewer default samples in the credit evaluation data of

small enterprises, it is easy to focus on high-frequency
events (non-default rules) and fail to effectively mine
important low-frequency events (default rules) in associa-
tion rule mining (Mahdi et al., 2022). In practice, mining
the feature attributes strongly associated with defaulting
small enterprises is the key to the identification of credit
risk features, that is, the exploration of default rules is
more important (Calabrese et al., 2019).

Feature attributes can reflect the characteristics of
small enterprises with different loans under the same indi-
cator. For example, the indicator of ‘‘Residence status of
business owners’’ in the credit evaluation of small enter-
prises includes five types: ‘‘Self-owned or mortgage,’’
‘‘Family building,’’ ‘‘Rent,’’ ‘‘Collective dormitory or
common housing,’’ ‘‘Other, unknown or missing data.’’
Each type is a feature attribute of small loan enterprises.
It is a finer dimension relative to indicators, which can
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not only reflect the characteristics of small loan enter-
prises, but also reveal the fundamental causes of enter-
prise default. Existing research on credit risk focuses on
indicator screening, score solving and credit rating grad-
ing (Ashofteh & Bravo, 2021; Shi et al., 2020; Xia et al.,
2018; L. Yu et al., 2021). Some scholars have also made a
detailed analysis of the indicators, including the compari-
son of default probability between blacks and whites, and
the comparison of default probability between customers
with high loan amounts and low loan amounts (Karlan
& Zinman, 2010; Pope & Sydnor, 2012). However, few
can reveal the relationship between the feature attributes
of small enterprises and default status, especially the rela-
tionship between different intervals and the default status
under quantitative indicators, reflecting the fundamental
causes of small enterprises’ default. Inadequate under-
standing of the default feature attributes and non-default
feature attributes of small enterprises can easily lead
financial institutions to make incorrect credit decisions,
thus triggering small enterprise credit risk and increasing
the pressure on financial institutions’ credit risk.

To solve the above problems, this paper designs a
novel AFCM-SMOTENC-APRIORI model to mine the
default feature attributes of small enterprises. Then, we
use the credit data of 1,231 small enterprises from a city
commercial bank in China to make an empirical analysis.
We found that among the 23 indicators that can signifi-
cantly identify the default status of small enterprises,
there are 23 feature attributes strongly associated with
non-default. This means that the default risk of small
enterprises with these feature attributes is relatively low,
which can be used as a reference for credit granting. At
the same time, we also found that among these 23 indica-
tors, there are 23 feature attributes strongly related to
default, showing that the default risk of small enterprises
with those feature attributes is relatively high. This was
especially true when: the return on total assets of a small
enterprise is in the range [0.0000, 0.0344); the turnover
speed of accounts receivable of a small enterprise is in the
range [0.0484, 3.9500); the enterprise has less than five
patents in the same industry; the product sales scope of
small enterprises is unclear, or it is not in the two ways of
domestic sales and export sales; the personal credit card
of the legal representative (or the person in charge of the
enterprise) of a small enterprise has a default record or
missing data; and the legal person has held the position
for less than 2 years. The financial information of small
enterprises is not perfect, and financial institutions often
do not know much about. The feature attributes of large
enterprises can’t help financial institutions make credit
decisions for small enterprises. The features found in this
paper, especially the default features, can help credit deci-
sion makers understand small businesses, identify small
businesses with high default risk as early as possible, and

then make correct credit decisions, thus reducing the risk
pressure of financial institutions.

The contribution of this paper includes the develop-
ment of a new integrative methodology that combines
AFCM, SMOTE-NC, and APRIORI. Another contri-
bution is developing insights and relevance of complex
relationships between the feature attributes and default
status. More broadly, this study provides initial evidence
and relationships for generalized defaulting association
rules for financial institutions to mine the root cause of
small enterprise defaulting. This study also addresses
some of the methodology issues facing previous tech-
niques applied to credit evaluation. For example, the
proposed methodology addresses the Boolean of quanti-
tative data, the mining of low-frequency rules and the
exploration of the complex relationship between feature
attributes and credit risk, all of which limit the applica-
tion power of previous techniques.

Following the Introduction, the article consists of five
sections: Literature Review, Research Design, Empirical
Analyses, and the Conclusion.

Literature Review

The difficult and expensive financing of small enterprises
has been a focus of academic research. For a long time,
scholars have believed that small enterprises are affected
by credit rationing, and the borrowers of small enter-
prises are either refused loans or the loan amount is
lower than their loan application amount or the loan
interest rate is unbearable (Chai et al., 2019; Y. Zhang
et al., 2021). This is mainly because financial institutions
may face disproportionately high monitoring costs due
to the opaque information of small enterprises and the
relative scarcity of mortgage assets compared with large
enterprises or high achieving enterprises (Rostamkalaei
& Freel, 2016). In addition, Freel et al. (2012) found that
in addition to the above possible reasons, a reason why
the demand for credit of small businesses can’t be met is
that small businesses not applying because they may be
reluctant to apply due to the prospect of being rejected is
almost twice that of being rejected. One of the key mea-
sures to solve the credit rationing of small businesses is
to identify the credit risk of small businesses, so as to
ensure that the probability of default can be accurately
estimated (Y. Sun et al., 2022).

As for credit risk identification, the existing literature
mainly focuses on credit evaluation indicator screening,
credit score solution and credit rating. Those are the
ways to predict loan customers’ default status. Indicator
screening mainly adopts the filtering method, embedding
method and hybrid method to reduce the indicators, and
then uses the indicators retained after reduction to pre-
dict the default status of customers (Hou et al., 2014;
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Sefidian & Daneshpour, 2019; J. Sun et al., 2015; L. Yu
et al., 2021; C. Zhang & Hu, 2020; Zhou et al., 2021).
The credit score is used to represent the level of customer
credit risk, and its solution mainly includes measurement
and statistics, artificial intelligence and goal optimization
(Ashofteh & Bravo, 2021; Luo, 2020; Mancisidor et al.,
2020; Xia et al., 2018). The credit rating division consists
of four mainstream methods: default probability thresh-
old, credit score range, customer number distribution
and default loss rate division (Chai et al., 2019; Krink
et al., 2008; Shi et al., 2020). To improve the prediction
effect of loan customer default, Bagging, Boosting,
SMOTE and other methods that can retain a small num-
ber of default sample information have also been widely
used (Niu et al., 2020; Shen et al., 2021; J. Sun et al.,
2018).

In terms of feature attribute mining, Karlan and
Zinman (2010) found that the borrower with a higher
loan amount is less likely to default. Pope and Sydnor
(2012) found that the default probability of black bor-
rowers was 36% higher than that of white borrowers by
using used the Prosper data and Logit regression empiri-
cal analysis. Hildebrand et al. (2017) found that the loan
projects with group leaders bidding had a higher default
probability than those without group leaders bidding by
the credit transaction data of the Prosper platform from
February 2007 to April 2008. Bai et al. (2019) used the
combination of a fuzzy rough set and fuzzy C-means
method to build a credit risk evaluation model. Using
the loan data of 2,044 farmers, they concluded that the
education level and skills of farmers are highly related to
their credit quality. The above literature makes a sys-
tematic analysis of credit risk, but it has not yet mined
the feature attributes strongly associated with credit risk
to find out the root cause of credit risk. In particular,
when there are few default samples and more non-default
samples, it is more difficult to explore the causes of the
default. Therefore, this paper designs a combination
method to explore the root causes of small business
default.

Association rule analysis is the key technology of big
data analysis, which can explore the correlation or rele-
vance between different transactions from a large
amount of data (Luo, 2020). APRIORI was proposed by
Agrawal et al. (1993) to mine association rules.
Subsequently, various scholars optimized this method
and applied it widely in various fields. Lazcorreta et al.
(2008) used this algorithm to analyze the behavior of
individual users in a Web information system, and
helped users choose the best customized links. Xie et al.
(2020) optimized this algorithm to analyze the evolution-
ary characteristics of regional traffic congestion, laid the
foundation for formulating advanced regional traffic
control strategies, and helped to alleviate traffic

congestion. Based on this algorithm, Luo (2020) dug into
the association rules and association degree between
poverty indexes and poverty degree, and studied in-depth
the causes of poverty among residents. As the purpose of
this study is to mine the correlation between each feature
attribute of small enterprises and default status, it is con-
sistent with the performance of the APRIORI algorithm
in mining the correlation between data items, and the
algorithm has an extensive practical basis in various
fields. Therefore, this paper adopted this method to ana-
lyze the default feature attributes and non-default feature
attributes of small enterprises.

Research Design

Interval Division of Quantitative Indicators

In practice, association rules are generally divided into
Boolean association rules and quantitative association
rules. Boolean association rules deal with qualitative
indicators with discrete values (Kabir et al., 2017), and
quantitative association rules are used to deal with quan-
titative indicators with continuous values (Alatasx &
Akin, 2006). For example, if the association rule antece-
dent X is ‘‘female’’ and the association rule subsequent Y
is ‘‘Default,’’ this rule is a Boolean association rule. If
the association rule antecedent X is ‘‘industry prosperity
index = 102’’ and the association rule subsequent Y is
‘‘non-default,’’ this rule is a quantitative association rule.
The mining of quantitative association rules generally
needs to convert quantitative data into Boolean data
processing, that is, it is generally processed in an interval
way (Alatasx & Akin, 2006).

To ensure that the quantitative indicator interval divi-
sion of small enterprises meets the goal of ‘‘the smaller
the distance within the class, the greater the distance
between classes,’’ this paper uses Adaptive Fuzzy C-
means (AFCM) algorithm to convert the quantitative
indicator value into Boolean data. The characteristics of
this method are as follows. By solving the adaptive func-
tion composed of the distance between classes and the
distance within classes of different feature attributes of
the same indicator, a small enterprise quantitative indica-
tor interval division model with improved fuzzy C-means
is constructed. Following this the cluster number corre-
sponding to the maximum of the adaptive function, that
is, the optimal interval number, is obtained. This reflects
the interval division idea of ‘‘the smaller the distance
within the class, the greater the distance between the
classes’’ of different feature attributes of the same indica-
tor, which makes up for the deficiency that the clustering
number of the existing fuzzy C-means algorithm needs to
be set subjectively. More specifically, the objective func-
tion, cluster number and conditions are given by (Y. Sun
et al., 2022)

Chai et al. 3



min J (U , c1, � � � , ct)=
Xl

i= 1

Xm

j= 1

(uij)
nd2(Xj, ci) ð1Þ

Where J (U , c1, � � � , ct) is the sum of squares of weighted
distances from each feature attribute value of a quantita-
tive indicator to the cluster center of the group; l is the
total number of clusters, (i=2, ., l); m is the number
of small enterprises; uij 2 [0,1] represents the membership
degree of a quantitative indicator value Xj of the j-th
small enterprise belonging to class i; n 2 ½1,‘) is the
weighted index of membership degree; ci is the cluster
center of i-th class, and the cluster center vector is
C = cif g; d(Xj, ci) represents the Euclidean distance from
the indicator value Xj to the cluster center ci. Equations
2 and 3 are the necessary conditions for solving the mini-
mum value of Equation 1, and K is the number of
iterations.

ci =

Pm
j= 1

(uij)
nXj

Pm
j= 1

(uij)
n

ð2Þ

uij =
1

Pc
K = 1

(
dij

dKj
)

2
n�1

ð3Þ

For quantitative indicator X, under the conditions of

meeting uij 2 ½0, 1� and
Pt

i= 1

uij = 1, by solving the sum of

the distance between the indicator value Xj of small
enterprises in the class and the cluster center ci, we can
find out the clustering result of the quantitative indicator
of small enterprises with the smallest distance in the
class, so as to realize the Boolean data transformation of
the quantitative indicator. The premise of getting cluster
results is that we need to determine the cluster number l
first. Then, we can solve it when the maximum value of
L(l) is reached,

L(l)=

Pl

i= 1

Pm
j= 1

(uij)
n ci � X
�� ��2

=(l � 1)

Pl

i= 1

Pm
j= 1

(uij)
n Xj � ci

�� ��2
=(m� l)

ð4Þ

Where L(l) is the adaptive function value of cluster num-

ber l, 2\l\m, X =

Pl

i= 1

Pm
j= 1

um

ij
Xj

m
as the center vector of

quantitative indicator X. The molecule

Pl

i= 1

Pm
j= 1

(uij)
n ci � X
�� ��2

=(l � 1) of Equation 4 is the dis-

tance between different feature attribute classes of the
same indicator. The greater the distance from the cluster

center ci to the indicator center vector X , the more signif-
icant difference between classes, that is, the difference
between feature attributes of different classes is more

obvious. The denominator
Pl

i= 1

Pm
j= 1

(uij)
n Xj � ci

�� ��2
=(m� l)

of Equation 4 is the intraclass distance of the feature
attributes of the same indicator.

We can explain Equation 4 as follows. The smaller
the distance from the indicator value Xj to the cluster
center ci, the smaller the difference between different fea-
ture attributes, that is, the closer these feature attributes
are. The larger the numerator, the smaller the denomina-
tor and the larger the score value, indicating that the
interval division results of different feature attributes of
the same indicator can better reflect the standard of ‘‘the
smaller the distance within the class and the greater the
distance between classes.’’ When the maximum value of
L(l) is reached, the optimal cluster number can then be
obtained.

We need to calculate the clustering center vector C
and membership matrix U through continuous iteration
until the difference between the iteration result of step
K + 1 and that of step K is less than the threshold e. At
this time, the iteration is terminated to realize the interval
division of quantitative indicators. Therefore, the itera-
tion termination condition is

C(K + 1) � C(K)
�� ��\e ð5Þ

Furthermore, the constraint conditions to ensure the
maximum of Equation 4 are given,

L(l � 1).L(l � 2) and L(l � 1).L(l) ð6Þ

The value L(l21) of cluster number l21 is not only
greater than the value L(l22) corresponding to cluster
number l22, but also greater than the value L(l) corre-
sponding to cluster number l, ensuring that L(l21) is the
maximum value; at that point the clustering number l21
is the optimal clusters of the quantitative indicator inter-
val, and the clustering process ends.

To facilitate intuitive understanding, the implementa-
tion flow of the Adaptive Fuzzy C-means algorithm is
shown in Figure 1.

Association Rule Mining of Small Enterprise

Default Sample Expansion Based on SMOTE-NC. Due to the
unbalanced characteristics of more nondefault samples
and fewer default samples in credit evaluation data, it is
easy to focus on the non-default high-frequency rules
and fail to effectively mine the important low-frequency
rules of default in association rule mining (Mahdi et al.,
2022). Therefore, before mining association rules, it is
necessary to expand the low-frequency default samples
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according to the unbalanced distribution characteristics
of small enterprise data, to make up for the impact of
data imbalance on low-frequency event association rules
mining. In this paper, a default sample expansion model
is constructed by Synthetic Minority Oversampling
Technique-Nominal Continuous (SMOTE-NC). For the
quantitative indicator Snew

i, quantitative in the newly synthe-
sized default sample, it can be expressed as (Chawla
et al., 2002)

Snew
i, quantitative = Si, quantitative + l(S0i, quantitative � Si, quantitative)

ð7Þ

Where Si, quantitative represents the quantitative indicator
set of defaulting small enterprises and Si, qualitative is a qua-
litative indicator set, l 2 [0, 1] is a random number.
Snew

qualitative is the indicator value with the highest frequency
among the K-nearest neighbor of the default sample
S0i, qualitive. For the qualitative indicator in the new default
sample

Snew
i = Snew

i, quantitative [ Snew
qualitative ð8Þ

According to the distribution characteristics of unba-
lanced data of default and non-default of small enterprise

data, the small enterprise default sample expansion
model of SMOTE-NC is established to expand the sam-
ples of low-frequency default small enterprises, so as to
balance the default and non-default samples in the data
set and avoid the impact of data imbalance on the mining
of association rules of low-frequency events. The differ-
ence between this method and the classical data expan-
sion method SMOTE is that SMOTE cannot directly
expand the data of qualitative indicators. It needs to digi-
tize the qualitative indicators and then expand them
according to Equation 8; SMOTE-NC does not need to
numerate the qualitative indicator, it only needs to count
the frequency of the feature attributes of qualitative indi-
cators. This meets the data requirements of feature attri-
bute mining in this paper, and makes up for the fact that
of SMOTE cannot directly expand the qualitative indica-
tors and the expanded qualitative indicator data classifi-
cation is not clear. For example, if the feature attribute
‘‘male’’ contained in the ‘‘gender’’ indicator is assigned as
1 and ‘‘female’’ is assigned as 0.8, the newly generated
sample of SMOTE may be 0.89 through interpolation, so
it is difficult to determine which attribute the value of
0.89 should be.

Mining Default Feature Attributes of Small Enterprises Based on
APRIORI. In order to mine the default feature attributes
of small enterprises, it is necessary to establish associa-
tion rules between the feature attributes of small enter-
prises and their corresponding default status. Support
and Confidence are two measurement criteria that can
accurately describe the correlation between variables
(Mahdi et al., 2022). The degree of support f(X!Y)
refers to the probability of simultaneous occurrence of
the preceding item X (i.e., the feature attribute contained
in the evaluation indicator) of the association rule and
the subsequent item Y (i.e., default status) of the associa-
tion rule (Hong et al., 2020),

f X ! Yð Þ= count XYð Þ=count Tð Þ ð9Þ

Where T represents the number of small loan enterprises,
count(*) represents the frequency of corresponding
events, and count(XY) represents the frequency of simul-
taneous occurrence of feature attribute X and default
status Y. Equation 9 depicts the regular relationship
between feature attribute X contained in the small enter-
prise credit evaluation indicator and default status Y.
The greater the support f(X!Y), the stronger the corre-
lation between feature attribute X and default status Y.

Confidence represents the percentage of default status
Y of small enterprises with feature attribute X, expressed
as a conditional probability (Hong et al., 2020),

g X ! Yð Þ= count XYð Þ=count Xð Þ ð10Þ

Determine the objective function min 
J and adaptive function L(l)

Set initial parameters

Calculate cluster center C and 

membership matrix U

No

2<l<m

Yes

K=K+1l=l+1

No

Inteval 1, Interval 2, ···, Interval l

l=l-1 Yes

Figure 1. Principle of adaptive fuzzy C-means interval division.
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The greater the confidence g(X!Y), the greater the
probability of default status Y of small enterprises with
feature attribute X.

It is necessary to select an appropriate association rule
mining algorithm to mine default feature attributes by
using support and credibility. Due to its easy understand-
ing, low data requirements and strong interpretability of
recognition rules, the APRIORI algorithm is widely used
in mining the association rule in the medical field, engi-
neering and other industries (Kavšek & Lavrač, 2006;
Tatavarthi & Sambasiva, 2017; H. Yu et al., 2011). The
core of APRIORI is to find the frequent itemset I where
its support f is not less than the minimum threshold d in
the database through iteration, and then construct the
association rule set Z where the confidence g is not lower
than the minimum confidence threshold z (Mahdi et al.,
2022). The implementation process is as follows.

Build a Frequent Itemset I. f (X b
i
! Y ) is the support

between X b
i
and Y obtained by Equation 10, d is the min-

imum support threshold. Then,

I = (X b

i
, Y ) f (X b

i
! Y )ø d

��n o
, 9 X b

i
! Y ð11Þ

Where X b
i as the b-th feature attribute (b= 1, 2, � � � , l) of

the i-th indicator, and l is the number of feature attri-
butes of the i-th indicator, (i= 1, 2, � � � , n); n is the num-
ber of indicators, and Y is the default status of small
enterprises (Y=1 for defaulting small enterprises, Y=0
for non-defaulting small enterprises). Equation 11 indi-
cates that when the b-th feature attribute X b

i and default
status Y occur at the same time, the support f (X b

i
! Y ) is

greater than or equal to the threshold d. X b
i
! Y belongs

to frequent itemset I. It shows that the frequency of the
feature attribute X b

i and default status Y is very high.
That is, the feature attribute X b

i is highly related to the
default status Y.

Build a Strong Association Rule Set Z. On the premise that
X b

i
! Y belongs to frequent itemset I, when the confi-

dence is greater than or equal to the confidence threshold
z, X b

i
! Y can be retained in the strong association rule

set Z. Then,

Z = (X b

i
, Y ) g(X b

i
! Y )ø z, (X b

i
, Y ) 2 I

��n o
, 9 X b

i
! Y

ð12Þ

Equation 12 indicates that there is a strong correlation
between the feature attributes X b

i and the default status
Y, and the reliability is high.

Determine the Feature Attributes X b
i, max

Most Relevant to the
Default Status of Small Enterprises. Suppose the feature

attribute X b
i, max contained in the i-th indicator has the

strongest correlation with the default status Y in the
strong association rule set Z, then

max f (X b

i, max
! Y ), 8(X b

i
, Y ) 2 Z ð13Þ

Empirical Analyses

Sample Selection and Data Source

This paper uses 1,231 small business loans from 1994 to
2012 of a city commercial bank in China as an empirical
sample. According to the Classification Standard of
Small and Medium-sized Enterprises issued by the
Ministry of Industry and Information Technology of the
People’s Republic of China, the data was collected from
11 industries, such as wholesale, retail, construction,
transportation, leasing and business services. At the
same time, the data covers nine provincial regions:
Beijing, Hebei, Henan, Jiangxi, Liaoning, Shanghai,
Sichuan, Tianjin and Chongqing. Among all of the
loans, only 35 had defaulted.

Based on the high-frequency credit evaluation indica-
tors of small enterprises of authoritative institutions such
as Moody’s, S&P, Fitch, China Construction Bank, com-
bined with the availability of data, this paper has estab-
lished a small enterprise credit evaluation indicator
system composed of 10 standard levels, such as small
enterprise solvency, profitability, operation ability,
growth ability, external macro conditions, internal non-
financial factors and enterprise credit. There are 81 indi-
cators contained in this data such as asset liability ratio,
return on total assets and industry prosperity indicator.
On this basis, the indicators reflecting information redun-
dancy are eliminated through partial correlation analysis,
and the indicators that can significantly distinguish the
default status of small enterprises are selected by Probit
regression. A small enterprise credit rating indicator sys-
tem composed of 23 indicators such as ‘‘X1 Quick ratio’’
and ‘‘X14 years of employment related industries’’ was
constructed, as shown in Table 1. Descriptive statistics of
23 indicators are shown in Tables 2 and 3 shows the
scores of different feature attributes of quantitative indi-
cators. The system includes 13 quantitative indicators
and 10 qualitative indicators, and the corresponding
AUC is as high as 98.62% (Chai et al., 2019). The feature
attributes and corresponding coding of 23 indicators are
shown in Table 4.

Analysis of Mining Results of Non-defaulting and
Defaulting Feature Attributes of Small Enterprises

Interval Division Results of Quantitative Indicators. Taking the
interval division of the quantitative indicator ‘‘X1 Quick
ratio’’ as an example, this paper explains the interval
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division process of the quantitative indicator. Let the ini-

tial cluster number l0 = 2, stop threshold e= 1E � 5,
fuzzy number v= 2, the initial membership matrix U0 is
a 0 matrix of t � m, and the initial cluster center C0 is a 0
matrix of 1 � t (Zeng et al., 2014). The membership

matrix UK =

0:0005 � � � 0:1336

..

. ..
. ..

.

0:9965 � � � 0:0050

0
@

1
A

4 3 1231

. The

clustering center cK, interval division of indicator ‘‘X1

Quick ratio’’ and adaptive function value L(4) can be
obtained by using the original data of indicator ‘‘X1

Quick ratio’’ in Table 2 in combination with Equations
1–6, as shown in Table 4. The interval division results in
column 3 of Table 5 are feature coded, and the results
are shown in column 4 of Table 6.

Similarly, according to the above Section 3.1(4) adap-
tive fuzzy C-means AFCM interval division steps, the
interval division of the remaining 12 quantitative indica-
tors in Table 2 can be completed.

Mining Results of Default Feature Attributes
Default Feature Attributes of Small Enterprises Mining Based

on SMOTENC-APRIORI. Firstly, according to the SMOTE-
NC default sample expansion method (See section 3.2.1),
the original data of 1,231 small enterprises (1,196 non-

defaulting small enterprises and 35 defaulting small
enterprises) are expanded to form 2,392 small enterprise
expansion data (1,196 non-defaulting small enterprises
and 1,196 defaulting small enterprises). Then, the
extended data is used to encode the feature attributes,
and the quantitative indicator data is transformed into
Boolean data.

Secondly, after continuous iterative attempts, the min-
imum support threshold is set to d=0.05 and the mini-
mum confidence threshold is set to z=0.50. Using the
original data and extended data encoded by feature attri-
butes, combined with Section 3.2.2 above, the feature
attributes of small enterprises strongly associated with
default (Yi=1) and non-default (Yi=0) are mined
respectively. The results are shown in Tables 6 and 7.

Analysis of Feature Attributes of Small Enterprises Strongly
Associated With Non-Default (Yi=0).Using the expanded data
of 2,392 small enterprises, one non-defaulting feature is
mined for each indicator, as shown in Table 6. Take ‘‘X1

quick ratio’’ as an example: the strong association rela-
tion between the feature attribute of ‘‘X1 quick ratio’’
and non-default is X1

2=[0.8668, 3.7894), indicating that
small loan enterprises with ‘‘quick ratio’’ in the range of
[0.8668, 3.7894) are less likely to default than other small
enterprises. At the same time, the support of the

Table 1. Original Data of Credit Evaluation Indicators of Small Enterprises.

Indicator type Indicator

Non-defaulting small business number (Yi = 0) Defaulting small business number (Yi = 1)

XQY 001 . XQY 1196 XQY 1197 . XQY 1231

Quantitative
indicator

X1 Quick ratio 0.0007 . 1.1422 6.0000 . 8.7981
X2 Overdrive

ratio
0.3956 . 0.6670 0.1767 . 0.0742

X3 Return on
total assets

0.029 . 0.002 0.020 . 0.000

. . . . . . .
X13 Mortgage

and pledge
score

0.65 . 0.00 0.10 . 0.00

Qualitative
indicator

X14 Years of
employment
in related
industries

Working years
ø 8 years

. Working years
ø 8 years

Working years
ø 8 years

. 2 years < working
years \5 years

X15 Patent
status

The enterprise
has no patent

. Missing data The enterprise
has no patent

. Missing data

X16 Product
sales scope

Domestic
products

. Product export other . Missing data

. . . . . . .
X23 Number of

contract
breaches
between
enterprises

Contract
breach
between
enterprises
for 0 time

. Contract
breach
between
enterprises
for 0 time

Contract
breach
between
enterprises
for 3 times or
more

. Contract breach
between
enterprises for 3
times or more

Chai et al. 7



association rule f(X1
2!Yi=0)=0.46, indicates that

46% of the 2,392 small enterprises have an ‘‘X1 quick
ratio’’ in the range of [0.8668, 3.7894] and there is no
default. Further analysis shows the confidence of the
association rule g(X1

2!Yi=0)=0.5319, indicating that
small enterprises with the quick ratio in the range of
[0.8668, 3.7894) have a 53.19% probability that they will
not default. The specific description of non-defaulting
feature attributes of 23 indicators is shown in column 2
of Table 8.

To verify the reliability of the feature attribute mining
method established in this paper, original data and
expanded data are used to find the feature attributes
strongly associated with non-default (Yi=0), as shown
in Table 6. By comparing the similarity of association
rules between the expanded data and the original data, it
is not difficult to find that 20 of the 23 association rules
extracted from the extended data mining are the same as
the association rules of the original data mining. The fea-
ture attributes of the two dataset mining have a

Table 2. Descriptive Statistics.

Indicator Obv Minimum Maximum Mean Std. dev Median Mode

X1 Quick ratio 1,231 0.000 8.800 1.734 2.080 1.110 0.001
X2 Overdrive ratio 1,231 0.000 5.630 0.888 0.926 0.651 0.169
X3 Return on total assets 1,231 0.000 0.770 0.078 0.102 0.042 0.000
X4 Operating profit

margin
1,231 0.000 0.650 0.177 0.179 0.120 0.002

X5 Gross profit margin 1,231 0.000 0.560 0.133 0.163 0.070 0.002
X6 Net cash flow from

operating activities
1,231 296,200,000 96,860,000 630,735. 15,181,880 0.000 0.000

X7 Turnover speed of
accounts receivable

1,231 0.050 335.030 17.130 49.304 4.150 0.048

X8 Growth rate of total
assets

1,231 21.000 2.990 0.137 0.655 0.026 -1.000

X9 Industry prosperity
index

1,231 65.710 165.100 138.914 12.982 143.600 153.200

X10 Consumer price
index

1,231 0.000 121.400 102.395 3.458 102.700 102.700

X11 Per capita disposable
income of urban
residents

1,231 3,058 36,230 19,333.467 4,817.255 19,014 21,293

X12 Total value of the
legal representative
automobile and real
estate

1,231 0.000 22,910,000 3,450,460 4,367,938 1,690,000 0.000

X13 Mortgage and pledge
score

1,231 0.000 1.000 0.584 0.302 0.700 0.700

X14 Years of employment
in related industries

1,231 1.000 4.000 3.125 1.154 4.000 4.000

X15 Patent status 1,231 1.000 2.000 1.070 0.255 1.000 1.000
X16 Product sales scope 1,231 1.000 3.000 1.725 0.539 2.000 2.000
X17 Loan default record

of the legal
representative

1,231 1.000 4.000 3.133 1.234 4.000 4.000

X18 Credit card records
of legal representative

1,231 1.000 2.000 1.630 0.483 2.000 2.000

X19 Residential status 1,231 1.000 5.000 3.410 1.937 5.000 5.000
X20 Local residence of

the company’s legal
representative

1,231 1.000 3.000 2.320 0.886 3.000 3.000

X21 Time of holding the
post

1,231 1.000 4.000 2.151 1.088 2.000 1.000

X22 Corporate credit in
recent 3 years

1,231 1.000 4.000 3.257 1.237 4.000 4.000

X23 Number of contract
breaches between
enterprises

1,231 1.000 4.000 3.257 1.277 4.000 4.000

Default status 1,231 1.000 4.000 3.125 1.154 4.000 4.000

8 SAGE Open



coincidence degree of 87% (’ 20/23), which shows that
the data expanded by SMOTE-NC is highly consistent
with the original data mining results. The feature mining
model established in this paper can be applied and popu-
larized in credit risk identification.

Analysis of the Feature Attributes of Small Enterprises
Strongly Associated With Default (Yi=1).Using the expanded
data of 2,392 small enterprises, one defaulting feature is
mined for each indicator, as shown in Table 7. Take ‘‘X1

Quick ratio’’ as an example; the strong association

Table 3. Scoring Results of Qualitative Indicators.

Indicator Feature attributes Score

X14 Years of employment in related industries 0 \ working years \2 years, or the data is missing 1
2 years < working years \5 years 2
5 years < working years \8 years 2
Working years ø 8 years 4

. . .
X15 Patent status The enterprise has no patent or data is missing 1

The enterprise has less than 5 patents in the same industry 2
The enterprise has 5 or more patents in the same industry 3

X23 Number of contract breaches between enterprises Contract defaults for 3 times or more, or data is missing 1
. .
Contract breach between enterprises for 0 times 4

Table 4. Indicator Feature Attributes and Their Codes.

Indicator type Indicator name Feature attribute
Feature

attribute coding

Quantitative
indicator

X1 Quick ratio [0.0007, 0.8668) X1
1

[0.8668, 3.7894) X1
2

[3.7894, 7.3765) X1
3

[7.3765, 8.7981] X1
4

. . ���
X13 Mortgage and pledge

score
[0.0000, 0.0700) X13

1

. ���
[0.8299, 0.9417) X13

11

[0.9417, 1.0000) X13
12

Qualitative
indicator

X14 Years of employment
in related industries

0 \ working years \2 years, or the data is missing X14
1

2 years < working years \5 years X14
2

5 years < working years \8 years X14
3

Working years ø 8 years X14
4

. . ���
X23 Number of contract

breaches between
enterprises

Contract breach between enterprises for 3 times or more, or
lack of data

X23
1

Contract breach between enterprises for 2 times X23
2

Contract breach between enterprises for 1 time X23
3

Contract breach between enterprises for 0 times X23
4

Table 5. Interval Division Results of ‘‘X1 Quick Ratio.’’

(1) No. (2) Cluster center cK (3) Interval division (4) Feature attribute coding

1 0.2292 [0.0007, 0.8668) X1
1

2 1.5022 [0.8668, 3.7894) X1
2

3 5.8757 [3.7894, 7.0200) X1
3

4 8.6242 [7.3765, 8.7981) X1
4

Adaptive function L(4)=(5998.3605, 6710.5752, 9076.5517, 6489.5129)

Chai et al. 9
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relation between the feature attribute of ‘‘X1 Quick
ratio’’ default is X1

3=[3.7894, 7.3765). Therefore small
enterprises with a quick ratio in the range of [3.7894,
7.3765) are more likely to default than other small enter-
prises. At the same time, the support of the association
rule f(V12!Yi=1)=0.22, indicates that 22% of the
2,392 small enterprises have a ‘‘quick ratio’’ of [3.7894,
7.3765) and defaulted. The confidence of the association
rule g(V12!Yi=1)=0.7452, indicates that when the
quick ratio is in the range of [3.7894, 7.3765), small
enterprises have a 74.52% probability of default. The
specific description of defaulting feature attributes of the
23 indicators is shown in column 3 of Table 8.

The 23 feature attributes strongly associated with
default are the attributes that financial institutions should
pay attention to when granting credit. In particular, the
following five feature attributes deserve more attention.
The return on total assets of the enterprise is in the range
[0, 0.0344), and the turnover speed of accounts receivable
is in the range [0.0484, 3.9500). The enterprise has less
than five patents in the same industry, and the product
sales scope is unclear or not in two ways (domestic sales
and export sales). Legal representative (or person in
charge of the enterprise) personal credit card has default
record or missing data. And the legal person has held the
position for less than 2 years. Their probability of simul-
taneous occurrence with enterprise default (i.e., support
f) exceeds 60%. It shows that small enterprises with these
five feature attributes have a great possibility of default.

Conclusion

Given the unbalanced characteristics of ‘‘more non-
default samples and fewer default samples’’ in credit

evaluation, it is easy to focus on non-default rules in
association rule mining and not effectively mine default
rules. This paper used SMOTE-NC to generate default-
ing small enterprises. It used the APRIORI algorithm to
mine small enterprise default feature attributes, and
made an empirical analysis with 1,231 small enterprise
credit data.

Based on the division of different feature attributes of
the same indicator, the model can find out the feature
attributes strongly associated with default (Yi=1) and
non-default (Yi=0). It is suggested that financial institu-
tions should pay attention to the 23 feature attributes
strongly associated with default excavated in this paper.
Five attributes in particular should be looked at: the
return on total assets of small enterprises is in the range
[0.0000, 0.0344); the turnover speed of accounts receiva-
ble of small enterprises is in the range [0.0484, 3.9500);
the enterprise has less than five patents in the same
industry; the product sales scope of small enterprises is
unclear, or it is not in the two ways of domestic sales
and export sales; the personal credit card of the legal rep-
resentative (or the person in charge of the enterprise) of
a small enterprise has a default record or missing data;
and the legal person has held the position for less than
2 years. The probability of small enterprises with these
five feature attributes and default at the same time is
high, that is, the support f exceeds 60%, which shows
those small enterprises have a strong default risk. In
addition, among the 23 non-defaulting feature attributes
of SMOTE-NC extended data mining, 20 feature attri-
butes are the same as 20 of the 23 feature attributes
mined from the original data (the coincidence degree is
87%), indicating that the extended data is highly consis-
tent with the original data mining results. The feature

Table 7. Mining Results of Feature Attributes of Small Enterprise Strongly Associated With Default (Yi = 1).

No.

Association rule mining based on extended data

Support f Confidence gAssociation rule antecedent X ! Association rule subsequent Y

1 V13 ! 1 0.22 0.7452
2 V21 ! 1 0.25 0.7620
3 V31 ! 1 0.6 0.6231
4 V41 ! 1 0.19 0.6644
5 V51 ! 1 0.46 0.6471
6 V61 ! 1 0.1 0.9620
7 V71 ! 1 0.66 0.6363
8 V86 ! 1 0.29 0.5163
9 V93 ! 1 0.27 0.6797
10 V101 ! 1 0.47 0.6364
11 V111 ! 1 0.25 0.9652
12 V121 ! 1 0.41 0.6367
. . . . . .
22 V221 ! 1 0.33 0.6916
23 V231 ! 1 0.33 0.6474

Chai et al. 11



mining model established in this paper is accurate and
reliable and can be used as a reference for credit risk
identification of commercial banks.

The financing of small enterprises has always been a
focus of attention for the Chinese government. In 2021,
the amount of loans to small enterprises reached 72.11
trillion yuan, an increase of 28.056% compared to 2020
(CBIRC, 2020, 2021). Recently, the People’s Bank of
China, China Banking and Insurance Regulatory
Commission and other departments issued the Notice on
Further Strengthening the Support of Deferred
Repayment of Principal and Interest for Small and
Micro Enterprises Loans, which indicates that for loans
to small and micro enterprises (including individual
industrial and commercial households and small and
micro enterprise owners’ operating loans) due in the
fourth quarter of 2022, the repayment date can be
extended to June 30, 2023 at the longest in principle (The
Central Peoples Government of the Peoples Republic of
China [CPGPRC], 2022). The increase in the loan
amount for small enterprises and the extension of the
repayment period undoubtedly increase the default risk

of small enterprises as explained undertaken by financial
institutions. Mining the default feature attributes of small
enterprises in this paper can help financial institutions
identify default small businesses in advance, and enter
loan intervention measures in advance, so as to avoid
adverse effects on their sustainable development caused
by the increased of credit risk of small enterprises.

This study is based on the expansion data of default
samples to mine the default feature attributes and non-
defaulting feature attributes of small enterprises, which
may increase the calculation cost of the model. We
would like to continue to improve the feature attribute
mining model. This study uses the data of 1,231 small
businesses in a commercial bank in China to analyze
their default feature attributes and non-default feature
attributes. It is hoped that with the improvement of
data collection, further tests can be conducted on the
robustness of the design model in this paper. In addi-
tion, due to the high degree of correlation between the
feature attributes and the default status of small enter-
prises, we will further explore the design of a credit risk
evaluation model for small enterprises based on the

Table 8. The Description of Non-Defaulting and Defaulting Feature Attributes of Small Enterprises for Extended Data.

(1) Indicator name (2) Non-defaulting feature attributes (3) Defaulting feature attributes

X1 Quick ratio X1
2=[0.8668, 3.7894) X1

3=[3.7894, 7.3765)
X2 Overdrive ratio X2

4=[0.5222, 0.6878) X2
1=[0.000, 0.136)

X3 Return on total assets X3
2=[0.0344, 0.1022) X3

1=[0.0000, 0.0344)
X4 Operating profit margin X4

4=[0.0552, 0.0756) X4
1=[0.0016, 0.0159)

X5 Gross profit margin X5
2=[0.0296, 0.0520) X5

1=[0.0016, 0.0296)
X6 Net cash flow from

operating activities
X6

4=[23586873.83, 1780504.17) X6
1=[296199357.9424, 255592466.3700)

X7 Turnover speed of
accounts receivable

X7
2=[3.95, 13.56) X7

1=[0.0484, 3.9500)

X8 Growth rate of total assets X8
7=[0.0571, 0.1509) X8

6=[20.0304, 0.0571)
X9 Industry prosperity index X9

5=[142.40, 150.40) X9
3=[123.70, 132.00)

X10 Consumer price index X10
2=[102.00, 121.40) X10

1=[0, 102)
X11 Per capita disposable income

of urban residents
X11

5=[18423.08, 20541.00) X11
1=[3058.00, 11994.38)

X12 Total value of the legal
representative automobile
and real estate

X12
2=[4000000, 15000000) X12

1=[0, 4000000)

X13 Mortgage and pledge score X13
9=[0.6850, 0.7449) X13

2=[0.07, 0.19)
X14 Years of employment in

related industries
X14

4=‘‘Years of employment ø 8 years’’ X14
2=‘‘2 years <Years of employment \ 5 year’’

X15 Patent status X15
2=‘‘The enterprise has less than 5 patents

in the same industry’’
X15

1=‘‘The enterprise has no patents or data missing’’

X16 Product sales scope X16
2=‘‘Product domestic sales’’ X16

1 =‘‘Other, or data missing’’
X17 Loan default record of

the legal representative
X17

4=‘‘With loan record and
no default record’’

X17
1=‘‘Default record, unsettled, or data missing’’

. . .
X23 Number of contract

breaches between enterprises
X23

4=‘‘Contract breach between enterprises
for 0 times’’

X23
1=‘‘Contract defaults for 3 times or more,

or data is missing’’

12 SAGE Open



feature attributes, in order to overcome the problem of
low recognition of default risk of small enterprises
caused by the weak correlation between traditional
indicators and default status.

Appendix 1. Interval Division Steps of
AFCM Algorithm

Step 1. Set the initial cluster number l0, stop threshold
e, fuzzy number v, initial membership matrix U0, initial
cluster center C0, and the adaptive function of cluster
number l=1 as L(1).

Step 2. Calculate the cluster center CK , CK + 1 and
membership matrix UK according to Equations 1–3.

Step 3. Judge whether the stop threshold of Equation
5 is satisfied. If it is satisfied, enter Step 4, otherwise,
return to Step 2 and assign a value K =K + 1.

Step 4. Judge whether the constraints of Equation 6
are met. If so, end the iteration, otherwise return to Step
3 and assign a value l= l + 1.

Appendix 2. A Case of Feature Attribute
Mining

For ease of understanding, this paper takes a dataset
composed of six non-defaulting and four defaulting
enterprises as an example to illustrate the feature attri-
bute mining process, as shown in Appendix table 1. Set
that indicator X includes three feature attributes X1, X2,
and X3, and the minimum support threshold d=1/10,
minimum confidence threshold z=1/5.

Step 1. Calculate the support and confidence. it is easy
to get from Equation 10, and the support f(X1!1)
=count(X1&Y=1)/count(T)=3/10, f(X2!1)=1/10 and
f(X3!1)=0 corresponding to the three feature attri-
butes X1, X2 and X3; the confidence
g(X1!1)=count(X1&Y=1)/count(X1) =3/5,
g(X2!1)=1/4 and g(X3!1)=0.

Step 2. Build frequent itemset I. Because f(X1!1)=3/
10.d=1/10 and f(X2!1)=1/10=d, therefore, the fre-
quent itemset I is composed of X1!1 and X2!1, that
is,I = (X 1, 1), (X 2, 1)

� �
.

Step 3. Constructing strong association rule set Z. In
frequent itemset I, because g(X1!1)= 3/5.z=1/5 and
g(X2!1) =1/4.z=1/5, therefore, the strong association
rule set Z is composed of X1!1 and X2!1, that is
Z = (X 1, 1), (X 2, 1)

� �
.

Step 4. Mining the feature attribute X b
i, max with the

greatest correlation with default. In the strong associa-
tion rule set Z, because f(X1!1) =3/10 .f(X2!1)=1/
10, the feature attribute most related to default is X1.
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