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Abstract
We examine how the language of online reviews has changed over the past 20 years. 
The corpora we use for this analysis consist of online reviews, each of which is 
paired with a numerical rating. This allows us to control for the perceived sentiment 
of a review when examining its linguistic features. Our findings show that reviews 
have become less comprehensive, and more polarized and intense. We further ana-
lyzed two subgroups to understand these trends: (1) reviews labeled “helpful” and 
(2) reviews posted by persistent users. These trends also exist for helpful reviews 
(albeit in a weaker form), suggesting that the nature of reviews perceived as helpful 
is also changing. A similar pattern can be observed in reviews by persistent users, 
suggesting that these trends are not simply associated with new users but repre-
sent changes in overall user behavior. Additional analysis of Booking.com reviews 
indicates that these trends may reflect the increasing use of mobile devices, whose 
interface encourages briefer reviews. Lastly, we discuss the implications for readers, 
writers, and online reviewing platforms.
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1 Introduction

Online communities are virtual spaces where one can participate in lively discus-
sions, read and write reviews, ask questions in multiple domains and meet people 
with similar interests, among other uses. In the last few decades, the use of online 
communities has grown rapidly, and they are now an integral part of our lives. 
According to Global Web Index,1 76% of internet users participated in an online 
community in 2019, and 64% of visitors to online community sites said they were 
visiting community platforms more often than they did a few years ago.

The growing role that online communities play in our lives has led to a corre-
sponding academic interest in understanding online user behavior in such commu-
nities. User behavior research covers many aspects, including user motivation to 
participate in online communities (Lampe et al., 2010), user loyalty towards a com-
munity (Hamilton et al., 2017) and user reaction to community norms at different 
stages of their membership (Danescu-Niculescu-Mizil et al., 2013).

In this work, we aim to identify developing trends in online users’ language to 
express their opinion. Where changes in the language may or may not imply changes 
in the strength of people’s opinions or their commitment to those opinions, it may 
simply be a matter of how expression has evolved. For this purpose, we have focused 
on online reviews for four main reasons: (1) Reviews inform us in our day-to-day 
consumption of goods and use of services, with their role growing as e-commerce 
becomes more popular and more products and services become subject to review; 
(2) People have opinions. Reviews provide an opportunity to express them. Hence, 
reviews are a natural choice for tracking changes in how people express themselves; 
(3) Some long-standing review platforms have reviews that go back decades, allow-
ing us to have a broad look over observable phenomena; (4) Several online review 
platforms, e.g., Amazon, ask their users to provide numerical ratings alongside their 
textual reviews to share their impressions as they perceive it, allowing us to collect 
data that couples language with sentiments.

Even if language changes over time, review numerical ratings can serve as stable 
anchors to examine how people express their opinion when they are fully content 
(e.g., 5-star review on Amazon) or utterly disappointed (e.g., 1-star review on Ama-
zon) throughout the years. These anchors may eliminate some of the noise com-
ing from changes in people’s opinions over time. We want to investigate how peo-
ple’s expression evolved, not if a sentiment shift for a specific product or service 
has occurred. Sentiments may shift in a time span of years, months, and even days 
(Alattar & Shaalan, 2021; Jiang et al., 2011; Tan et al., 2013), thus contaminating 
our measurements. For example, using the most positive reviews helps us reduce 
the noise coming from negative sentiment shifts as we examine the language the 
users use when utterly pleased, even if the portion of positive reviews for a spe-
cific product or service is lower in a given year. In addition, Schoenmueller et al. 
(2020) recently showed that review scores tend to be polarized in most reviewing 

1 https:// www. gwi. com/ repor ts/ online- commu nities- reddit.

https://www.gwi.com/reports/online-communities-reddit
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platforms,2 making the most positive and negative reviews highly representative 
of the overall review population. Throughout our research, the following questions 
emerged:

• RQ1 How has the way users express themselves in online reviews evolved over 
the years?

• RQ2 Do new users solely drive the changes? Or do existing users change their 
habits as well?

• RQ3 How are helpful reviews, which get high exposure, affected by these 
changes?

• RQ4 What could be causing such changes?

We emphasize that in our research questions, we aim to analyze shifts over time in 
language expression for a fixed sentiment level rather than shifts in the sentiment 
itself (as indicated, for example, by the number of stars selected in a review). We 
mitigate the effect of a possible sentiment shift on our analysis (which arguably, 
could exist) because we focus on a subset of the data with extremely positive or 
negative reviews.

We analyze data from three review sources that differ in their domain and their 
review platform. Using data from popular long-standing review platforms enables us 
to collect a sufficient number of reviews for earlier years. Each dataset covers 15 or 
more years of reviews, allowing us to observe trends over time. In general, we have 
observed similar trends in all three datasets: (1) Users have come to use stronger 
words to convey both negative and positive sentiments towards the reviewed prod-
uct or service; (2) The diversity in the language used in reviews has decreased over 
the years; (3) The reviews have become briefer and more one-sided, hence less 
comprehensive.

To shed light on the trends mentioned above, we compare all users to a segment 
of users who submit reviews regularly to understand if the overall trends stem solely 
from new users. Our analysis shows that while the trends are weaker for regular 
users, they still exist, demonstrating that such users have been actively changing 
their habits over the years. We elaborate on this analysis in Sect. 5.

All three review platforms allow users to mark a review as helpful, positively 
reflecting on the review’s usefulness to future readers and its capability to aid them 
in making more informed decisions. Helpful reviews are of high importance, as they 
normally appear first in the list of reviews of a product or a service, and in many 
cases, due to the hosting platform interface organization, they are the only ones 
users encounter when accessing reviews. Again, we find that helpful reviews show 
similar trends. Although these trends tend to be weaker, their existence means that 
the reviews that a community perceives as helpful are also changing over the years. 
We elaborate on those analyses in Sect. 6.

2 Schoenmueller et  al. (2020) measured how polarized the reviews are by dividing the number of 
extreme reviews (reviews with the maximal or minimal score available in the platform) by the number of 
total reviews. They also found that most datasets are highly skewed toward positive reviews.
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In our conclusion, we describe an analysis of reviews on Booking.com which 
revealed a discernible difference in language quality and sentiment expression 
between reviews posted from personal computers and those posted from mobile 
devices. Reviews originating from mobile devices exhibited lower language quality 
and greater use of strong sentiment words. Given the proliferation of mobile device 
usage, this finding may potentially account for the trends we observed in decreased 
language diversity and heightened intensity of opinions.

2  Related work

We begin with a high-level discussion of the language in the Internet and its rela-
tion to an extreme form of expression. We continue by reviewing the use of extreme 
language in online platforms. While we do not explicitly examine this angle in our 
research, we discuss it to distinguish this line of work from ours. Both are closely 
related as people often use profanities or racial and sexist slurs to convey strong sen-
timents. We then describe academic capitalism, as it is related to our work, focusing 
on the increasing sentiment intensity over time researchers use in their academic 
papers in presenting their results. We continue by discussing language variation in 
social media. Finally, we discuss the phenomenon of fake reviews, as we initially 
considered it to be a driving force behind the trends we observe. In Sect. 3, we see 
that this phenomenon is not likely to significantly affect our results and conclusions.

2.1  Language use on the internet

In his seminal book, Crystal (2001) stated, “if the Internet is a revolution, there-
fore, it is likely to be a linguistic revolution.” The emergence of Internet commu-
nities, where individuals are free to express their opinions with minimal modera-
tion or editing, has been a subject of interest in studies of cultural and linguistic 
developments since the early days of the Internet (Wilson & Peterson, 2002). The 
democratization of publishing content on the internet (for example, through social 
media) has brought about new forms of communication, creating unique language 
varieties. In general, the language of the Internet is less grammatical (Eisenstein, 
2013), and noisier than traditional text language (Baldwin et al., 2013), posing new 
challenges for NLP researchers. Previous studies have addressed these challenges by 
building customized models (DeLucia et al., 2022; Qudar & Mago, 2020; Severyn 
& Moschitti, 2015) or adapting models that were trained using high-quality data to 
perform well on noisy user-generated data (Ben-David et  al., 2022; Meftah et  al., 
2021; Schnabel & Schütze, 2014).

However, online and offline expression differences are broader and deeper than 
noisier grammar and slang vocabulary alone. Internet anonymity, the lack of phys-
ical presence, and the absence of social cues lead to more varied and sometimes 
more extreme expressions of personality and emotions online. This dissonance 
between online and offline behavior is often referred to as the online disinhibition 
effect. Suler (2004) distinguished between two opposite sides of the same coin: (a) 
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benign disinhibition, where one acts more kindly and generously online and (b) toxic 
disinhibition, where people use rude language, write harsh criticisms, and generally, 
show more anger than usual. This unique relationship between the Internet and lan-
guage use with the increasing amount of time Internet users spend on social media3 
and perceived increase in the polarization of public discourse on a variety of issues 
motivated us to ask: Can we characterize such trends through a test-case study, aim-
ing to separate language use and language intent?

2.2  Extreme language in online discourse

Understanding and detecting extreme language on online platforms has recently 
become a research focus. Kenski et al. (2020) used two surveys to better understand 
general public perceptions of incivility. Their findings show that name-calling and 
vulgarity are perceived as more uncivil than other speech acts. Santana (2014) show 
that user anonymity plays a significant part in incivility, almost doubling the prob-
ability of an uncivil submission to a news site platform. Detecting uncivil and toxic 
behavior on online platforms is of great importance and hence is widely studied 
in the natural language processing (NLP) community. Hua et al. (2018) released a 
Wikipedia talk page corpus containing a complete moderation history of each page 
in the dataset. They show that the prevalence of personal attacks on moderators is 
more extensive than estimated in previous research, using only the final version of 
the talk page. Waseem and Hovy (2016) provide a dataset for detecting hate speech 
in the form of racist and sexist remarks. While extreme use of language through 
incivility, sexism, or racism, might correlate with conveying strong sentiment, we do 
not explicitly investigate this connection.4

2.3  Positivity bias and academic capitalism

It was observed and hypothesized early by Boucher and Osgood (1969) that people 
tend to use positive words more frequently than negative ones. Known as the Polly-
anna hypothesis, more comprehensive research later reinforced this hypothesis using 
large-scale multilingual corpora, showing the words in natural languages possess a 
universal positivity bias (Dodds et al., 2015). Recently, Wen and Lei (2022) showed 
that positivity bias is common in academic papers, supporting the results of previ-
ous studies in this field (Holtz et al., 2017; Vinkers et al., 2015). Examining paper 
abstracts from the last five decades presents an upward trend towards more positive 
abstracts over the years. This phenomenon is also known as academic capitalism, 
and is believed to result from an increasing pressure to publish work (“publish or 
perish”) and the competitiveness of academic environments. Our own research is 
connected to this work through the examination of changes in language use over 
time.

3 https:// www. stati sta. com/ stati stics/ 433871/ daily- social- media- usage- world wide/.
4 The sentiment lexicon we use contains profanity and uncivil words. These words have highly negative 
scores.

https://www.statista.com/statistics/433871/daily-social-media-usage-worldwide/
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2.4  Language variation in social media

Language in social media evolves at a rapid pace. As such, it is a fruitful testbed for 
studying language change and variation. Zanzotto and Pennacchiotti (2012) stud-
ied the emergence of new words (neologisms) in social media and whether crowd-
sourced dictionaries can help interpret such words. They proposed a setup where 
Twitter served as the social media platform, and Urban Dictionary,5 a community 
dictionary that, through user contributions, presents slang words and phrases and 
their meaning in plain English. Their findings demonstrate that most novel words are 
introduced on Twitter before they are added to Urban Dictionary. They concluded 
that crowdsourced dictionaries alone would not provide a comprehensive solution to 
the problem of interpreting new words.

Similarly, Grieve et al. (2017) examined the properties of newly emerged words 
on Twitter, including their semantic classes, grammatical parts of speech, and word 
formation processes. In addition to time, language variation in social media has been 
studied across other dimensions, such as the author’s location and demographics 
(Blodgett et al., 2016; Jurgens et al., 2017; Pavalanathan & Eisenstein, 2015). For 
example, Eisenstein et al. (2010) used cascaded topic models to show that Twitter 
users’ language varies with their geographic location. Schwartz et  al. (2013) pre-
sented Differential Language Analysis (DLA) to find words, phrases, and topics for 
accurately characterizing the demographic and psychological attributes of Facebook 
users. Eisenstein et al. (2014) examined how language change propagates on Twit-
ter. Their findings show that linguistic changes are more likely to be transmitted 
between areas with similar demographics.

2.5  Review manipulation

Fake reviews (FR) (Lappas, 2012), where “bad faith” reviewers intentionally harm 
or boost a product or service reputation, is a well-researched phenomenon. Online 
review platforms invest significant resources to mitigate FR, as it harms users’ trust 
and often results in poor market efficiency (Wu et al., 2020). For example, Yelp, a 
business review platform (see Sect. 3), presents users with recommended reviews, 
i.e., reviews that were classified by the Yelp algorithm to be trustworthy and not 
recommended reviews, for the rest. Yelp retroactively filters reviews using the latest 
version of its detection algorithm. Luca and Zervas (2016) inspect Yelp algorithm 
predictions for reviews of businesses that were caught in the act of soliciting FR. 
Their findings show that Yelp marked almost 80% of the FR as not recommended 
reviews, where the average rate for other businesses in this area was below 20%, thus 
reinforcing the algorithm’s reliability.

In contrast to Yelp, a user desiring to post a review on Amazon’s e-commerce 
platform needs to meet several payment conditions.6 This is designed to discourage 
the posting of FR. Recently, He et al. (2021) studied the nature of FR on Amazon, 

5 https:// www. urban dicti onary. com/.
6 See the Eligibility section in https:// www. amazon. com/ gp/ help/ custo mer/ displ ay. html? nodeId= 
GLHXE X85ME NUE4XF.

https://www.urbandictionary.com/
https://www.amazon.com/gp/help/customer/display.html?nodeId=GLHXEX85MENUE4XF
https://www.amazon.com/gp/help/customer/display.html?nodeId=GLHXEX85MENUE4XF
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showing that “Beauty & Personal Care,” “Health & Household,” and “Home & 
Kitchen” categories are more prone to FR than other categories. Our search for evi-
dence of FR frequency or attempts to prevent them on the Internet Movie Database 
platform (IMDb; see Sect. 3) failed at finding any relevant research studies.7

3  Data and tools

This section discusses the rationale behind using online reviews to test language 
variation. Then, we describe how we mitigate the issue of fake reviews and to what 
extent it influences our conclusions. We continue by describing the sources, attrib-
utes and statistics of our datasets. Finally, we present the sentiment lexicon we use 
to score each review and the more advanced classifier that harnesses this lexicon to 
get more accurate sentiment scores.

3.1  Rationale behind review analysis

We have focused our study on reviews of products and services because, for years, 
consumers have been encouraged to express their views on the options that e-com-
merce platforms make available to them. Moreover, platforms such as Amazon 
ask users to give a numerical rating alongside their textual review to quantify their 
impression of products or services. Such numerical ratings allow us to control and 
quantify, to some extent, our understanding of the sentiment level conveyed by users 
towards a product or service. To put it simply, using online reviews allows us to con-
trol for sentiment when studying the overall effect of time on language use.

We examine user reviews that have been collected from three prominent online 
review platforms: Amazon (Books), the Internet Movie Database (IMDb)8 and 
Yelp.9 For Amazon Books, we use a dataset containing reviews from 2000 up to 
2018 (Ni et al., 2019). We chose to focus on the books category for two main rea-
sons: (1) Amazon started as an online bookstore, and thus we can obtain an ample 
amount of reviews from the early years when reviews were usually scarce; (2) In the 
study of fake reviews that (He et al., 2021) conducted, Amazon’s book category is 
not among the categories they find most prone to fake reviews. For Yelp reviews, 
we use the Yelp open dataset10 provided by Yelp for academic purposes, contain-
ing reviews from 2007 up to 2020. All the reviews in this dataset are labeled as 
recommended reviews by the Yelp algorithm, thus are more trustworthy (Luca & 

7 While IMDb did publish user review guidelines explicitly stating that reviews that include “advertis-
ing, promotions or solicitations of any kind” will be removed, some online discussions suggest that the 
FR phenomenon exists on IMDb.
8 IMDb is an online movie, TV shows and other entertainment sources database, now operated by Ama-
zon. The database contains over ten million entries and includes fan and critical reviews, among other 
user-generated content.
9 Yelp is an American company that provides community-sourced reviews about businesses and is 
widely used by users who are interested in finding reliable information about people’s experience with 
these businesses.
10 https:// www. yelp. com/ datas et.

https://www.yelp.com/dataset
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Zervas, 2016). For a more thorough discussion about Amazon and Yelp review cred-
ibility, see Sect. 2. For film reviews on IMDb, we use Kaggle’s dataset,11 containing 
reviews from 2000 up to 2020.

The above datasets are extensively used in the NLP and machine learning 
research communities and are considered the standard benchmark for many tasks. 
For example, these datasets are used for the research of recommendation systems 
(Wang et  al., 2020; Zhang & Chen, 2020), sentiment analysis (Ben-David et  al., 
2020; Kumar et  al., 2019), aspect-based sentiment analysis (Pontiki et  al., 2014; 
Xu et al., 2019), and even to analyze domain shifts in neural networks (Zhao et al., 
2022).12 This paper aims to examine the change in the reviews of these datasets over 
time, an aspect that is often overlooked in previous works but may have implica-
tions for their use and reliability. In Table 1, we show statistics about the number of 
reviews in each dataset, both positive and negative, per year. We can see that posi-
tive reviews are more common than negative ones, supporting the findings of Schoe-
nmueller et al. (2020), which explored the distribution of review ratings in multiple 
online platforms. 

3.2  Sentiment lexicon

To obtain intensity scores of sentiment words, we use the Vader sentiment lexicon 
(Hutto & Gilbert, 2014), which contains scores between − 4 (highly negative) and 
4 (highly positive) for more than 7500 sentiment words, focusing on microblog-like 
contexts. The final score for each sentiment word is the average score given by ten 
independent human raters. For examples, see Table 2a. To further validate our use 
of the Vader lexicon, we use the AFFIN sentiment lexicon (Nielsen, 2011), which 
contains scores between − 5 (highly negative) and 5 (highly positive) for more than 
3300 sentiment words. The lexicon was manually curated between 2009 and 2011. 
The AFFIN and Vader intersection contains 2647 terms, almost 80% of the AFINN 
terms, focusing on microblog-like contexts. The Pearson correlation between the 
sentiment scores given by the lexicons mentioned above is over 0.92, indicating 
strong agreement. Moreover, conducting the experiments in Sects. 4, 5, 6, and 7 
with the AFFIN lexicon yield nearly identical results to the ones we obtain using 
the Vader lexicon. We hence report the Vader lexicon results, as it is a more compre-
hensive lexicon. It is noteworthy that while the lexicons were curated several years 
apart, which can be a significant time with respect to microblog-like contexts, there 
is no detectable sentiment shift between the lexicons.

3.3  Lexicon‑based enhancements

Using word-level sentiment methods may be sub-optimal for scoring real-world 
reviews. For example, consider the review statement The stuffed peppers weren’t 

11 https:// www. kaggle. com/ ebisw as/ imdb- review- datas et.
12 In some previous work, an older version of these datasets is used, as they are consistently updated 
each year.

https://www.kaggle.com/ebiswas/imdb-review-dataset
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very good—a naïve use of a sentiment lexicon might classify this review as posi-
tive, and ignore the negation, rather focusing on the word “good.” To mitigate this 
problem, Hutto and Gilbert (2014) offered heuristic enhancements to the vanilla 
lexicon-based approach. These heuristics take into account negation, punctuation, 
and degree modifiers to alter sentiment intensity and enable a scoring mechanism 
that contributes to the sentiment intensity score. The scoring mechanism is based on 
applying rule-based modifications to existing tweets (for example, adding an excla-
mation mark to the tweet great news) and then using human evaluations to assess 
their impact on the perceived sentiment of the tweets after the heuristics are applied 
to these tweets. For some examples of the modifications that are applied to the 
tweets (with the base word good), see Table 2b. 

3.4  Lexicons as sentiment classifiers

To examine how well lexicon-based approaches align with the overall review sen-
timent, we experiment with binary sentiment analysis, where the positive sam-
ples are the reviews with the highest possible scores, e.g., five stars for Ama-
zon reviews, and the negative samples are the reviews with the minimal score. In 
addition to lexicon-based methods, we test BERT (Devlin et al., 2019), which can 
be used as a state-of-the-art text classifier. Unlike lexicon-based methods, BERT 
is a supervised learning method that needs annotated examples to perform senti-
ment analysis. To this end, we sampled 1000 examples for training and 4000 for 
testing. Both have an equal amount of positive and negative samples and consist 
of an equal amount of samples from each year available for the dataset. Table 3 
presents the results. We can see a clear pattern in which the enhanced lexicon 
is superior to the basic lexicon method. This pattern is expected because the 
enhanced lexicon uses context-aware features. BERT outperforms both lexicon-
based methods, a finding previously observed by Alaparthi and Mishra (2021). 
The reader might ask: If supervised methods are significantly better than lexi-
con-based methods for predicting the sentiment of reviews, why not use them for 
our analyses? We use lexicon-based methods instead of supervised methods for 
several reasons: (1) While consistently providing state-of-the-art results across 
many tasks, supervised methods, especially recent ones, are often challenging to 
interpret, rendering them difficult to use in the context of our research questions; 
(2) Supervised machine learning methods use labeled data to classify and predict. 
However, these methods are sensitive to changes in the data distribution, such as 
shifts in the domain or temporal changes, as shown in recent research (Alkhalifa 
et al., 2022; AL-Sharuee et al., 2021; Bjerva et al., 2019, inter alia). This sensi-
tivity may potentially affect the accuracy of our analysis, particularly since our 
questions focus on changes manifested in the data over time. To avoid any poten-
tial biases introduced by distribution shifts, we choose to use alternative meth-
ods, such as lexicon-based approaches, which do not rely on labeled data. This 
approach helps ensure that our results are reliable and not influenced by external 
factors; (3) We analyze shifts in language use over time rather than changes in 
sentiment. To achieve this goal, we have implemented measures to control for 
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sentiment in our analysis. We do not use classifiers like BERT as they provide 
sentence-level scores, and require further supervision to obtain word-level scores. 
We use dictionary-based methods that offer such word-level score annotations. 
We can then better capture and analyze changes in the use of specific words or 
phrases over time, providing a more granular and accurate understanding of shifts 
in language use. For example, consider the review pair This book is nice, the plot 
is fine, and the pace is decent and This book is fantastic, the plot is incredible, 
but the pace is horrible. At the review level, BERT would likely classify the first 
review as more positive than the latter, masking the use of stronger terms (posi-
tive or negative) in the second review.

4  Main analysis

We have analyzed the data with respect to sentiment, language richness and com-
prehensiveness. Each analysis is conducted separately for positive and negative 
reviews.

Table 1  The number of negative 
(one star) and positive (five 
stars for Amazon and Yelp, ten 
stars for IMDb) reviews for each 
dataset by year

For computational reasons, we limit the number of reviews we use to 
100,000 per year

Year Amazon Yelp IMDb

★ × 1 ★ × 5 ★ × 1 ★ × 5 ★ × 1 ★ × 10

2000 18,287 100,000 – – 5252 20,734
2001 17,220 100,000 – – 7071 26,649
2002 17,658 100,000 – – 8769 31,067
2003 19,689 100,000 – – 8785 29,519
2004 26,842 100,000 – – 8635 28,578
2005 41,262 100,000 – – 16,906 50,591
2006 40,854 100,000 – – 21,533 64,874
2007 43,147 100,000 4365 21,534 16,336 41,210
2008 48,953 100,000 9565 43,296 14,901 31,690
2009 61,494 100,000 17,031 65,147 12,652 26,051
2010 70,759 100,000 27,426 100,000 11,954 24,511
2011 90,887 100,000 44,345 100,000 10,757 23,041
2012 100,000 100,000 55,466 100,000 13,157 28,080
2013 100,000 100,000 71,399 100,000 14,164 29,608
2014 100,000 100,000 99,452 100,000 16,059 34,138
2015 100,000 100,000 100,000 100,000 16,606 34,493
2016 100,000 100,000 100,000 100,000 15,053 33,428
2017 100,000 100,000 100,000 100,000 24,727 44,509
2018 100,000 100,000 100,000 100,000 51,259 100,000
2019 – – 100,000 100,000 83,048 100,000
2020 – – 100,000 100,000 100,000 100,000
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4.1  Sentiment

We have used three variants of sentiment analysis metrics to better understand 
changes in sentiment intensity over time. We start with the word-level sentiment, 
a weighted average of the sentiment scores for each sentiment term in the review. 
We then continue with similar metrics, replacing the sentiment scores with more 
context-aware ones. Our final sentiment metric uses an absolute sentiment score.

4.2  Word‑level sentiment

Word-level sentiment (denoted below by Sr for review r) is calculated for a given 
review as follows:

where

• Sr : is the sentiment score for review r,

(1)Sr =

( |L|∑
i=1

Crwi
× Lwi

)/( |L|∑
i=1

Crwi

)
,

Table 2  The Vader lexicon 
contains words, emojis, and 
Internet slang (e.g., 182 means 
I hate you)

(a) Terms and their corresponding Vader sentiment scores; (b) 
Enhancements effects on the sentiment word “good”

(a)

 Term Score Term Score

euphoria 3.3 mediocrity −0.3

great 3.1 apathetic −1.2

10q 2.1 annoying −1.7

:) 2.0 )-’: −2.1

good 1.9 bad −2.5

acceptable 1.3 182 −2.9

OK 1.2 worst −3.1

compelling 0.9 hell −3.6

(b)

 Term Score

good!!! 2.776
very good 2.193
so good 2.193
good! 2.192
good 1.9
kind-of good 1.607
not good −1.406

wasn’t very good −1.622
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• L: is the sentiment lexicon,
• Crwi

 : is the count of lexicon word wi in review r,
• Lwi

 : is the intensity score given to the word wi by lexicon L.

In the above, the index i ranges over the words in review r that appear in L. The 
notation |L| refers to the size of L as a set of lexicon words. As such, Eq. 1 is the 
weighted (by the count of the word in the review) average of the lexicon sentiment 
score of words that occur in the review.

4.3  Enhanced word‑level sentiment

The enhanced word-level sentiment is calculated for a given review by replacing Lwi
 

in Eq. 1 with Lwi
 , a score that reflects lexicon-based enhancements, such as nega-

tions, punctuation, and degree modifiers (cf. Sect. 3).

4.4  Absolute sentiment

For absolute sentiment intensity, we use a variant of Eq. 1, in which Lwi
 is replaced 

with its absolute value, to measure intensity independent of sentiment class (positive 
or negative).

Figure 1 presents the analyses mentioned above. Both enhanced and word-level 
sentiment analyses show a clear sentiment trend for all our datasets, in which the 
positive reviews are getting more positive over the years. Likewise, the negative 
ones are getting more negative. The absolute sentiment analysis suggests that peo-
ple have used stronger sentiment words for positive and negative reviews in recent 
years. While Yelp trends are smooth, for Amazon and IMDb, we can observe a 
tipping point, i.e., a year in which the trends intensify. In absolute terms, in both 
enhanced and word-level sentiment analyses, negative reviews yield lower values 
than positive ones, e.g., while word-level sentiment values range from 0.8 to 2 for 
positive reviews, negative reviews range from − 0.5 to 0.2. The difference in abso-
lute terms shows that the Pollyanna hypothesis, i.e., that people tend to use positive 
words more frequently than negative ones (Boucher & Osgood, 1969), holds in the 
domain of the reviews as well (for more details, see Sect. 2).13

Table 3  Performance of 
different sentiment classifiers 
for each of the datasets we study 
(measured as accuracy)

Model Amazon Yelp IMDb

Lexicon 0.678 0.756 0.742
Enhanced lexicon 0.709 0.795 0.759
BERT 0.928 0.955 0.936

13 A more comprehensive analysis of the Pollyanna hypothesis across a variety of review datasets can be 
found in Aithal and Tan (2021).
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4.5  Language diversity and comprehensiveness

To better understand trends in language diversity, we examine how often people use 
frequent sentiment words. The rationale is that using only a handful of sentiment 
words will lead to less diverse opinionated texts. To better understand text compre-
hensiveness, we examine text length and how one-sided the opinions in it are. Schin-
dler and Bickart (2012) showed that longer and less one-sided opinionated text is 
often painting a more complete picture of the reviewed object. In the next few para-
graphs, we specify how we measure the metrics mentioned above.

4.6  Use of frequent sentiment words

Several measurements have been proposed to assess lexical diversity of language, 
including Type-Token Ratio (TTR; the ratio between the number of unique words 
and the overall number of words in a corpus - the closer to 1, the greater the com-
plexity), vocd-D (McKee et al., 2000), and the measure of textual lexical diversity 
(MTLD; McCarthy 2005). These measures have a shortcoming with short texts: 
they have a large measurement variance when applied to them. We refer the inter-
ested readers to Koizumi (2012), who conclude that such metrics are not reliable 
for short texts, such as reviews. Hence, we do not use the above methods to measure 
diversity and instead offer a different method.

The alternative metric we use to assess lexical diversity relies on the observation 
that such diversity is indicated in the shape of the Zipfian distribution of the under-
lying corpus. Zipf (1942) showed that word distributions have a narrow “head”14 
and a long “tail.” The narrower the head is, the more it indicates the use of a small 
number of words very frequently, and as a consequence, high rate of repetition of 
words from the high-frequency part of the word distribution.

This leads us to assess diversity by measuring how “wide” the head of the Zipfian 
distribution is for a given corpus. More precisely, we calculate for each corpus and 
each year, the percentage of the most frequent sentiment word types (top 1%) with 
respect to all the sentiment words that appear in the corpus as follows:

where

• Sy : is the percentage of the most frequent sentiment word types (top 1%) with 
respect to all the sentiment words that appear in reviews written in year y,

• Cwi,y
 : is the count of lexicon word wi in a corpus composed of reviews written in 

year y. They are sorted by their frequency in decreasing order such that Cw1,y
 is 

(2)Sy =

⎛⎜⎜⎜⎝

� �L�
100

�
�
i=1

Cwi,y

⎞⎟⎟⎟⎠
∕

� �L��
i=1

Cwi,y

�
,

14 For example, only 135 terms are needed to account for half the Brown Corpus (Fagan & Gençay, 
2010).
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the count of the most frequent word in year y, and Cw2,y
 is the count of the second 

most frequent word in that year.
• L: is the sentiment lexicon, and |L| stands for its size. Note that in the numera-

tor, the index i ranges from 1 to |L|
100

 , iterating the top 1% most frequent sentiment 
words for the year y.

Fig. 1  The sentiment measurement variants. The figures on the left correspond to the positive reviews, 
while the figures on the right correspond to the negative reviews. Note the y-axes in the left plots and 
right plots are of a different scale
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In the above, the numerator is the sum of the top used (top 1%) sentiment word 
frequencies for a given year. The denominator is the sum of all sentiment words fre-
quencies for a given year. A large value of Sy indicates that the reviews that year do 
not make a diverse use of the sentiment vocabulary.

4.7  Review length

Review length is strongly connected to its informativeness, as a lengthy review is 
expected to include more details and information about the product or service in 
hand (Schindler & Bickart, 2012). In addition, review length has shown to be indica-
tive of readership, helpfulness, and product sales (Aggarwal & Aakash, 2020; Sale-
han & Kim, 2016), which are of high interest to the review readers, writers and the 
sellers of the reviewed object. To measure the review length. We calculate the aver-
age number of words per review.

4.8  Dichotomy in reviews

We examine the percentage of one-sided reviews, i.e., reviews having at least one 
sentiment term corresponding to their numerical sentiment rating and none of the 
opposite sentiment. To do so, we use the enhanced word-level sentiment. For exam-
ple, the review The actors were good, and the plot was not bad as well, from IMDb 
positive reviews is considered one-sided as negative sentiment is not conveyed 
throughout the entire review. As shown in the example, one-sided reviews do not 
have to convey extreme sentiment. In terms of trend-tipping points, we observe sim-
ilar patterns for sentiment, language richness, and comprehensiveness, which dem-
onstrate that Yelp trends are smooth, and Amazon and IMDb trends have clear tip-
ping points, i.e., years in which the trend intensifies.

Figure  2 presents the analyses mentioned above. We observe a sharp decline 
in review length, for both positive and negative reviews, mainly in Amazon and 
IMDb.15 The percentage of one-sided reviews, either positive or negative, suggests 
that reviews have become more one-sided over time. In absolute terms, negative 
reviews tend to be less one-sided than positive ones, which could stem from a pos-
itivity bias. The combination of shorter and more one-sided reviews leads to less 
comprehensive reviews, as the reviews are less detailed and tell one side of the story. 
The increased use of frequent sentiment words suggests that the language people use 
is becoming less diverse. For example, in Amazon positive reviews, the percentage 
of highly frequent words rose from about 44% in 2000 to about 54% in 2018, which 
means the use of infrequent words, i.e., words that are not among the top 1% fre-
quent words decreased by about 10% over the last couple of decades.

15 IMDb is the only platform that requires a minimum length limit of 150 characters from its reviewers.
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4.9  Qualitative analysis

To shed some light on the trends we observed, we look at the most intense reviews, 
i.e., the shortest reviews containing at least one intense sentiment term. We focus 
on IMDb reviews for this analysis, as they provide us with the longest period, from 
2000 up to 2020. We consider terms with a sentiment score higher than three as 
intense terms for positive reviews, resulting in 35 terms, less than 5% of the lexicon 
words. Similarly, terms with minus-three scores are considered intense for negative 
reviews, resulting in 114 terms, about 15% of the lexicon words. Table 4 presents a 
representative sample out of the ten shortest intense reviews from 2000 and 2020 
for both positive and negative reviews. We see that for reviews from early years, 
both positive and negative, the reviews are more informative, discussing different 
aspects of the movies. For example, reviews from earlier years often mention main 
characters, actors, and directors when conveying strong sentiment towards a movie. 
In addition, they are less one-sided, e.g., mentioning the positive aspects in highly 
negative reviews. In contrast, many current reviews do not contribute new informa-
tion the reader could not infer from the reviewer’s numerical rating—the review just 
echos the sentiment score. 

4.10  Statistical significance analysis

To confirm that the trends we observe indeed indicate an overall increase or an over-
all decrease, we use the Mann-Kendall statistical test (Kendall, 1955; Mann, 1945) 
on each of the plots in Figs. 1 and 2. This test checks whether a time series repre-
sents an overall consistent increasing or decreasing trend, with a null hypothesis of 
no clear trend. Since we perform multiple tests (36 tests in total), we control the 
false discovery rate (FDR; at level q = 0.05 ) using the algorithm of Benjamini and 
Yekutieli (2005). This correction does not assume independence between the tests. 
We find that except for the absolute sentiment intensity for Yelp’s negative reviews, 
all Amazon and Yelp plots have a significant trend with the FDR-adjusted p-values 
( p < 0.01 ). As expected, we do not reject the null hypothesis for most of the IMDb 
plots. However, if we focus our analysis on the last ten years of the IMDb data, 
then except for the plots describing the sentiment intensity and percentage of dichot-
omous reviews with IMDb negative reviews, all IMDb plots present a clear trend 
according to the Mann-Kendall test with an FDR correction ( p < 0.01).

5  Persistent reviewers analysis

So far, our analysis of reviews has shown them to have become less comprehen-
sive, less lexically rich, and more sentiment-intense over the years (see Sect. 4). For 
Amazon and IMDb, we found tipping points, i.e., specific years in which most of the 
trends intensify. We found that the tipping points are roughly shared across analyses 
and ratings for a given platform, e.g., 2013 is a tipping point for both positive and 
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negative Amazon reviews, in which most of the trends mentioned above intensify.16 
Similarly, 2017 is a tipping point for IMDb. The trends we observed are calculated 
over the entire community of reviewers, thus not providing any evidence about 
individual behavior. To shed light on the nature of behavioral changes, we conduct 

Fig. 2  The language diversity and review comprehensiveness metrics. The figures on the left correspond 
to the positive reviews; similarly, the figures on the right correspond to the negative reviews. Note the 
y-axes in the left plots and right plots are of a different scale

16 We choose the years in which the number of words is rapidly decreasing, as we observe the rest of the 
trends often align with this metric. We exclude Yelp from this analysis, as Yelp trends are smooth and do 
not have an obvious tipping point. We comment on that in the end of the section.
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the same analyses as before, considering only users who wrote a review each year 
for three consecutive years, where the second year is the tipping point. By com-
paring persistent users’ behavior to that of the general users population, we hope 
to understand whether the change entirely stems from new users or whether exist-
ing users are also changing their writing habits. Figure 3 presents our analyses only 
for positive reviews for brevity, as their trends are similar to the negative ones. Our 
analysis shows that persistent users’ reviews tend to be longer than those of general 
reviewers. For example, the length of Amazon’s persistent users’ reviews decreased 
from 237 to 190 words in two years. Similarly, the overall population reviews length 
decreased from 107 to 41 words over the same period. Persistent users’ reviews are 
less positive and intense than those of general reviewers in both Amazon and IMDb 
sentiment analyses.17 For example, the enhanced sentiment metric of IMDb’s per-
sistent users’ reviews increased from 0.83 to 0.97 in two years. Similarly, the overall 
population reviews enhanced sentiment metric increased from 0.99 to 1.37 over the 
same period. Persistent users’ reviews are also less one-sided and more lexically rich 
than those of the general reviewing population. While more moderate in terms of 
trends, the persistent users’ reviews demonstrate similar behavior to those of general 
reviewers. These findings suggest that while not-persistent users are the main con-
tributors to our observed trends, existing users are also actively changing their habits 
over the years.

While we did not find in the Yelp dataset a clear point in time with an intense 
change, we included it in our analyses for completeness. We chose 2014 as the base-
line year for this dataset. In that year, there was the largest change in the number 

Table 4  A sample from the shortest reviews containing at least one intense term

The terms marked with high intensity are in bold, with a bold-underline face for a positive sentiment 
and a bold-italic face for a negative one

Year Sent Review

2000 Pos Batman meets Beetlejuice Really nice... Fantastic story... As usual a masterpiece of Tim 
Burton and Johnny Depp

2000 Pos B. Monkey was a great film! Johnny and Asia were great. I liked B’s strong character and 
attitude. Good storyline. A must see.

2020 Pos These girls are awesome how can u not like this???
2020 Pos A wonderful movie i love it I cannot stop focusing
2000 Neg I hated it!!!!!! I loved the first one cause it made you think. This one was just a shoot um 

up movie. While I do give credit for the great special effects. Who cares if the storyline 
sucks.

2000 Neg The story was simply wrong, the actors were bad... I hated this Movie! Depardieu could 
do better, just have a look at his version of Cyrano...! Try the older version of 1979 with 
Jaques Weber instead!

2020 Neg A complete cinematic disaster avoid it at all costs
2020 Neg If you don’t want to get cancer choose better movie

17 We observe similar patterns for the negative reviews, in which persistent users’ reviews tend to be less 
negative and less intense.
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of words written in the reviews. We observe that the shifts for persistent users and 
overall reviewers for this dataset are mild, as expected, with the smoothness of the 
Yelp trends.

6  Helpful reviews analysis

Online reviews enable potential customers to understand better the product or ser-
vice they are interested in, thus assisting them in making better decisions. Going 
through the entire review section for highly popular products or services is time-
consuming and in some cases, infeasible. To mitigate this problem, review platforms 
often encourage users to mark reviews that they find helpful to showcase those to 
future readers. Understanding the trends in helpful reviews is of great importance as 
many platforms present them at the top of the review section, thus increasing their 
visibility.

To better understand the nature of helpful reviews, we compare their trends with 
those of the general review population (see Fig. 4). Unlike Amazon and Yelp, which 
share the same helpfulness voting mechanism, in which you can up-vote a review, 
both up-votes and down-votes are allowed in IMDb. For up-vote-only platforms, 
such as Amazon and Yelp, we consider any review with ten or more helpfulness 
votes as helpful. For IMDb, where both down-votes and up-votes are allowed, we 
consider reviews with 50 or more helpfulness votes, in which the up-vote down-
vote ratio is at least 2:1.18 For brevity, we present our analyses for positive reviews, 
as their trends are similar to the negative ones. Our analyses show that helpful 
reviews tend to be longer compared to the general review population. This finding 
is not surprising as many previous studies support it (Karimi & Wang, 2017; Lu 
et al., 2018; Salehan & Kim, 2016). In all three sentiment analyses, helpful reviews 
are less positive and intense than the general review population.19 While previous 
works find “extremeness” is highly indicative of helpfulness (Cao et al., 2011), their 
definition of polarization is driven by numerical ratings, for which we control in 
our experiments, thus, not relevant to us.20 Helpful reviews are more lexically rich 
and less one-sided than those of the general review population. For all the analy-
ses mentioned above, we see that the IMDb helpful reviews almost perfectly match 
the IMDb’s general reviews trends, suggesting the magnitude of the effect on IMDb 
users, as helpful reviews are highly visible. In terms of trends, we can see that help-
ful reviews share similar trends to the general review population, although more 
moderate ones, for Amazon and Yelp. Due to their high visibility, helpful reviews 

18 If we lower the helpfulness threshold for IMDb, e.g., by considering reviews with fewer than 50 votes 
or reviews for which the up-votes down-votes ratio is smaller than 2:1, the helpful reviews trends are 
almost identical to the general reviews trends. While this definition of helpful reviews may seem ad-hoc, 
we provide full code for this experiment, and invite the readers to explore different thresholds and crite-
ria.
19 We observe similar patterns for the negative reviews, in which helpful reviews tend to be less negative 
and less intense.
20 Cao et al. (2011) define “extremeness” of a review as the absolute value of the difference between the 
reviewers’ rating and the average of all user ratings.
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play a crucial role in the way people make decisions, and their perception of the 
entire online community. The analyses mentioned above show that helpful reviews 
are indeed changing as well over time, thus extending the impact of these trends 
beyond “picky” readers, as less than 15% of readers read more than 10 reviews 
before making their decision.21

Fig. 3  A comparison between persistent users for positive reviews, who are represented by dashed lines, 
and the general users population (solid lines) in each platform. As different datasets have different tip-
ping-point years, we align their graphs, where 0 on the x-axis indicates the tipping-point year. The results 
are similar for negative reviews

21 https:// tinyu rl. com/ 2b65x ync.

https://tinyurl.com/2b65xync
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7  Analysis of reviewer authoring electronic device type

The causes for the behavior we observe in the previous sections cannot be analyzed 
easily. The way people express themselves can be affected by various factors. Lin-
guistic differences between different people can be a result of cultural differences 
(House, 1997; Ziv, 1988), gender (Wahyuningsih, 2018), and different political 
stances (Sylwester & Purver, 2015), to name a few examples. Here we analyze 
one technical factor that affects this behavior (Nicholas et  al., 2013; Sellen et  al., 
2002)—the type of the electronic device on which a user composes their review. 

Fig. 4  A comparison between positive-sentiment helpful reviews, which are represented by the dashed 
lines, and the overall reviews in each platform
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More specifically, we examine the use of mobile devices. We do so for four main 
reasons: (1) Mobile device internet traffic accounts for more than 54% of total web 
traffic,22 thus making mobile device usage a phenomenon of significant magnitude; 
(2) Mobile ownership and internet usage are steadily increasing in recent years, 
which aligns with our observed trends timeline, and are forecast to increase fur-
ther as mobile technologies are becoming more affordable and available around the 
world;23 (3) Online platforms can easily obtain knowledge about users’ submission 
device, enabling those platforms to act upon our findings; (4) There is other work 
tying mobile device usage and users’ online behavior.

The rise in mobile device use has affected the relation between people and online 
reviews. Okazaki (2009) shows that compared to personal computer users, mobile 
users are more motivated to take an active part in online review communities. By 
analyzing almost 300,000 reviews, Lurie et al. (2014) show that compared to per-
sonal computer user reviews, mobile device user reviews are less reflective, more 
focused on the present, less subject to retrospective biases, less cognitive, more 
one-sided, more negative, and less socially oriented. März et  al. (2017) examine 
the perceived value of reviews that were published via mobile devices, finding that 
these reviews were perceived as less helpful and of lower value to the reader. Mari-
ani et al. (2019) explore the differences between reviews of London hotels posted 
on Booking.com from a personal computer and ones posted from a mobile device. 
Their analyses find that the latter are shorter and appear to be less helpful. Moreo-
ver, the share of online reviews submitted by mobile devices has been increasing, 
reducing the share of reviews submitted by personal computer users.

The question is whether these differences can explain (even in part) the trends 
we have observed. To this end, we examine a different collection of reviews from 
Booking.com.24 The dataset contains reviews from 2015 to 2017, segmented by 
the device the user used to submit them.25 Unlike the previous review platforms we 
examine, Booking.com encourages its reviewers to express both positive and nega-
tive impressions in their reviews, aiming for a more balanced discourse.26 While 
Booking.com review rating can range between one and ten, our dataset’s lowest rat-
ing is three, and ratings below five are rare. On the other hand, positive reviews with 
a score of ten are common, with over 40,000 reviews sent from a personal computer 
and over 70,000 sent from a mobile device. We hence focus on positive reviews at 
the edges of the spectrum, enabling us to control for the user-perceived sentiment. 

Table 5 compares review attributes with respect to the submission device. The 
comparison shows that reviews sent via mobile devices are substantially shorter 
and less diverse (in terms of most frequent sentiment words usage) than reviews 
sent from a personal computer. While the word-level sentiment analysis shows 

22 https:// tinyu rl. com/ nhzrn cry.
23 https:// www. stati sta. com/ stati stics/ 330695/ number- of- smart phone- users- world wide/.
24 https:// www. kaggle. com/ jiash enliu/ 515k- hotel- revie ws- data- in- europe.
25 The current version of Booking.com does not include the feature that allows us to segment the reviews 
by submission device. We therefore use the snapshot from 2015 to 2017.
26 Booking.com provides two designated text boxes for positive and negative impressions of the hotel. 
We concatenate them to create one text chunk for our analyses.

https://tinyurl.com/nhzrncry
https://www.statista.com/statistics/330695/number-of-smartphone-users-worldwide/
https://www.kaggle.com/jiashenliu/515k-hotel-reviews-data-in-europe
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that reviews sent from a mobile device are more positive than reviews sent from 
a personal computer, the enhanced sentiment analysis reveals that their sentiment 
difference is relatively small. As already noted, Booking.com encourages review-
ers to express both negative and positive impressions, resulting in a similar per-
cent of dichotomous reviews for both devices, overcoming mobile device users’ 
tendency to submit one-sided reviews (Lurie et  al., 2014). While the Booking.
com review platform tamed mobile device users’ preference for one-sided reviews 
and strong positivity compared to personal computer users, in absolute terms, the 
former is using stronger language. While the overall sentiment score is similar, 
reviews sent from mobile devices are composed of stronger language for both 
negative and positive terms.

We cannot directly project the Booking.com analysis to other platforms, as 
Booking.com differs with respect to the review mechanism and is the only plat-
form for which we can segment reviews by their submission device. That said, it 
would be worth investigating whether the tendency of users of mobile devices to 
produce shorter reviews and use stronger sentiment words, can explain the trends 
we observe in Sect. 4. It would also be worth investigating whether users of per-
sonal computers and mobile devices are similar with respect to enhanced senti-
ment and one-sided reviews simply because Booking.com requires them to report 
both negative and positive views: Without this requirement, the similarity might 
disappear.

8  Conclusions and implications

In this paper, we demonstrate the linguistic changes in online reviews over time. 
Our findings show that, in general, reviews have become less diverse, less compre-
hensive, and more polarized. By analyzing user behavior over tipping points, we 
show these trends are not unique for new users but rather happen across the general 
reviewers’ population. Additional analysis reveals that the trends mentioned above 
are taking place in helpful reviews as well, having a broad effect as these reviews are 
of high visibility. We offer an optional explanation for these trends, as we observe 
linguistic differences stemming from the texts submission device. We show that 
reviews sent from a mobile device are characterized by shorter texts and stronger 
sentiment terms, on average. The behavioral differences between mobile device 
users and personal computer users, combined with the growing popularity of mobile 
devices, might lead to the changes we observe (see Sect.  7 for more details). We 
believe our findings have multiple implications concerning diverse groups of people.

8.1  Implications for readers of online reviews

Whether it is for healthcare (Jucks & Thon, 2017; Witteman et al., 2016), finance 
(Li et al., 2019), or purchasing a product (Lackermair et al., 2013; Shihab & Putri, 
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2019), people often rely on reviews to help them make more informed decisions. 
As our findings show that reviews have gotten less comprehensive over the years, 
readers might consider reading older reviews, if available, or reading both nega-
tive and positive reviews to get a full picture. We advise taking under considera-
tion a potential change in the expression of identical sentiment when considering 
a bundle of reviews from different years, and correcting for such possible varia-
tion when reviews from older years are compared to reviews from recent years. 
Given a specific reviewed item, though, there might be other factors in such a 
change that are relevant to the item (such as reviews becoming outdated).

8.2  Implications for writers of online reviews

Yoo and Gretzel (2008) show that two of the main motivations of people to write a 
hotel review are helping a travel service provider and their concerns for other con-
sumers. In addition, they found that venting negative feelings is not a significant 
motivation for posting negative reviews. Later, Rensink (2013) reinforced these 
findings. For writing a helpful opinionated text, one needs to be mindful of the text 
length, as it is strongly correlated with its helpfulness (see Sect. 6 for more details). 
In addition, our findings show that reviews sent from a mobile device are shorter, 
supporting previous results. Reviews sent from a mobile device are also less help-
ful and perceived as such by the public (see Sect. 7 for more details). We, therefore, 
suggest that for submitting a useful opinionated text, one should be mindful of the 
review length and the device used for submitting the review.

8.3  Implications for platforms hosting online reviews

Whether they are the main service, a platform provides, e.g., in Yelp, or a com-
plementary service for customers, e.g., in Amazon, online reviews are crucial for 
any platform’s value proposition. A testimony to the importance of review quality is 
the extensive efforts that review platforms invest in moderating them and improving 
their credibility (see Sect. 2). We believe that review platforms, or any platform for 
opinionated texts, should monitor changes in the language used and adjust accord-
ingly, increasing reviews’ helpfulness. For example, Booking.com encouraging 
reviewers to articulate the hotel’s negative and positive aspects might ease the per-
centage of highly one-sided reviews. High-quality reviews are crucial for new or less 
popular products or services where reviews are scarce.

The platforms mentioned above often provide users with artificial intelligence-
driven services to enrich their experience and guide their shopping experience. 
For example, sentiment analysis and opinion mining, i.e., automatically predicting 
which sentiment a given text conveys in the sentence level (Liu, 2012; Wilson et al., 
2005; Ziser & Reichart, 2017) and in the aspect level (Lekhtman et al., 2021; Ruder 
et al., 2016; Thet et al., 2010), allowing the users to understand better the sentiment 
conveyed towards each aspect of the product/service at hand. Since the linguistic 
traits of online reviews are changing over time, in some cases, over a few years, we 
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believe that these platforms’ science and engineering teams should be mindful of 
the temporal aspect of their data. To further examine this subject, we trained and 
applied classifiers on data taken from the earliest and latest years we have avail-
able data for each one of the datasets27 (Table 6). In eight out of the nine setups, the 
classifiers trained and tested on data from more recent years achieved higher results 
than their early years’ counterparts.28 Such higher results may indicate an increasing 
intensity and polarization in reviews, providing more evidence for the conclusions in 
our paper. 

9  Limitations and future work

In our study, we used a lexicon to evaluate the sentiment of a review. As shown in 
Table 3 and discussed in Sect. 3, the error level of sentiment prediction from such 
a lexicon-based method can be quite high, around 25%, but sufficient for observing 
overall trends of sentiment. While neural methods provide higher accuracy, the main 
issue with using them to perform our assessment is that they need a training set that 
would represent a specific time period and their supervision granularity. We leave it 
for future work to adapt unsupervised neural methods, possibly more accurate than 
our lexicon-based methods, to assess the sentiment.

In addition, we have focused on examining language variation in reviews over 
time. However, it is essential to note that many factors could potentially contrib-
ute to such variation. While we have considered some of these factors in our analy-
sis, there are others that we have not considered. These include changes in the user 
interface that companies use to collect reviews, which could affect the length and 
tone of the reviews, as well as demographic and geographic changes in the reviewer 

Table 5  Comparison between 
reviews sent by a mobile device 
(Mobile) and personal computer 
(PC)

The analyses are the same as in Sect. 4. #reviews stands for the num-
ber of reviews in the dataset we obtained, not the overall number of 
reviews sent by PC/Mobile that year

Analysis PC Mobile

Word level sentiment 2.09 2.23
Enhanced sentiment 1.95 1.92
Absolute sentiment intensity 2.33 2.47
#words 32.31 24.08
% of dichotomous reviews 65 64
% of frequent sentiment words use 81 85
#reviews 41,222 74,631

27 The train and test sizes are identical to the ones used in Sect. 3.
28 The differences between early years and later years for all results, with the exception of BERT scores 
on the IMDb dataset, are statistically significant with p < 0.01 . The early-year results of BERT on IMDb 
show higher scores than the recent-year results.
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pool and the moderation guidelines enforced by each platform. Further research is 
needed to fully explore the impact of these and other factors on language variation 
in reviews. Despite this, our findings suggest that the language used in reviews has 
become more extreme in its tone, even when the reported sentiment level remains 
the same, and this trend is evident in multiple datasets.

In future work, we would like to extend our understanding of the trends we 
observe, for example, by exploring other factors such as users’ age, their fluency in 
English, and their socio-economic background. Our discussion and study are lim-
ited to online reviews. One could apply the analysis in this paper to test whether 
the trend of language polarization has happened in other domains of language use. 
For example, recent work (Algan et al., 2017; Dorn et al., 2020; Gentzkow, 2016) 
shows political views have become more polarized over the recent years. It remains 
to be conclusively established both whether this is reflected in language use and vice 
versa—to what extent such polarization is deemed to increase due to changes in lan-
guage use. While some of the possible factors we mentioned above could be relevant 
to such domains, other factors would have to be considered as well.
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