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a b s t r a c t

In this paper an image-based dynamic visual feedback control for mobile manipulators is presented to
solve the target tracking problem in the 3D-workspace. The design of the whole controller is based on
two cascaded subsystems: a minimum norm visual kinematic controller which complies with the 3D tar-
get tracking objective, and an adaptive controller that compensates the dynamics of the mobile manip-
ulator. Both the kinematic controller and the adaptive controller are designed to prevent from command
saturation. Robot commands are defined in terms of reference velocities. Stability and robustness are
proved by using Lyapunov’s method. Finally, experimental results are presented to confirm the effective-
ness of the proposed visual feedback controller.

� 2011 Elsevier Ltd. All rights reserved.
1. Introduction

In recent years, robotics research has experienced a significant
change. The research interests are moving from the development
of robots for structured industrial environments to the development
of autonomous mobile robots operating in unstructured and natural
environments. These autonomous mobile robots are applicable in a
number of challenging tasks such as cleaning of hazardous material,
surveillance, rescue and reconnaissance in unstructured environ-
ments where humans are kept away from. Since it is foreseen that
this new class of mobile robots will have extensive applications in
activities where human capabilities are needed, they have attracted
the attention of the researchers [1]. Mobile manipulator robot is
nowadays a widespread term that refers to robots composed of a ro-
botic arm mounted on a mobile platform. This kind of system, which
is usually characterized by a high degree of redundancy, combines
the manipulability of a fixed-base manipulator with the mobility
of a wheeled platform. Such systems allow the most usual missions
of robotic systems which required both locomotion and manipula-
tion abilities. Such systems offer multiple applications in different
industrial and productive areas as mining and construction or for
people assistance [2,3].

Robots and intelligent machines need large amounts of informa-
tion to autonomously deal with objects in dynamical environments.
Visual information has proven to be a highly effective means for
ll rights reserved.
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recognizing unknown surroundings. Vision is a useful robotic sen-
sor since it mimics the human sense of vision and allows for noncon-
tact measurement of the environment. Visual feedback control of
robotic systems involves the fusion of robot kinematics, dynamics,
and computer vision to control the motion of the robot in an effi-
cient manner. Visual feedback control is classified into two groups,
position based control and image-based control [4]. In position-
based control, the references are given in the three-dimensional
Cartesian space. The control objective is to bring a relative pose,
which is the pose from a camera to a target or from a hand to a tar-
get, to a desired pose by using image information. In image-based
control, the references are given in the image plane.

A new tendency is to integrate visual servoing into mobile ro-
bots for grasping or manipulation, resulting in a vision-based
autonomous mobile manipulation system [5–11]. Ref. [5] has
developed an image-based visual servo controller for nonholonom-
ic mobile manipulators. In this paper, two well-known methods of
redundancy resolution for fixed-base manipulators are extended
for kinematics modelling of a specific nonholonomic mobile
manipulator. The proposed approach is illustrated only through
computer simulation. In [6], authors present a framework of
hand–eye relation for visual servoing with a more global view. In
this case two mobile manipulators are used, for the main robot
the camera architecture is eye-to-hand configuration, and eye-in-
hand configuration for the second robot. Ref. [7] presents a robust
vision-based mobile manipulation system for wheeled mobile ro-
bots (WMRs). This paper addresses the retention of visual features
in the field of view of the camera. A hybrid controller for mobile
manipulation is developed to integrate the IBVS controller and
the Q-learning controller through a rule-based supervisor.
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In order to reduce performance degradation, on-line parameter
adaptation becomes quite important in applications where the mo-
bile manipulator dynamic parameters may vary, such as load
transportation. It is also useful when there is uncertainty in the
knowledge of the dynamic parameters.

In this paper, it is considered a robotic arm mounted on a non-
holonomic mobile platform. The mobile manipulator dynamic
model [12] has, differently to previous works, reference velocities
as input signals as it is common in commercial robots. It is then
presented a visual servo controller with adaptive compensation,
designed for 3D target tracking by mobile manipulators with
eye-in-hand configuration. This controller sets the mobile manipu-
lator’s internal configuration and provides the robot the capability
to avoid obstacles in its path. The design of the controller is based
on two parts, each one being a controller itself. The first one is a
minimum norm visual servo controller which avoids saturations
of the velocity commands. It is based on both the mobile manipu-
lator’s kinematic model and the vision system model. The second
one is an adaptive dynamic compensation controller, which re-
ceives as inputs the velocity references calculated by the kinematic
controller. The adaptive dynamic compensation controller is capa-
ble of updating the estimated parameters, which are directly
related to physical parameters of the mobile manipulator. Addi-
tionally, it is proved the stability and robustness properties to
parametric uncertainties in the dynamic model by using the
Lyapunov’s method [13]. To validate the proposed control algo-
rithms, experimental results are included and discussed.

The main contributions of this paper are: (a) It presents an im-
age-based visual control for 3D target tracking of mobile manipu-
lators. The controller receives both the estimation of the object’s
velocity to be followed and the error image feature to calculate
the control commands as velocity references for the platform and
for the arm, thus achieving a coordinated movement of the whole
system. Also, the controller is designed including saturation func-
tions to limit the control actions within its physical bounds. (b)
Two secondary objectives are included in the kinematics controller
design by handling the redundancy of the system: the avoidance of
obstacles by the mobile platform and the maximum manipulability
during task execution. (c) The design of an adaptive controller to
reduce the dynamic parameter uncertainty effects.

This paper is organized as follows. Section 2 presents the kine-
matic and dynamic models which have as inputs the velocities of
the mobile manipulator. Also included in this Section is the projec-
tion model of the vision camera. Next, in Section 3, the problem
formulation, the vision-based control strategy for the mobile
manipulation system and the design of the kinematic and adaptive
dynamic compensation controllers are presented. In Section 4, it is
developed the control system stability and robustness analysis. The
Experimental results are presented and discussed in Section 5. Fi-
nally, conclusions are given in Section 6.
2. Mobile manipulator models

The mobile manipulator configuration is defined by a vector q
of n independent coordinates, called generalized coordinates of the
mobile manipulator, where q ¼ q1 q2 . . . qn½ �T ¼ qT

p qT
a

� �T
.

We notice that n = np + na, where np and na are respectively the
dimensions of the generalized spaces associated to the mobile plat-
form and to the robotic arm. The configuration q is an element of
the configuration space of the mobile manipulator, denoted by N.
The location of the end-effector of the mobile manipulator is given
by the m -dimensional vector h ¼ h1 h2 . . . hm½ �T . Its m coordi-
nates are operational coordinates of the mobile manipulator. They
define the position and the orientation of the end-effector in R.
The set of all the locations constitutes the operational space of the
mobile manipulator, denoted by M.

The location of the end-effector of the mobile manipulator can
be defined in different ways according to the task, i.e., it can be con-
sidered only the position of the end-effector or both its position
and orientation.

2.1. Kinematic model of the mobile manipulator

The kinematic model of a mobile manipulator represents the loca-
tion of its end-effector h as a function of the robotic arm configu-
ration and of the platform location (or its operational coordinates
as functions of the robotic arm generalized coordinates and of
the mobile platform operational coordinates) [25].

f : Na �Mp !M

ðqp;qaÞ# h ¼ fðqp;qaÞ

where, Na is the configuration space of the robotic arm, Mp is the
operational space of the platform.

The instantaneous kinematic model of a mobile manipulatorgives
the derivative of its end-effector location as a function of the deriv-
atives of both the robotic arm configuration and the location of the
mobile platform,

_h ¼ @f
@q
ðqp;qaÞv

where, _h ¼ _h1
_h2 . . . _hm

h iT
is the vector of the end-effector

velocity, v ¼ v1 v2 . . . vdn½ �T ¼ vT
p vT

a

� �T
is the control vector

of mobility of the mobile manipulator. Its dimension is dn = dnp + dna,
where dnp and dna are respectively the dimensions of the control
vector of mobility associated to the mobile platform and to the ro-
botic arm. Now, after replacing JgðqÞ ¼ @f

@q ðqp;qaÞ in the above equa-
tion, it is obtained

_hðtÞ ¼ JgðqÞvðtÞ ð1Þ

where, Jg(q) is the Jacobian matrix that defines a linear mapping
between the vector of the mobile manipulator velocities v(t) and
the vector of the end-effector velocity _hðtÞ. The Jacobian matrix is,
in general, a function of the configuration q; those configurations
at which Jg(q) is rank-deficient are termed singular kinematic config-
urations. It is fundamental to notice that, in general, the dimension
of operational space m is less than the degree of mobility of the
mobile manipulator. In this case the problem, including the mobile
manipulator and the task, is called to be redundant.

2.2. Dynamic model of the mobile manipulator

The mathematic model that represents the dynamics of a mo-
bile manipulator can be obtained from Lagrange’s dynamic equa-
tions, which are based on the difference between the kinetic and
potential energy of each of the joints of the robot (energy balance)
[14]. The dynamic equation of the mobile manipulator can be rep-
resented according to [15] as follows,

MðqÞ _v þ Cðq;vÞv þ GðqÞ ¼ BðqÞs

where, MðqÞ 2 Rdn�dn is a symmetrical positive definite matrix that
represents the system’s inertia, Cðq;vÞv 2 Rdn represents the com-
ponents of the centripetal and Coriolis forces, GðqÞ 2 Rdn represents
the gravitational forces, B(q) is the input transformation matrix and
s 2 Rdn is the torque input vector. For more details on the model see
[15].

Most of the commercially available robots have low level PID
controllers in order to follow the reference velocity inputs, thus
not allowing controlling the voltages of the motors directly. There-



Fig. 1. Pinhole camera model.
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fore, it becomes useful to express the dynamic model of the mobile
manipulator in a more appropriate way, taking the rotational and
longitudinal reference velocities as the control signals. To do so,
the velocity servo controller dynamics are included in the model.
The dynamic model of the mobile manipulator, having as control
signals the reference velocities of the system, can be represented
as follows,

MðqÞ _v þ Cðq;vÞv þ GðqÞ ¼ vref ð2Þ

where MðqÞ ¼ H�1ðMþ DÞ;Cðq;vÞ ¼ H�1ðCþ PÞ;GðqÞ ¼ H�1GðqÞ.
Thus, MðqÞ 2 Rdn�dn is a positive definite matrix, Cðq;vÞv 2
Rdn ;GðqÞ 2 Rdn and vref 2 Rdn is the vector of velocity control signals,
H 2 Rdn�dn ;D 2 Rdn�dn and P 2 Rdn�dn are symmetrical diagonal matri-
ces, positive definite, that contain the physical parameters of the mo-
bile manipulator, motors, velocity controllers of both the mobile
platform and the manipulator robot.

Property 1. Matrix M is positive definite, additionally it is known that

kMðqÞk < kM
Property 2. Furthermore, the following inequalities are also satisfied

kCðq;vÞk < kckvk
Property 3. Vector GðqÞ is bounded

kGðqÞk < kG

where, kc, kM and kG denote some positive constants.
Property 4. The dynamic model of the mobile manipulator can be
represented by

MðqÞ _v þ Cðq;vÞv þ GðqÞ ¼ Lðq;vÞv

where, L(q,v)v2 Rdn�l and v ¼ ½v1 v2 . . . vl�
T is the vector of l un-

known parameters of the mobile manipulator, i.e., mass of the mobile
robot, mass of the robotic arm, physical parameters of the mobile
manipulator, motors, velocity, etc. For more details on the model see
[12].

For the sake of simplicity, from now on it will be written
M ¼MðqÞ; C ¼ Cðq;vÞ and G ¼ GðqÞ.

The full mathematical model of the mobile manipulator system
is represented by: (1) the kinematic model and (2) the dynamic
model, taking the reference velocities of the system as control
signals.
2.3. Camera projection model

To control the robot using information provided by a computer
vision system, it is necessary to understand the geometric aspects
of the imaging process. Each camera contains a lens that forms a
2D projection of the scene on the image plane where the sensor
is located. This projection causes the loss of direct depth percep-
tion so that each point on the image plane corresponds to a ray
in 3D space. Therefore, some additional information is needed to
determine the 3D coordinates corresponding to an image plane
point. This information may come from multiple cameras, multiple
views with a single camera, or knowledge of the geometric rela-
tionship between several feature points on the target. The camera
model used in this paper is the perspective projection model or
pinhole model. It implies a simplified model for an ideal vision cam-
era without distortion and optical aberrations.
The pinhole camera model with a perspective projection is
shown in Fig. 1. Let fc be a focal length, wpi 2 R3 and
cpi ¼ cxi

cyi
czi½ �T 2 R3 be the 3D position vectors of the target

object’s ith feature point relative to Ro and Rc, respectively. Ro
represents the world framework and Rc is the camera (end-effec-
tor) framework, as Fig. 2 shows. Using a coordinate transformation,
the relation between them is,
cpi ¼ cRwðwpi � wpCorgÞ ð3Þ

The perspective projection of the i – th feature point onto the im-
age plane gives us the image plane coordinate ni ¼ ui v i½ �T 2 R2 as

ni
cxi;

cyi;
czið Þ ¼ � fc

czi

cxi

cyi

� �
ð4Þ

Differentiating (3) and (4), it can be expressed _ni in terms of the
mobile manipulator velocity as

_ni ¼ JIi
ni;

czið Þ
cRw 0

0 cRw

� �
JgðqÞv � Joi

ðq; cpiÞw _pi ð5Þ

where Jg(q) is the geometric Jacobian of the mobile manipulator de-
fined in (1), JIi

ðni;
cziÞ is the image Jacobian defined by

JIi
ni;

czið Þ ¼
fc

czi
0 ui

czi

uiv i
fc

f 2
c þu2

i
fc

v i

0 fc
czi

v i
czi

f 2
c þv2

i
fc

uiv i
fc

�ui

24 35
Moreover, Joi

q; cpið Þw _pi represents the movement of the ith fea-
ture point into the image plane, where w _pi is the velocity of the i –
th feature point relative to Ro and Joi

q; cpið Þ is defined as

Joi q; cpið Þ ¼ fc
czi

1 0 � cxi
czi

0 1 � cyi
czi

24 35cRw

In applications where objects are located in a 3D space, three or
more image features are required for the visual servo control to be
solvable [16,17]. To extend this model to r image points it is neces-
sary to stack the vectors of the image plane coordinate, i.e.,

n ¼ ½ nT
1 nT

2 . . . nT
r �

T 2 R2r ð6Þ

and cp ¼ ½ cp1
cp2 . . . cpr �

T 2 R3r . It is assumed that multiple
point features on a known object are given. From Eq. (5), for multi-
ple point features it can be written

_n ¼ Jðq; n; czÞv � Joðq; cpÞw _p ð7Þ

where



Fig. 2. Framework for a dynamic visual feedback system for redundant mobile manipulator.
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Jðq; n; czÞ ¼ JIðn; czÞ
cRw 0

0 cRw

� �
JgðqÞ

JIðn; czÞ ¼

J1 u1 v1½ �T ; cz1

� �
..
.

Jr ur v r½ �T ; czr

� �
266664

377775

Joðq; cpÞ ¼ fc
cz1

1 0 � cx1
cz1

0 1 � cy1
cz1

24 35 � � � fc
czm

1 0 � cxr
czr

0 1 � cyr
czr

" #24 35T

cRw

For the sake of simplicity, from now on it will be used the fol-
lowing notation J = J(q,n, cz) and Jo = Jo(q, cp).

3. Control problem formulation and controllers design

The mobile manipulator robot task is specified in the image
plane in terms of the image feature values corresponding to the
relative robot and object positions. Let us denote with nd 2 R2r

the desired image featurevector which is assumed to be constant.
For some tasks, the desired feature vector nd can be obtained di-
rectly in the image feature space. Another way to get nd is by using
a ‘‘teach-by-showing’’ strategy [18]. In this approach, an image is
captured at the desired reference position and the corresponding
extracted features represent the desired feature vector nd. The con-
Fig. 3. Dynamic visual control for 3D tar
trol problem is to design a controller which computes the applied
velocities vref to move the mobile manipulator in such a way that
the actual image features reach the prescribed desired ones. The
proposed control scheme to solve the visual control problem is
shown in Fig. 3. The design of the controller is based on two cas-
caded subsystems.

(1) Minimum norm kinematic controller with saturation of
velocity commands, where the image feature error defined
as ~n ¼ nd � n may be calculated at every measurement time
and used to drive the mobile manipulator in a direction
which decreases the error. Therefore, the control aim is to
ensure that
get track
lim
t!1

~nðtÞ ¼ 0 2 R2r
(2) Adaptive dynamic compensation controller, which main
objective is to compensate the dynamics of the mobile
manipulator thus reducing the velocity tracking error. This
controller receives as inputs the desired velocities vc calcu-
lated by the kinematic controller, and generates velocity ref-
erences vref for the mobile manipulator robot. The velocity
control error is defined as ~v ¼ vc � v. Hence, the control
aim is to ensure that
lim
t!1

~vðtÞ ¼ 0 2 Rdn
ing of mobile manipulators.
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3.1. Minimal norm kinematic controller

The design of the kinematic controller is based on the kinematic
model of the mobile manipulator and camera projection model.
From (7), v can be expressed in terms of _n and w _p by using the
right pseudo-inverse of the matrix J

v ¼ J#ð _nþ Jo
w _pÞ

where, J# = W�1JT(JW�1JT)�1, being W a positive definite matrix that
weighs the control actions of the system,

v ¼W�1JTðJW�1JTÞ�1ð _nþ Jo
w _pÞ ð8Þ

The controller is based on a minimal norm solution, which
means that, at any time, the mobile manipulator will attain its nav-
igation target with the smallest number of possible movements.
Also the redundancy of the mobile manipulators is effectively used
for achieving secondary control objectives, such as: avoiding obsta-
cles in the workspace and to control the mobile manipulator’s con-
figuration. The following control law is proposed for the visual
control of the mobile manipulator system,

vc ¼ J#ðJo
w _pþ LK tanh L�1

K K~n
� �

Þ þ ðI� J#JÞLD tanh L�1
D Dv0

� �
ð9Þ

In (9), Jo
w _p represents the velocity of the object to be followed

into the image plane, ~n is the vector of control errors defined as
~n ¼ nd � n;K 2 R2r ;D 2 Rd; LK 2 R2r and LD 2 Rd are definite posi-
tive diagonal matrices that weigh the error vector ~n and the vector
v0, where v0 2 Rd is an arbitrary vector which contains the veloc-
ities associated to the mobile manipulator. The first term of the
right hand side in (9) describes the primary task of the end effector,
i.e., to achieve the desired image features values in order to track
the moving object. The second term defines self motion of the mo-
bile manipulator in which the matrix (I � J#J) projects vector v0

onto the null space of the manipulator Jacobian N(J). This way,
the secondary control objectives do not affect the primary task of
the end-effector. Therefore, any value given to v0 will only change
the internal structure of the manipulator without changing the
end-effector location. Thus, the redundancy of the mobile manipu-
lators can be effectively used for the achievement of additional
performances such as: avoiding obstacles in the workspace, avoid-
ing singular configurations, or to optimize various performance cri-
teria. In this work two different secondary objectives are
considered: the obstacles avoidance by the mobile platform and
the singular configuration prevention through the system’s manip-
ulability control. These secondary objectives are described below.
Fig. 4. Obstacle avo
3.1.1. Manipulability
We can observe that one of the main requirements for an accu-

rate task execution by the robot is a good manipulability, defined
as the robot configuration that maximizes its ability to manipulate
a target object. Therefore, one of the secondary objectives of the
control is to maintain maximum manipulability of the mobile
manipulator during task execution. Manipulability is a concept
introduced by Yoshikawa [19] to measure the ability of a fixed
manipulator to move in certain directions. Bayle [20] presents a
similar analysis for the manipulability of mobile manipulators
and extends the concept of manipulability ellipsoid as the set of
all end-effector velocities reachable by robot velocities v satisfying
kvk 6 1 in the Euclidean space. A global representative measure of
manipulation ability can be obtained by considering the volume of
this ellipsoid which is proportional to the quantity w called the
manipulability measure,

w ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detðJðqÞJTðqÞÞ

q
ð10Þ

Therefore, the mobile manipulator will have maximum manip-
ulability if its internal configuration is such that maximizes the
manipulability measure w.
3.1.2. Obstacle avoidance
The main idea is to avoid obstacles which maximum height

does not interfere with the robotic arm. Therefore the arm can fol-
low the desired path while the mobile platform avoids the obstacle
by resourcing to the null space configuration. Fig. 4 shows the
obstacle avoidance strategy. The angular velocity and the longitu-
dinal velocity of the mobile platform will be affected by a fictitious
repulsion force. This force depends on both, the incidence angle on
the obstacle a and the distance d to the obstacle. This way, the fol-
lowing control velocities are proposed:

uobs ¼ Z�1ðkuobsðdo � dÞ½p=2� jaj�Þ ð11Þ
xobs ¼ Z�1ðkxobsðdo � dÞsignðaÞ½p=2� jaj�Þ ð12Þ

where, do is the radius which determines the distance at which the
obstacle starts to be avoided, ku obs and kx obs are positive adjust-
ment gains, the sign function allows defining to which side the
obstacle is to be avoided being sign (0) = 1. Z represents the
mechanical impedance characterizing the robot-environment inter-
action, which is calculated as Z = Is2 + Bs + K with I, B and K being
positive constants representing, respectively, the effect of virtual
inertia, damping and elasticity. The closer the platform is to the
obstacle, the bigger the values of xobs and uobs.
idance scheme.
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Taking into account the maximum manipulability (10) and the
obstacle avoidance (11) and (12), the vector v0 is now defined as,

v0 ¼ �uobs xobs kv1ðh1d� h1Þ kv2ðh2d� h2Þ . . . kvnaðhnad� hnaÞ½ �T

where kviðhid � hiÞ – being i = 1, 2, . . ., na and kvi > 0 – are joint veloc-
ities proportional to the configuration errors of the mobile robotic
arm, in such a way that the manipulator joints will be pulled to
the desired hid values that maximize manipulability. Note that �uobs

represents a reduction value for the linear velocity in order to ob-
tain a cautious behaviour. For this reason, uobs must be subtracted
from the linear velocity component obtained in the first term of (9).

In order to include an analytical saturation of velocities in the
mobile manipulator system, it is proposed the use of the tanh (.)
function, which limits the error in ~n and the magnitude of vector

v0. The expressions tanh L�1
K K~h

� �
and tanh L�1

D Dv0

� �
denote a

component by component operation.

3.1.3. Stability analysis of the kinematic controller
The behaviour of the control error ~n is now analyzed assuming -

by now- perfect velocity tracking v � vc;vc ¼ ½uc xc
_h1c

_h2c . . . _hnac�T . Note that the desired image feature vector is constant,
then it can be concluded that _~n ¼ � _n. Now, by substituting (9) in
(7) the following closed loop equation is obtained

_~nþ LK tanh L�1
K K~n

� �
¼ 0 ð13Þ

For the stability analysis the following Lyapunov candidate
function is considered

Vð~nÞ ¼ 1
2

~nT~n ð14Þ

Its time derivative on the trajectories of the system is,

_Vð~nÞ ¼ �~nTLK tanh L�1
K K~n

� �
< 0 ð15Þ

which implies that ~nðtÞ ! 0 asymptotically.

3.2. Adaptive dynamic compensation

The proposed kinematic controller presented in Section 3.A as-
sumes perfect velocity tracking; nevertheless this is not true in real
contexts, mainly when high-speed movements or heavy load
transportation are required. Therefore, it becomes essential to con-
sider the mobile manipulator dynamics, in addition to its kinemat-
ics. Furthermore, it is very important to consider that the dynamic
parameters of the mobile manipulator may be uncertain due to
changes in dynamics for different tasks. Hence, the velocity error
due to the dynamic effects of the robot and the uncertainties of
the real dynamic parameters of the mobile manipulator motivates
to design an adaptive dynamic compensation controller with a robust
parameter updating law, as shows Fig. 3.

The adaptive dynamic compensation controller receives as in-
puts the desired velocities vc calculated by the kinematic control-
ler, and generates velocity references vref for the mobile
manipulator robot (see Fig. 3). Hence, disregarding the assumption
of perfect velocity tracking, the velocity error is defined as,

~v ¼ vc � v

The proposed control law is,

vref ¼cMðqÞrþ bCðq;vÞvc þ bGðqÞ ð16Þ

where, vref ¼ ½uref xref
_h1ref

_h2ref . . . _hnaref �T ; cMðqÞ; bCðq;vÞ; bGðqÞ
are de estimated model matrices; and

r ¼ _vc þ Lv tanhðL�1
v Kv ~vÞ ð17Þ
with Kv and Lv symmetrical positive definite matrices.
Eq. (16) considering the Property 4 can also be written as

vref ¼ Uðq;v;rÞv ð18Þ

where, Uðq;v;rÞv 2 Rdn�l and v = [v1 v2 . . . vl] is the vector of l
unknown parameters of the mobile manipulator.

When such parametric errors are considered, control law (18)
can be re-written as,

vref ¼ Uv̂ ¼ UvþU~v ¼ Mrþ Cvc þ GþU~v ð19Þ

where, v and v̂ are the real and estimated parameters of the mobile
manipulator, respectively, whereas ~v ¼ v̂� v is the vector of
parameter errors.

In order to obtain the closed-loop equation for the inverse
dynamics with uncertain model (2) is equated to (19),

M _v þ Cv þ G ¼Mrþ Cvc þ GþU~v

Mðr� _vÞ ¼ �C~v �U~v ð20Þ

and next, (17) is introduced in (20)

_~v ¼ �M�1U~v�M�1C~v � Lv tanhðL�1
v Kv ~vÞ ð21Þ

It is now introduced the following Lyapunov candidate function

Vð~v; ~vÞ ¼ 1
2

~vTHM~v þ 1
2

~vTc~v ð22Þ

where c 2 Rlxl is a positive definite diagonal matrix and HM is a
symmetric and positive definite matrix. The time derivative of the
Lyapunov candidate function is,

_Vð~v; ~vÞ ¼ �~vTHMLv tanh L�1
v Kv ~v

� �
� ~vTHC~v � ~vTHU~vþ ~vTc _~v

þ 1
2

~vTH _M~v

Now, recalling that MðqÞ ¼ H�1ðMþ DÞand Cðq;vÞ ¼ H�1ðCþ PÞ,

_Vð~v; ~vÞ ¼ �~vTHMLv tanh L�1
v Kv ~v

� �
� ~vTðCþ PÞ~v � ~vTHU~vþ ~vTc _~v

þ 1
2

~vT _M~v

Due to the well known skew-symmetric property of
ð _M� 2CÞ; _Vð~v; ~vÞ reduces to,

_Vð~v; ~vÞ ¼ �~vTHMLv tanh L�1
v Kv ~v

� �
� ~vTP~v � ~vTHU~v

þ ~vTc _~v ð23Þ

The proposed parameter-updating law for the adaptive dy-
namic compensation controller is based on a leakage term, or r-
modification [21–23]. By including such term, the obtained robust
updating law is

_̂v ¼ c�1UTH~v � c�1Cv̂ ð24Þ

where C 2 Rlxl is a diagonal positive gain matrix. Notice that (24)
can be rewritten as

_̂v ¼ c�1UTH~v � c�1C~v� c�1Cv ð25Þ

Let us now consider that the dynamic parameters can vary, i.e.,
v = v(t) and _~v ¼ _̂v� _v. Substituting (25) in (23),

_Vð~v; ~vÞ ¼ �~vTHMLv tanh L�1
v Kv ~v

� �
� ~vTP~v � ~vTC~v� ~vTCv� ~vTc _v

ð26Þ

Considering small values of ~v, then Lv tanh L�1
v Kv ~v

� �
� Kv ~v. The

following constants are defined: tC = kmax(C), tc = kmax(c),

lC ¼ vðCÞ;lMKv P ¼ vðHMKvÞ þ vðPÞ, where vðZÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kminðZTZÞ

q
is



Fig. 5. Experimental framework for a dynamic visual feedback system for mobile manipulator.
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the minimun singular value to Z, kmaxðZÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kmaxðZTZÞ

q
denotes

the maximum singular value of Z, and kmin(.) and kmax(.) represent
the smallest and the biggest eigenvalues of a matrix, respectively.
Then, _V can be rewritten as,

_Vð~v; ~vÞ ¼ �lMKv Pk~vk
2 � lCk~vk

2 þ tCk~vkkvk þ tck~vkk _vk ð27Þ

Considering f 2 Rþ is a difference square

1
f
k~vk � fkvk

	 
2

¼ 1
f2 k~vk

2 � 2k~vkkvk þ f2kvk2

can be written as
k~vkkvk 6 1
2f2 k~vk

2 þ f2

2
kvk2 ð28Þ
By applying a similar reasoning with g 2 Rþ, it can be obtained
k~vkk _vk 6 1
2g2 k~vk

2 þ g2

2
k _vk2 ð29Þ
Substituting (29) and (28) in (27)
Fig. 6. Image featur
_Vð~v; ~vÞ 6 �lMKv Pk~vk
2 � lCk~vk

2 þ tC
1

2f2 k~vk
2 þ f2

2
kvk2

 !

þ tc
1

2g2 k~vk
2 þ g2

2
k _vk2

	 

ð30Þ

Eq. (30) can be written in compact form as

_Vð~v; ~vÞ 6 �a1k~vk2 � a2k~vk2 þ q ð31Þ

where, a1 ¼ lMKv P > 0;a2 ¼ lC �
lC

2f2 �
lc

2g2 > 0 and q ¼ tC
f2

2 kvk
2þ

tc
g2

2 k _vk2, with f and g conveniently selected. Now, from the Lyapu-

nov candidate function Vð~v; ~vÞ ¼ 1
2

~vTHM~v þ 1
2

~vTc~v it can be stated
that

V 6 b1k~vk
2 þ b2k~vk

2 ð32Þ

where b1 ¼ 1
2#M; b2 ¼ 1

2#c; #M ¼ kmaxðHMÞ; #c ¼ kmaxðcÞ. Then,

_V 6 �KV þ q ð33Þ

with K ¼ a1
b1
; a2

b2

n o
. Since q is bounded, (33) implies that ~vðtÞ and ~vðtÞ

are finally bounded. Therefore, the r modification term makes the
adaptation law more robust at the expense of increasing the error
bound. As q is a function of the minimum singular value of the gain
matrix C of the r modification term, and its values are arbitrary,
then the error bound can be made small. In the limit, if C ? 0, then
~vðtÞ ! 0 as t ?1, as previously shown.
es trajectories.



Fig. 7. Time evolution C.

Fig. 8. Velocity commands to the mobile platform.

Fig. 9. Joint velocity commands to the robotic arm.
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Remark 1. Note that the updating law (24) needs the H matrix.
This matrix includes parameters of the actuators, which can be
easily known and remain constant. Therefore, this is not a relevant
constraint within the adaptive control design.
4. Stability and robustness analysis

The proposed controller presented above considers that the
velocity of the object to be followed w _p is exactly known.
Nevertheless, this is not always possible in a real context. In prac-
tice, this velocity will be estimated by using the visual position
sensing of the object, for instance by an a � b filter [24]. This moti-
vates to study the image feature error ~n behaviour by considering
the estimated velocity errors of the object to be followed and also
relaxing the assumption of perfect velocity tracking.

It is defined the estimation velocity errors of the object into the
image plane as,

e ¼ Joðw _̂p� w _pÞ



Fig. 10. Movement of the mobile manipulator based on the experimental data The position of the mobile manipulator and the position of the target at the same instant are
shown. Five different time instants are depicted.

Fig. 11. Time evolution £.
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where w _p and _̂p are the real and estimated velocities of the object,
respectively. Hence (13) can now be written as

_~nþ LK tanh L�1
K K ~n

� �
¼ J~v þ e ð34Þ

Lyapunov candidate function (14) is considered again, which
time derivative along the trajectories of the system (34) is

_Vð~nÞ ¼ ~nTðJ~v þ eÞ � ~nTLK tanh L�1
K K ~n

� �
ð35Þ

A sufficient condition for _Vð~nÞ to be negative definite is

~nTLK tanh L�1
K K ~n

� ���� ��� > j~nTðJ~v þ eÞj ð36Þ

For large values of ~n, it can be considered that
LK tanhðL�1

K K ~nÞ � LK. Then, (36) can be expressed as
kLKk > kJ~v þ ek ð37Þ

thus making the errors ~n decrease.
Now, for small values of ~n; LK tanh L�1

K K ~n
� �

� K~n, thus (36) can
be written as,

k~nk > kJ
~v þ ek

kminðKÞ

thus implying that the error ~n is bounded by,

k~nk 6 kJ
~v þ ek

kminðKÞ
ð38Þ

Hence, it is concluded that the image feature error is ultimately
bounded by the bound kJ~v þ ek=kminðKÞ on a norm of the control er-
ror and the estimated velocity error of the object to be followed.



Fig. 12. Velocity commands to the mobile platform.

Fig. 13. Joint velocity commands to the robotic arm.

Fig. 14. Estimation of the object’s velocity.
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5. Experimental results

In order to evaluate the performance of the proposed controller,
several experiments were carried out for visual control for 3D tar-
get tracking of a mobile manipulator. The target to be tracked is
mounted on another mobile platform PIONEER 3DX as Fig. 5b
shows. Most representative results are presented in this section.
The 6 DOF experimental system used in the experiments is shown
in Fig. 5a, which is composed of a nonholonomic mobile platform
PIONEER 3AT, a laser rangefinder mounted on it, a robotic arm CY-
TON Alpha 7 DOFs (only 3 DOF of the 7 available DOFs are used in
the experiments), and a Mini CMOS Camera JK-805 with 1/3’’ Video
Sensor.

Dynamic adaptive compensation is performed for the mobile
platform alone, because it presents the most significant dynamics
of the whole mobile manipulator system.



Fig. 15. Evolution of the adaptive parameter �.
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For all experiments in this section it was considered an error of
25% in model parameters. Also, the positions of the arm joints that
maximize the arm’s manipulability are obtained through numeric
simulation. This way, the desired joint angles are: h1d = 0[rad],
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h2d = 0.6065[rad], and h3d = �1.2346[ rad]. Matrix H used in the
updating law is H = diag (33.4,16.7). Also, controller’s gain matrices
are set to: K = diag(0.12,0.12,0.12); LK = diag(0.15,0.15,0.15);
D = diag(0.14,0.2,0.02,0.02,0.02); LD = diag(0.7,1,0.1,0.1,0.1).

Experiment I: In this experiment, the mobile platform location
is qp = [0 m 0 m 0 rad]T and the robotic arm configuration is
qa = [�0.18 0 0]T [rad]; thus, considering that the origin of the im-
age coordinates is located at the centre of the image, the initial val-
ues of image features initial are n(0) = [u1 v1 v2]T = [�162 �70 68]T

[pixels]. The desired image features vector was defined as nd = [u1

v1 v2]T = [0 �60 65]T [pixels]. Figs. 6–9 show the results of the first
experiment. Fig. 6 shows the evolution of the image features on the
image plane. Fig. 7 shows that the control errors ~nðtÞ are ultimately
bounded with final values close to zero, i.e. achieving final feature
errors max (jnij) < 5 pixels; while Figs. 8 and 9 show the control ac-
tions of the mobile manipulator.

Experiment II: Obstacle avoidance and maximum manipulabil-
ity control are considered in this experiment. It is considered that
the obstacle is placed up to a maximum height that does not inter-
fere with the vision camera, so that the end-effector can follow the
target object even when the platform is avoiding the obstacle.
Hence, the task is divided into two different control objectives,
i.e., a principal objective: moving target object tracking; and a sec-
ondary objective, achieved by taking advantage of the redundancy
of the mobile manipulator as explained in Section 3: obstacle avoid-
ance and maximum manipulability control. The image features initial
vector is n(0) = [u1 v1 v2]T = [156 22 134]T[pixels]. The desired im-
age features vector is defined as nd = [u1 v1 v2]T = [0 �50 50]T [pix-
els]. It is important to remark that, similar to previous experiment,
the origin of the image coordinates is located at the centre of the
image. Figs. 10–15 show the results of the second experiment.
From the Fig. 13 and 14 (15 < t < 25[s] approximately) it becomes
apparent that the end-effector tracks the moving target object
while avoiding the obstacle. Fig. 10 shows the stroboscopic move-
ment on the X–Y–Z space. It can be seen the good performance of
the proposed control system. Fig. 11 shows that the control errors
~nðtÞ are ultimately bounded with final values close to zero, i.e.
achieving final feature errors max (jnij) < 4 pixels; Figs. 12 and 13
show the control actions of the robot, while Fig. 14 represents
the estimation of the object’s velocity. Notice that even with large
velocity estimation errors, like the errors which appear at the
beginning of the experiment, the control errors remain bounded.
Finally Fig. 15 shows the evolution of the adaptive parameters,
where it can be seen that all the parameters converge to fixed
values.

6. Conclusions

In this paper an adaptive dynamic visual feedback control for
mobile manipulators for 3D target tracking has been developed.
It was considered the redundancy of the mobile manipulator sys-
tem to control the manipulability and for obstacle avoidance. It
has been also proposed an adaptive controller which updates the
mobile manipulator dynamics on-line. The design of the whole
controller was based on two cascaded subsystems: a minimum
norm visual servo kinematic controller which complies with the
3D target tracking objective, and an adaptive dynamic compensa-
tion controller that compensates the dynamics of the mobile
manipulator. Both the kinematic controller and the adaptive dy-
namic controller have been designed to prevent from command
saturation. Robot commands were defined in terms of reference
velocities. Stability and robustness are proved by considering the
Lyapunov’s method. The performance of the proposed controller
is shown through real experiments.
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