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The article theoretically substantiates, investigates and develops a method for parallel execution of the basic operation of public key cryptography - modular multiplication of numbers with high bit count. It is based on a special organization of the division of the components of modular multiplication into independent computational processes. To implement this, it is proposed to use the Montgomery modular reduction. The described solution is illustrated with numerical examples. It has been theoretically and experimentally proven that the proposed approach to parallelization of the arithmetical process of modular multiplication makes it possible to speed up this important for cryptographic tasks operation by 5-6 times.
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## Introduction

The process of modular exponentiation, which is executed on numbers whose bit count significantly exceeds the bit count of the processor, is the fundamental operation for a wide range of cryptographic algorithms which are based on irreversible problems of number theory. In particular, this operation is the basis of computational implementation of RSA, El-Gamal, digital signature standard, FESIS scheme of strict identification of remote users [1].

The protection level of cryptographic security mechanisms, which are based on the operation of modular multiplication, is fully determined by the bit count of the module [2]. To date, 2048 bits have been enough for most practical tasks.

At the same time, an analysis of the dynamics of the improvement of applied problems in which public key data protection mechanisms are practically used shows that a significant part of them is performed in real time and requires fast implementation of the corresponding calculations. Another vital feature of the use of modular arithmetic at the present stage of development of public key cryptography is the increase in the number bit count used. The dynamics of the improvement of cloud technologies potentially provides attackers with the ability to remotely access large computing power, which can be used to break cryptographic protection mechanisms. This catalyzed the need for an adequate increase in the level of security, which for cryptographic mechanisms with a public key can be achieved by increasing the bit count. This leads to a noticeable increase in the time of computational implementation of cryptographic data security mechanisms.

Therefore, the task of scientific research is to speed up calculations that implement public key cryptographic mechanisms by using the multiprocessor capabilities of modern computer systems. The main way of solving this problem is the parallelization of the basic operation - the modular multiplication.

The scientific problem of speeding up modular multiplication for cryptographic information security systems is relevant for the present stage of development of information and computer technologies.

## Problem statement and review of methods for its solution

Modern public key cryptography was founded at the operation of modular exponentiation. The problem of rapid implementation of this operation is of key importance for the development of information protection complexes and information security.

For personal computers and powerful systems, this problem can be solved by including crypto processors in the hardware. To date, a significant range of cryptoprocessors [4] is commercially produced, almost all of which implement the modular exponentiation operation at the hardware level.

But for a wide class of mobile computer devices, terminal microcontrollers of systems for remote control of real-world objects, in which the Internet is used as a data exchange medium, the problem of fast implementation of the modular exponentiation operation is very acute. For many critical applications, the use of crypto processors is unacceptable for information security reasons.

It is a widespread knowledge that the classical scheme of modular exponentiation is strictly sequential and practically cannot be parallelized [5]. Therefore, the main point for increasing the speed of calculating the modular exponent is the parallelization of its fundamental operation modular multiplication.

The operation of modular multiplication of numbers of large bit count $A \cdot B \bmod X$ consists of two parts: multiplication of the components $Y=A \cdot B$ and finding the residue after dividing the product $A \cdot B$ by the module $X$. In public key cryptography, the module $X$ is part of the public key, so it can be considered constant [6].

Algorithms for modular multiplication are divided into two groups: gradual, in which the multiplication $A \cdot B$ and the gradual calculation of the residue from division by the module are execute sequentially in time and alternating, in which the operations of multiplication and finding the remainder of the division are combined in time [7].

For modular multiplication algorithms of the first group, there are special possibilities to use the processor's built-in multiplication instructions. To do this, $N$ numbers that take part in the modular multiplication operation are divided into $K$ fragments, the length $S$ of which is equal to the processor bit count. Accordingly, the procedure of modular multiplication is reduced to pairwise multiplication of fragments with gradual summation of the results obtained. This method makes it possible to use the hardware of modern processors with high efficiency, and, in particular, the built-in circuits for multiplication acceleration [8].

In the basic algorithm, modular reduction is executed using the operation of integer division of a $2 \cdot \mathrm{~s}$-bit dividend by a s-bit divisor to obtain a quotient and a remainder [9]. Since the division of N bit numbers on a s-bit processor $(N \gg s)$ is very inefficient, the reduction in the basic algorithm requires $k \cdot(k+2.5)$ multiplication operations and k integer division operations [10]. To date, a number of algorithms [11, 12] have been declared to improve the performance of the software implementation of the modular multiplication operation. Most of them implement an increase in the performance of modular multiplication due to the acceleration of modular reduction by eliminating the operation of integer division, which is used in the basic algorithm [9].

Two technologies for finding the modulo modulo remainder have received the widest practical use: Barrett's algorithm [9] and Montgomery algorithm [13]. The first one is funded in calculating the minimum value of $m$ for which $A \cdot B-m \cdot X<X$. Accordingly, the remainder of the division is calculated as $R=A \cdot B-m \cdot X$. Thus, Barrett's algorithm is implemented with two s-bit multiplications, while modular multiplication $A \cdot B \bmod X$ using Barrett's algorithm is implemented with three.

Another technology for calculating the modulo product residue, the Montgomery algorithm, is well adapted to the universal processor architecture. The algorithm replaces the operation of division by a random modulus X with divisions by a power of 2 , which are effectively implemented by shifts. The modular reduction operation in Montgomery's algorithm requires $k \cdot(k+1)$ multiplication operations.

The total computational complexity of the implementation of the algorithm for modular multiplication of N -bit numbers using the Montgomery algorithm on a s-bit processor is determined by $2 \cdot k 2+\mathrm{s}$ processor multiplication operations and $4 \cdot k 2+4 \cdot k+2$ processor addition operations. $A$ significant advantage of the Montgomery algorithm is that it is relatively easy to combine in time with the multiplication process. This allows, in the process of modular multiplication, to limit the length of intermediate results to $N+1$ and thereby reduce the amount of calculations compared to the sequential scheme that works with $2 \cdot N$-bit intermediate results [14].

Two approaches are most often used [15] to speed up modular multiplication:

- precalculations depending only on the value of the module, which are stored in a special table memory;
- simultaneous processing of several digits of the multiplier;
- parallelization of operations of summation of fragments of a modular product.

Organization of parallel execution of modular multiplication to speed up the computational implementation of public-key cryptography

In practice, these three approaches are often used in combination.
The analysis of existing methods to speed up the execution of modular multiplication showed that with limits of computational processes that run on a single processor, the possibilities of obtaining new results are practically exhausted. This means that a further increase in the speed of the computational implementation of the modular multiplication operation, necessary for practical problems, can be achieved only by using the capabilities of multi-core processor architectures.

## Purpose and objectives of research

The target of the research is to speed up the execution of the modular multiplication operation on numbers, which is important for cryptographic tasks, the bit count of which significantly exceeds the bit count of the processor, due to the organization of parallel calculation of fragments of the modular product on multi-core computers.
The following set of tasks is solved in the work to achieve the target goal:

- analysis of the computing process of modular multiplication due the point of view of its parallelization possibilities; description for choosing a scheme of modular reduction, which combining in time with the multiplication process;
- creating of a method of parallel modular multiplication using a multi-core architecture, which, due to the division of the computing process into loosely connected fragments, allows to organize their parallel processing, due to which acceleration of the computational implementation of modular multiplication is achieved;
- optimization of the structure of the parallel computation of the Modular multiplication according to the criterion of maximum exploitation of processor elements;
- theoretical evaluation of the effectiveness of the developed method of accelerated modular multiplication;
- software development and experimental evaluation of the effectiveness of the proposed method of parallel modular multiplication of numbers, the bit count of which significantly exceeds the bit count of the processor.

The object of research to which the article is devoted are the processes of calculating multiplicative operations of modular arithmetic, which are performed on numbers, the length of which is orders of magnitude greater than the bit capacity of processors.

## The method of parallel calculation of the modular product on multicore processors

To achieve this target, is declared the following organization of parallel computation of the modular product $A \cdot B \bmod X$ in the form of $s$ independent computational processes. Accordingly, these computational processes are performed on $s$ cores. For this, the N -bit factor $A=a 1+a 1 \cdot 21+a 2 \cdot 22+\ldots+a N \cdot 2 N, \forall j \in\{1,2, \ldots, N\}: a j \in\{0,1\}$, is decomposed into s partial factors A1, A2, $\ldots$, As with N bits. Each i-th, $i \in\{1,2, \ldots, s\}$, N -bit partial multiplier Ai includes those $\mathrm{r}=\mathrm{N} / \mathrm{s}$ digits of the multiplier A , the residue of dividing by s numbers of which is equal to $i$, the remaining digits of the N -bit partial multiplier multipliers are zero. In other words, each i-th partial factor Ai can be represented as:

$$
\begin{equation*}
A_{i}=\sum_{j=i}^{(r-1) \cdot s} a_{j} \cdot 2^{j} \tag{1}
\end{equation*}
$$

The above can be illustrated by the following example: if the bit depth is $N=12$ and the number of independent computing processes is $s=3$, then the factor $A=001110011100_{2}=924_{10}$, is divided into 3 partial factors, each of which contains $r=N / s=4$ significant binary bits of the full multiplier $A$. The partial multiplier $A_{0}$ includes every fourth, starting from the least significant, that is, the 1 st , 4 th and 7th bits of the full multiplier $A$ : $A_{1}=001000001000_{2}$. The second partial multiplier $\mathrm{A}_{1}$ contains the 2-nd, 5-th and 8-th digits of the full factor $A$ : $A_{2}=000010010000_{2}$. The last, third partial factor is: $A_{3}=000101000100_{2}$.

It is quite obvious that the disjunction of all partial factors is equal to the factor A of the modular product: $A_{1} \cup A_{2} \cup \ldots \cup A_{s}=A$, and the conjunction of partial products is equal to zero: $A_{1} \cap A_{2} \cap \ldots$
$\cap A_{s}=0$. This means that the modular product $A \cdot B \bmod X$ is equal to the sum of modular products of partial factors and multiplier $B$ :

$$
\begin{equation*}
A \cdot B \bmod m=\left(\sum_{i=1}^{s} A_{i} \cdot B \bmod m\right) \bmod m \tag{2}
\end{equation*}
$$

Therefore, the separation of the significant digits of the factor $A$ by partial factors $A_{1}, A_{2}, \ldots, A_{s}$, which are independently modularly multiplied by the multiplier B, provides an increase in the speed of calculating the modular product due to the parallelization of the process of modular multiplication. In addition, the predominance of zeros in each of the partial factors, which are independently multiplied by the multiplicand, creates conditions for the effective use of precalculations in the process of calculating modulo modulus residues using the Montgomery technology [2].

Montgomery's algorithm is funded on the idea of replacing the calculation of modular reduction modulo X with the calculation of reduction modulo M , which is a power of 2 , so that division operations are reduced to shifts.

Montgomery's technology allows instead of calculating $Y \bmod X$ to calculate $R=Y \cdot M^{-1} \bmod X$ without the division operation, where $M^{-1}$ is the modular inversion of $M$. After that, to obtain Y mod $X$ the calculated value of $R$ is multiplied by $\mathrm{M} \bmod X: Y \bmod X=\left(Y \cdot M^{-1} \bmod X \cdot \mathrm{M} \bmod X\right) \bmod X=$ $\left(Y \cdot M \cdot M^{-1}\right) \bmod X=(Y \cdot 1) \bmod X$. Thus, to compute $Y \bmod X$ one must compute $\mathrm{M} \bmod \mathrm{X}$. However, in practice, applying the Montgomery reduction $X<M<2 \cdot X$, so that $M \bmod X=M-X$. That is, the calculation of $\mathrm{M} \bmod X$ is reduced to one operation of subtracting $N$-bit numbers. Usually $\mathrm{M}=2^{\mathrm{N}}$, and the module $X$ is a number of length $N$ binary digits, and the most significant bit of the binary representation of $X$ equal to one: $X_{N-1}=2^{N-1}$.

When calculating $A \cdot B \bmod X$, the complexity of pre-computation and post-computation must be taken into account. If we take into account the complexity of calculating the modular product, taking into account the correction, which again requires the operation of modular multiplication by the modular inversion of $2^{\mathrm{N}}$ modulo $X$, and multiplying it by the result using the Montgomery algorithm, then it turns out that the complexity will be $4 \cdot X \cdot(X+1)$. This means that when performing a single operation of modular multiplication, the Montgomery algorithm has no obvious advantages over the basic algorithm.

An analysis of these features allows us to formulate requirements for the organization scheme of partial calculations. The implementation of this computation, together with the preservation of the general principles on which the Montgomery algorithm is based (for example, minimization of all intermediate results by replacing them with smaller numbers congruent in a given modulo), allows us to obtain a working algorithm of parallel multiplication, which is more efficient. In this case, the organization of calculations must be single-pass: to obtain the result of modular multiplication, the calculation cycle must be performed only once. The classical Montgomery algorithm does not satisfy this requirement, because it is two-way. To form a general result based on the results of partial multiplications, the maximum load of processor cores is required.

As pointed, a characteristic feature of the declared variant of dividing the factor A into partial factors is the presence of local groups of zeros, the number of which is not less than $s$. This allows us to solve the problem of accelerating the calculation of the modular product by adding to the intermediate result not a module, but a linear combination of the module $\mathrm{P}(X)$ chosen in such a way that the lower s digits of the sum of the intermediate result and this linear combination $Y+P(X)$ are equal to zero. Accordingly, after that, the resulting sum is shifted to the right by $s$ bits at once without loss of significant bits. It is quite obvious that such a solution makes it possible to speed up the reduction of the intermediate result by a factor of $s$ at once. For the practical implementation of the proposed technology of accelerated calculation of the remainder of the division of the intermediate result by the module $X$ it seems necessary to calculate in advance for each of the $2^{s}$ options for possible values of the lower $s$ digits of the intermediate result $Y$ the value of the linear combination of the module $P(X)$, the lower $s$ digits of which are the algebraic complement of s lower digits of the intermediate result. The results obtained from such pre-calculations are stored in the form of a table T of pre-calculations. An example of the table $T$ precomputation $\mathrm{P}(\mathrm{X})$ is given below in Table 1 for $s=3$ and the value of the module $X=23 \oplus 29=667$.

Organization of parallel execution of modular multiplication to speed up the computational implementation of public-key cryptography

The full capacity of table memory for storing the results of precomputations $P(\mathrm{X})$ is $N \oplus 2^{s}$ bits. he way of storing $\mathrm{P}(X)$ in one table presented above can be considered as a special case of partitioned organization of tables of precomputation results. The use of multi-section tables can significantly reduce the amount of memory for their storage.

For example, under the conditions of the above example of the implementation of accelerated multiplication of 2048-bit numbers on an 8-bit microcontroller with two-section memory, the amount of memory required will be 8.57 times less than with a single-section organization of table memory. On the other hand, the use of a multi-section organization of table memory is associated with an increase in the execution time of modular reduction.

Table 1.
Linear Combination Precomputation Example $P(m)$
for module $X=23 \cdot 29=667$ and $S=3$

| low-order Y | $P(X)$ | low-order $\mathrm{P}(\mathrm{X})$ |
| :---: | :---: | :---: |
|  |  | $p_{3} p_{2} p_{1}$ |
| $0 y_{2} y_{1}$ |  | 111 |
| 010 | $3335=4 \oplus X+X$ | 110 |
| 011 | $1334=2 \oplus X$ | 101 |
| 100 | $4669=4 \oplus X+2 \oplus X+X$ | 100 |
| 101 | $2668=4 \oplus X$ | 011 |
| 110 | $667=X$ | 010 |
| 111 | $4002=4 \oplus X+2 \oplus X$ | 001 |

The presented method of modular multiplication with parallelization of calculations on $s$ processor cores involves the simultaneous execution of procedures for calculating partial products on all processor cores, followed by their cascaded modular summation to reduce the time of generating the result of modular multiplication.

In this case, the procedure for calculating a partial modular partial product consists in performing the following sequence of actions:

1. The counter $h$ of cycles is set to zero, as well as the $Y$ code of the current result $h=0 ; Y=0$.
2. The partial factor $A_{r}$ with the number $r$ is shifted to the right by $r-1$ binary digits: $A_{r}=A_{r} \gg(r-$ 1) with the high digits filled with zeros.
3. If the least significant digit of the partial product $Y$ is equal to one: $y_{1}=1$, then the multiplier $B$ is added to the result code: $Y+=\mathrm{B}$.
4. If the value of the counter $h$ of cycles is a multiple of the value $s$, then go to step 6 .
5. To the code of the partial product $Y$ the tabular code T[l], is added, addressed by $s$ least significant digits of the result code $l=y_{1}+2 \oplus y_{2}+\ldots+2^{s-1} \oplus y_{s}$ : $\left.\mathrm{Y}+=T l l\right]$.
6. Result code $Y$ and multiplier $B$ are shifted $s$ bits to the right: $Y=Y \gg s ; B=B \gg s$. The cycle counter h of the algorithm is increased by one: $h^{++}$, the transition to the repeated execution of paragraph 3 of the algorithm is performed.
7. To the code of the partial product $Y$, the tabular code $\mathrm{T}[l]$ is added, addressed by $s-r$ lower significant digits of the result code $\left.l=y_{1}+2 \oplus y_{2}+\ldots+2^{s-r-1} \oplus y_{s-r+1}: Y+=T l l\right]$.
8. The Y result code is shifted $s-r$ bits to the right: $Y=Y \gg s-r$.
9. End.

After performing the described procedure, $Y$ has generated a modular product code containing $A \cdot B \cdot M^{-}$ ${ }^{1} \bmod X$, where $M^{-1}$ is the multiplicative inversion of $M=2^{N}$ modulo $X$. To obtain the correct result, the resulting $Y$ code must be modularly multiplied by $M: Y^{\prime}=M \cdot Y \bmod X$. However, when performing the operation of modular multiplication as a component of modular exponentiation, corrective multiplication by code M is performed only once, after all cycles of the classical algorithm of modular exponentiation have been executed.

## Evaluation of the effectiveness of the method of parallel modular multiplication

It is expedient to estimate the efficiency of the proposed method of modular multiplication by means of the achieved acceleration of the computational implementation of this operation when using s processor cores. The numerical expression for the acceleration estimate can be the coefficient q , which is determined by the ratio of the time $t_{1}$ for performing modular multiplication in the form of a single process using the Montgomery reduction to the time $t$ for performing this operation in the form of $s$ parallel processes using the developed method:

$$
\begin{equation*}
q=\frac{t_{1}}{t_{k}} \tag{3}
\end{equation*}
$$

The time $t_{1}$ of performing the operation of modular multiplication on one processor using the alternation of the multiplication cycle and the reduction of the precalculation result is determined by the execution time of $n$ cycles by the number of digits of the numbers. Each cycle, depending on the value of the current digit of the multiplier A в, the addition of the multiplier B to the code of the precalculation result $Y$ is performed or not performed. After that, depending on the value of the least significant digit of the received sum $Y$, the addition of the module $X$ to the code of the precalculation result $Y$ is performed or not performed. ends with shifting the precalculation result code to the right by one bit. Thus, the cycle, on average, contains two operations on n-bit numbers. If the execution time of these operations is denoted by $t_{N}$, then $t_{1}=2 \cdot N \cdot t_{N}$.

The developed procedure provides for the implementation of the multiplication of the multiplier by the partial factor in the form of $N / s$ cycles, in each of which the following is performed: adding the multiplicand to the result if the least significant bit of the partial factor is equal to one, adding the code from the precalculation table to the result, as well as shifting the multiplier and the result to the right. Accordingly, the average number of operations on $n$-digit numbers is 3.5 , and the value $t_{X}=3.5 \cdot N \cdot t_{N} / s$. Thus, the numerical value of the acceleration coefficient $q$ is determined by the following formula:

$$
\begin{equation*}
q=\frac{t_{1}}{t_{k}}=\frac{2 \cdot N \cdot t_{N}}{3.5 \cdot t_{N} \cdot \frac{N}{s}} \approx 0.57 \cdot \mathrm{~s} \tag{4}
\end{equation*}
$$

Experiments on multi-core processors using a specially developed program showed the role of the acceleration factor equal to $0.5 \cdot s$, close to the predicted theoretical estimate.

## Conclusion

As a result of the research aimed at increasing the speed of computer implementation of modular multiplication - the basic operation of public key cryptography based on unsolvable mathematical problems of number theory, the following results were obtained:

Theoretically substantiated, developed and investigated a method for parallelizing the operation of modular multiplication in the form of $s$ independent parallel processes that can be executed on the cores of modern processors, a distinctive feature of which is the division of significant digits of the multiplier into different processes, due to which parallelization is ensured, which allows achieving real acceleration performing this important operation for cryptographic applications. The processing of insignificant digits of partial factors is performed in the form of Montgomery group reduction, which is an additional acceleration factor. To implement group reduction, precomputation tables are used, which depend only on the module and practically do not change, since the module is part of the public key of cryptosystems.

It has been theoretically and experimentally proven that the presented method makes it possible to speed up the computational implementation of modular multiplication by $0.57 \cdot \mathrm{~s}$ times.

The developed method is focused on application in multi-core computer systems to accelerate the implementation of a wide range of cryptographic data protection protocols with a public key.

Organization of parallel execution of modular multiplication to speed up the computational
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