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1. Introduction 
The advancement of computer science and digital technology are inextricably linked. Literacy 

resources must be readily available for scientists or students to innovate and perform research, which is 

how computer science has developed. Both print and digital media serve as the foundation for literacy. 
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 In recent years, data processing has become an issue across all disciplines. 

Good data processing can provide decision-making recommendations. Data 

processing is covered in academic data processing publications, including 

those in computer science. This topic has grown over the past three years, 

demonstrating that data processing is expanding and diversifying, and there 

is a great deal of interest in this area of study. Within the journal, groupings 

(quartiles) indicate the journal's influence on other similar studies. 

SCImago provides this category. There are four quartiles, with the highest 

quartile being 1 and the lowest being 4. There are, however, numerous 

differences in class quartiles, with different quartile values for the same 

journal in different disciplines. Therefore, a method of categorization is 

provided to solve this issue. Classification is a machine-learning technique 

that groups data based on the supplied label class. Ensemble Boosting and 

Bagging with Decision Tree (DT) and Gaussian Nave Bayes (GNB) were 

utilized in this study. Several modifications were made to the ensemble 

algorithm's depth and estimator settings to examine the influence of adding 

values on the resultant precision. In the DT algorithm, both variables are 

altered, whereas, in the GNB algorithm, just the estimator's value is 

modified. Based on the average value of the accuracy results, it is known 

that the best algorithm for computer science datasets is GNB Bagging, with 

values of 68.96%, 70.99%, and 69.05%. Second-place XGBDT has 67.75% 

accuracy, 67.69% precision, and 67.83 recall. The DT Bagging method 

placed third with 67.31 percent recall, 68.13 percent precision, and 67.30 

percent accuracy. The fourth sequence is the XGBoost GNB approach, 

which has an accuracy of 67.07%, a precision of 68.85%, and a recall of 

67.18%. The Adaboost DT technique ranks in the fifth position with an 

accuracy of 63.65%, a precision of 64.21 %, and a recall of 63.63 %. 

Adaboost GNB is the least efficient algorithm for this dataset since it only 

achieves 43.19 % accuracy, 48.14 % precision, and 43.2% recall. The results 

are still quite far from the ideal. Hence the proposed method for journal 

quartile inequality issues is not advised.  
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Scientific publications are currently the most widely used literacy source. The journal contains this 

scientific article. 

A journal is a collection of numerous articles in a specific scientific area [1]. Journal ranking websites 

can be used to assist in identifying high-quality publications. Journals are ranked according to the 

SCImago Journal Rank (SJR), where the higher the rank, the smaller the value of Q. Journals are ranked 

Q1, Q2, Q3, Q4, and Qn. Unfortunately, some journals mismatch the SJR indicators and the quartile 

label [2].  

Data processing, such as categorization, is required to address this issue. Classification is a technique 

that seeks to anticipate models or functions that clarify and separate classes of ideas or facts. [3]. Similar 

studies have frequently employed a single classification approach across numerous disciplines. Therefore, 

the ensemble classification method will be used in this investigation. Comparing this method to the 

single method, the maximum outcomes tend to be higher [4].  

Ensemble classification combines several classification algorithms with a voting system or other 

methods of grouping [5]. Conceptually trained individually to carry out the same task are the individual 

algorithms that make up the ensemble. The construction of ensembles can be either homogenous or 

heterogeneous [6]. Homogeneous ensembles are composed of a single basic method with at least two 

extra configurations or variations. For example, Bagging is a single basic method with multiple meta 

ensembles [7], [8], Boosting [7], [9], and stacking [10], [11]. The term "heterogeneous ensemble" refers 

to combining many model algorithms [12].  

Any decision-making system's fundamental objective is to produce results with a high degree of 

accuracy. Therefore, this work aims to present the outcomes of the ensemble method's application to 

the classification of journal quartiles. We use this to enable the ranking system for the journal's articles 

to perform their job by providing proper predictions. 

2. Method 

2.1. Research Design 
This study is divided into four stages. Data collection and processing are the first steps in research. 

The second phase involves preparing data to make it clean and appropriate for the categorization. The 

classification process comes next. Finally, a review was conducted. Fig. 1 depicts the order in which the 

various research steps were completed. 

 

Fig. 1.  Research design 

2.2. Data Set 
The SCImago Journal Rank is where secondary data for this study were gathered (SJR). Journal data 

related to computer science in 2020 is what was processed. The information was acquired on February 

8, 2022, and is represented in Table. 1 as 1661 data points with 18 attributes. SJR Best Quartile is 

employed, and it denotes a multiclass classification with four classes: Q1, Q2, Q3, and Q4. 
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Table 1.  Attributes dataset list 

Attribute  Data Type Ranges 
Rank Integer 1-1640 

Sourceid Real  1212500e+04-2110102e+10 

Title Nominal Molecular system biology, journal of statistical software 

IEEE, etc 

Type Nominal Journal  

Issn Nominal 1744492, 15487660, 2157846x, etc 

SJR Real 1.003-8.523 

SJR Best Quartile  Nominal Q1, Q2, Q3, Q4, NQ 
H Index Integer 0-390 

Total Docs. (2020) Integer 0-18036 
Total Docs (3 Years) Integer 1-24267 

Total Refs. Integer 0-833161 
Total Cites. (3 years) Integer 0-116691 

Citable Docs. (3 years) Integer 1-24200 
Cite/ Doc (2 years) Real 0-69.560 

Ref.Doc. Real 0-811 

Country Nominal USA, Netherlands, UK, etc 

Region  

Nominal 

Northern America, Western Europe, the Asiatic 

region, etc 

Publisher Nominal Zhong gu, Springer New York, etc 

Coverage  Nominal  1980-1986, 1971-2020, 2016-2020, etc 

Categories  Nominal Agriculture, Bioengineering, Computer Science, etc 

 

Out of 18 qualities, only eight will be used in this study. Journal quartile class, H index, total 

documents (2020 and previous years), total references, total citations (3 years), citable documents (3 

years), citations per document (2 years), and reference per document are the attributes that were 

employed. The SJR website uses this characteristic and shows it on its page; hence, it was picked. 

Therefore, these characteristics are expected to serve as the primary criteria for the journal quartiles 

classification. These characteristics are utilized to create journal quartile predictions, also called class 

labels, as independent variables [13]. 

2.3. Preprocessing 
Preprocessing involves transforming raw data into a more understandable format [14]. Several 

preprocessing procedures are required to prepare the data before using the ensemble approach to classify. 

Data cleansing, integration, normalization, transformation, feature selection, and other preprocessing 

methods are frequently employed [15], [16]. The technique applied in this case is data cleaning and 

feature selection. Cleaning data sets by eliminating data that has no value (missing value) or noise is the 

goal of data cleaning [17]. The dataset used has 1661 data before cleaning, to 1640 instances after data 

cleansing. Table. 2 contains details of the dataset after cleansing. 

Table 2.  Dataset after cleaning 

SJR Best Quartile Sum 
Q1 445 

Q2 416 

Q3 417 

Q4 362 

Sum 1640 

 

Feature selection is only used to determine the variables used in the classification process. The 

attributes used as independent variables are H index and Total Docs. (2020), Total Docs. (3 years), Total 

Refs, Total Cites (3 years), Citable Docs. (3 years), Cites / Doc. (2 years), and Ref. / Docs. SJR best 

quartile is used as the dependent variable or target class. 



30 International Journal of Advances in Intelligent Informatics   ISSN 2442-6571 

 Vol. 9, No. 1, March 2023, pp. 27-38 

 

 

 Putri et al. (Boosting and bagging classification for computer science journal) 

2.4. Classification Process 
The procedure of classification is the most crucial phase. The meta-ensemble for boosting and 

bagging is used in this research. Boosting, also known as hypothesis boosting, combines weak algorithms 

to create a stronger algorithm [18]. The probably approximately correct (PAC) learning model, a 

theoretical framework for the study of machine learning, is where boosting got its start [19]. Boosting 

is intended to fix inaccurate predictions [20]. To correct the first model's predictions, the models are 

fitted and introduced to the ensemble one at a time. The third model then attempts to correct the 

predictions of the second model, and so on. Fig. 2 is how boosting work is illustrated. Adaboost and 

XGboost are the only two boosting types used in this study. The two meta-ensembles were selected 

since they are most frequently applied in ensemble research [21]. Moreover, boosting is an easy-to-read 

and interpret algorithm. 

 

Adaboost (Adaptive Boosting) begins by making predictions on the original dataset that are as 

straightforward as possible before assigning equal weights to each observation [22]. If the prediction 

produced using the first learner is erroneous, it gives the incorrectly predicted statement more 

importance and goes through an iterative loop. Meanwhile, Extreme Gradient Boosting, or XGBoost, is 

an ensemble technique that combines a decision tree and boosted gradient [23]. The model's 

effectiveness and computation speed are key factors in this approach [24]. Thus, parallelization, 

distributed computing, cache optimization, and out-of-core computing are possible. To determine the 

best split, XGBoost employs both a pre-sorted algorithm and a histogram-based technique [25]. All of 

the data points for a feature are divided into discrete bins using the histogram-based technique, which 

then uses these discrete bins to calculate the split value of the histogram. Additionally, with XGBoost, 

the trees' number of terminal nodes can vary, and the left weights of the trees whose calculations use 

less evidence are decreased more severely. 

Multiple learners are combined by bagging (bootstrap aggregation) to lower predicted variance [26]. 
An ensemble that is set up in parallel is a bag. To put it simply, Bagging is a random forest method with 

more trees [27]. Fig. 3 illustrates how Bagging operates. The decision tree is the learning foundation 

for the Bagging applied in this work. The ensemble's classifiers are created using various random samples 

from the training set [28]. Using the extension, bagging ensembles help to lower variance and prevent 

overfitting [29]. Bagging involves the two phases of bootstrapping and aggregation [30]. Bootstrap 

resampling the training dataset to create a sub-dataset from datasets [31]. An aggregating step combines 

various predictions into one final value [32]. 

 

Fig. 2. Boosting ensemble 

  

Fig. 3.  Bagging ensemble 

 

In this research, decision tree (DT) and Gaussian Naïve Bayes are applied as the base learner in both 

ensemble methods. 
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2.5. Evaluation 
The Confusion Matrix (CM) method of determining accuracy outcomes is used in this ensemble 

classification investigation [33]. The One-Against-All technique was used to apply CM as an assessment 

model. This calculation takes accuracy, precision, and recall into account. CM is displayed in Table. 3. 

Table 3.  Confusion matrix 

Class Positive Classified Negative Classified 
Positive  TP (True Positive) FN (False Positive) 

Negative FP (False Positive) TN (True Negative) 

3. Results and Discussion 
This project uses meta-ensemble boosting and bagging to categorize data from computer science 

journals. Adaboost and XGBoost are two examples of meta ensembles used for boosting. Gaussian Naïve 

Bayes and Decision trees are the weak learning algorithms employed. The variables n depth and n 

estimator, which describe the number of branching in the final tree and the number of times the 

algorithm is repeated in a single ensemble voyage, are modified in the decision tree application. Only the 

number of times the fundamental method (n estimators) is repeated changes in the Naïve Bayes scenario. 

3.1. Boosting Classification 
The Adaboost meta-ensemble decision tree boosts the first classification method. N depth undergoes 

four changes, with the most considerable value at 5, 10, 15, and 50. Experiments were conducted with 

various estimation values, including 10, 50, 100, 150, 200, and 250 for each depth value. The objective 

was to ascertain how changes in depth and estimator affected the classification results for accuracy, 

precision, and recall. Adaboost and Bagging meta, which employ the decision tree algorithm as the basis 

learner use this method. The outcomes of the Boosting classification method are shown in Table. 4. 

Table 4.  Boosting classification result 

Method N_Depth N_Estimators Accuracy Precision Recall 

Adaboost 

Decision 

Tree 

5 

10 48.318 52.428 48.665 

50 63.17 64.774 63.047 

100 63.62 65.833 63.146 

150 63.17 64.774 63.047 

200 65.548 67.182 65.282 

250 65.79 67.103 65.486 

10 

10 64.755 64.9 64.86 

50 66.949 67.28 66.93 

100 68.05 68.29 67.98 
150 67.99 68.254 67.926 

200 67.774 68.007 67.691 

250 67.924 68.205 67.826 

15 

10 63.901 63.601 63.917 

50 65.55 65.416 65.504 

100 65.123 65.058 65.109 

150 65.305 65.3 65.297 

200 66.552 66.621 66.441 
250 65.7 65.776 65.648 

50 

10 60.12 60.044 60.272 

50 60.427 60.477 60.567 

100 60.425 60.381 60.593 

150 60.579 60.532 60.705 

200 60.761 60.69 60.888 
250 60.213 60.144 60.345 
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Table 4. (Cont.) 

Method N_Depth N_Estimators Accuracy Precision Recall 

XGboost 

Decision 

Tree 

5 

10 69.51 69.36 69.68 

50 69.21 69.56 69.29 

100 70.73 70.69 70.82 
150 69.51 69.35 69.72 

200 70.12 70.07 70.23 

250 69.51 69.39 69.57 

10 

10 66.77 66.73 66.87 

50 66.77 66.79 66.86 

100 66.77 66.92 66.85 

150 66.46 66.58 66.51 

200 67.07 67.09 67.14 

250 67.38 67.46 67.35 

15 

10 66.16 65.95 66.46 

50 66.16 65.96 66.4 

100 67.38 67.31 67.57 

150 67.07 67.22 67.2 

200 66.46 66.56 66.55 

250 65.55 65.63 65.67 

50 

10 66.46 66.17 66.68 

50 67.38 67.14 67.39 

100 68.59 68.45 68.53 

150 68.59 68.41 68.5 

200 68.59 68.37 68.54 
250 67.68 67.49 67.59 

 

Table 4 shows that the accuracy results obtained with the XGBoost meta-ensemble typically 

outperform those obtained with Adaboost. However, because the decision tree utilized as the weak 

learner has a low level of performance stability, the accuracy value also varies. A linearity test was 

conducted to ascertain the impact of the depth and estimator values, and the results are shown in Fig. 

4 and Fig. 5. As observed in the image, the test results show a linear relationship between the rise in 

estimator value and the depth of the decision tree algorithm. 

 

 

Fig. 4.  Effect of estimation on classification performance 
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Fig. 5.  Effect of depth on classification performance 

Utilizing the Gaussian Naïve Bayes type, Naïve Bayes is the second subpar algorithm. Because Naïve 

Bayes is based on Bayes' theory, which holds that each predictor is unique, only modifications to the 

value of n estimators are changed in this stage as opposed to the decision tree [24]. The results of the 

improved Naïve Bayes performance in the journal quartiles categorization are displayed in Table 5. The 

employment of naïve Bayes meta-ensemble XGBoost yields significantly higher accuracy than the 

Adaboost approach, similar to the prior stage. On AdaBoost, the smallest estimator value generates the 

worst accuracy value, whereas, on XGBoost, the converse is true. 

Table 5.  Boosting gausian naïve bayes classification result 

Method N_estimator Accuracy precision Recall 

Adaboost 

Gaussian 

Naïve Bayes 

10 
36.59 45.77 37.31 

50 46.34 47.75 46.82 

100 43.29 46.66 43.55 

150 44.51 51 43.99 

200 46.34 50.85 45.19 
250 42.07 46.79 42.31 

XGBoost 

Gausian Naïve 

Bayes 

10 68.59 68.56 68.7 
50 67.99 67.91 67.98 

100 66.46 66.16 66.55 

150 66.77 66.48 66.89 

200 66.16 65.85 66.33 

250 66.46 66.16 66.61 

A linearity test was also carried out to ascertain the impact of variations in the number of n estimators 

on the classification work's outcomes. The linearity test results for bossing Naïve Bayes are shown in 

Fig. 6. 

 

Fig. 6.  Boosting Naïve Bayes Accuracy Linear Test 
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In Naïve Bayes, the change in the estimator value is linear, but it is not very significant. 

3.2. Bagging 
The ensemble bagging technique is used for the second categorization. Using Decision Tree and 

Gaussian Naïve Bayes as weak algorithms is similar to how the previous technique was applied. Table. 6 

and Table. 7 for the decision tree and Gaussian Naïve Bayes, respectively, show the outcomes of both 

methods. 

Table 6.  Bagging Decision Tree Classification Result 

Method N_Depth N_Estimators Accuracy precision Recall 

Bagging 

Decision 

Tree 

5 

10 69.21 71.55 69.34 

50 69.51 71.42 69.87 
100 69.82 71.37 70.11 

150 68.9 70.56 69.15 

200 69.21 70.92 69.49 

250 69.51 71.33 69.79 

10 

10 65.24 66.66 65.12 

50 65.55 66.69 65.61 

100 66.46 66.84 66.47 

150 66.16 67.07 66.18 

200 67.38 68.04 67.29 

250 67.68 68.21 67.61 

15 

10 65.25 65.89 64.97 

50 67.07 67.15 67.03 

100 67.07 67.35 67.05 

150 67.07 67.28 66.99 

200 67.99 68.04 67.91 
250 67.98 68.31 67.93 

50 

10 64.33 65.29 64.11 

50 66.46 66.51 66.43 

100 66.46 66.76 66.35 

150 65.85 66.06 65.74 

200 67.38 67.59 67.29 

250 67.68 68.21 67.61 

Table 7.  Bagging Gausian Naïve Bayes Classification Result 

Method N_Estimators Accuracy Precision Recall 

Bagging 

Gaussian 

Naïve Bayes 

10 67.68 68.21 67.61 

50 69.21 71.55 69.34 
100 69.21 71.55 69.34 

150 69.21 71.55 69.34 

200 69.21 71.55 69.34 

250 69.21 71.55 69.34 

 

The two tables show that Naïve Bayes may achieve the same accuracy value with a relatively low 

estimation value, whereas the decision tree method tends to do so with a higher estimation value. The 

outcomes of the decision tree testing with ensemble bagging approaches are shown in Fig. 7 and Fig. 8. 
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Fig. 7.  Effect of Estimation on DT Bagging Classification Performance 

 

Fig. 8.  Effect of Depth on DT Bagging Classification Performance 

The predicted value and depth value also impact the bagging performance on the base learner decision 

tree. However, there is an inverse link to in-depth Bagging, where the accuracy decreases as the depth 

value increases. The increase in the anticipated value of Naïve Bayes bagging is illustrated in Fig. 9 bellow. 

When the graph reaches a particular point, it starts to slope. 

 

Fig. 9.  Bagging Gausian Naïve Bayes Classification Performance 

3.3. Comparation Ensemble and Single Classifier 
DT and GNB are utilized as classifier algorithms. Table. 8 displays the results of using the method. 

These results serve as a contrast to the ensemble method that was utilized. 
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Table 8.  Single classifier result  

Algorithm Accuracy Precision Recall 
Decision Tree 57.52 57.57 57.69 

Gaussian Naïve Bayes 48.17 51.09 49.74 

  

The DT algorithm is the most accurate and stable regarding precision and recall. Table. 9 displays a 

comparison of the ensemble and single classifier values. The ensemble values listed are the top results 

from all completed experiments. 

Table 9.  Result Comparison 

Algorithm Single Classifier 
Ensemble Classifier 

Bagging 
Boosting 

Adaboost XGBoost 

Decision 

Tree 

Gaussian 

Naïve Bayes 

Acc. Prec. Rec. Acc. Prec. Rec. Acc. Prec. Rec. Acc. Prec. Rec. 

57.52 57.57 57.69 69.51 71.42 69.87 68.05 66.62 66.44 70.73 70.69 70.82 
48.17 51.09 49.74 69.21 71.55 69.34 46.34 50.85 45.19 68.59 68.56 68.7 

 

The GNB Bagging method, which saw a value gain of 21.04%, is reported to have experienced the 

largest value growth. Using the baseline method, XGBoost GNB comes in second with a difference of 

20.42%. Third-placed XGBoost DT has grown by 13.21%. Bagging DT, with a differential of 11.99%, 

comes in fourth. AdaBoost is an ensemble method with the least increase (10.52%) and the lowest 

AdaBoost GNB accuracy (-1.83%). Overall, however, the ensemble method outperforms the single 

method in terms of accuracy. 

4. Conclusion 
The bagging approach is the ensemble method that performs better in the quartile categorization of 

computer science subject journals, as inferred from the results' description and discussion. As a result of 

their around 60 percent average accuracy, decision tree and Naïve Bayes work nearly equally well for 

ineffective methods. The decision tree algorithm's value of n depth affects classification performance; 

the larger the value of n depth, the greater the chance of obtaining the highest accuracy. The 

classification accuracy value is positively impacted by adding the predicted values for the decision tree 

and Naïve Bayes algorithms. Therefore, it is strongly advised that high estimation values be provided in 

comparable research in the future. However, this study's accuracy tends to vary, necessitating additional 

investigation to enhance it. Incomparable investigations in the future, it is strongly advised to use 

different meta-ensemble methods like stacking or other algorithms with a considerably better stability 

value. 
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