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The application of autonomous robots has been increasing in agriculture sector to substitute human labour and
to improve the production yields. A self-sufficient robot is intended to accomplish specific jobs in different
locations of the working field area, thereby an economical and effective navigation system for differential
wheeled mobile robots is a paramount importance. In this paper, an autonomous navigation system of an
agricultural mobile robot is proposed using pure pursuit algorithm (PPA) which is also assisted by vector field
histogram (VFH). PPA autonomously guides towards waypoints, whereas the VFH algorithm helps the vehicle
steer away for obstacles. The 2-dimensional light detection and ranging (LiDAR) sensors are used to monitor
through the VFH algorithm. Minimum number of waypoints are set in PPA for convenience on map setup.
Several indicators such as distance covered by robot, number of iterations required for completion of travel, etc.,
are investigated with the variable settings in PPA algorithm. Result analysis shows that mobile robot can travel
at speed range of 2.5-25 km/hr with obstacle evasion which is adequate for agricultural mobile robots.
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1. Introduction

Despite being an agricultural superpower, India lacks ef-
ficient agricultural water management. Rain provides 62
percent of the water, while irrigated supplies provide 37
percent [1]. In rural places, the majority of water (about
85 percent) is generally wasted. Younger generations are
gravitating toward urban-type jobs, away from agricul-
ture, resulting in labour shortages for farmers. As a re-
sult, autonomous navigation robots will play an essential
role in agriculture, filling the hole and increasing output
yields. Agriculture always necessitates a large amount of
water and chemicals. The traditional method of agriculture
wastes a lot of these resources. Precise farming procedures
help you save money by reducing resource consumption.

The use of autonomous robots for irrigation and pesticide
and fertiliser application can help farmers be more precise
[2].

Easy procedures, such as the application of pesticides
and irrigation, need simple navigation. India’s tough en-
vironment has exacerbated the difficulties of agricultural
labour; exceptional midday heat waves make it challeng-
ing for farmers to work in the field. Automated machines
can play a crucial role in such operational areas. A recent
government survey suggested that 32 percent of the rural
population of India is illiterate, compared to 15 percent of
the urban population [3]. India is a delicate market where
technological acceptance is not dependent just on perfor-
mance, but also on simplicity of makeup, affordability, and
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sustainability. Farmers embrace technology in a steady,
stepwise learning manner. Advanced technologies based
on machine learning and data science will be unacceptably
expensive and unpredictable to operate for farmers. There
is no consensus adopted by any country about the best
practices to use automated agriculture robots, confusion
still arises on whether to make a robot completely human
free or it should need remote monitoring and control [4,
5]. Advanced autonomous robots are reliant on IoT sys-
tems [6] designed for internet connectivity in rural areas
has a limited bandwidth that is unsuitable for high-speed
applications. The VFH and PPA hybrid systems based on a
geometrical algorithm while using contemporary LIDAR
sensors must be adequate technology to Indian farmers.

Different designs of agricultural robots have been de-
signed primarily for SAE level-2 and level-3 [2] autonomy,
which require the least amount of human attention in the
field. The mobile robot’s performance depends on its abil-
ity to recognise and avoid obstacles. Intelligent techniques
such as fuzzy logic control technique [7], neural network
technique [8], and others have been used to implement
certain heuristic methods for detecting impediments and
controlling direction. Due to inexact outcomes, fuzzy logic
control systems are not always appropriate. Regular rule
updates are required to improve accuracy, as well as ex-
tensive testing and validation. For a satisfactory and op-
timal output, the neural network method necessitates a
huge amount of data and training. Controlling heuristic
algorithms also necessitates the use of a professional op-
erator [9]. For an indoor condition for a mobile robot, a
solo-camera vision and ultrasonic sensor-based navigation
system is provided [10]. Some agricultural robots use com-
puter vision in conjunction with other sensors to improve
GPS data for autonomous navigation, but such approaches
are susceptible to ambient lighting, which is a major draw-
back in an outside context [11]. A gaze-controlled architec-
ture has a fuzzy-integrated and condition-clarified prefer-
ence for robot navigation, allowing the fuzzy degree sets
to be dynamically enabled when the neighbouring state
changes [12]. GPS sensor data can be used with motion sen-
sor data to correct high- and low-frequency defects caused
by bias and multi-path errors [13]. The strength of a robot’s
control and monitoring algorithm determines its speed and
accuracy. The control and monitoring algorithm must be de-
pendable in order to work in a variety of circumstances and
challenges. The main features of navigation include local-
ization, perception, motion control, and cognition [12, 14].
Localization, mapping, path planning, and other aspects of
autonomous navigation algorithm development must be
considered. Wheeled mobile robots (WMRs), for example,

are commonly utilised and rely solely on the wheel drive
mechanism for navigation [15]. In robot navigation, deep
reinforcement learning (DRL) is utilised since it requires
a huge amount of sensor data and a lengthy training pe-
riod [16]. Bosch Deepfield robotics created the Bonirob
robot to eradicate weeds at a rate of 10 Hz. The robot was
created utilising vision-based deep learning methodology
[17]. Simultaneous localization and mapping (SLAM) is a
technique for creating a map in an unknown place, then
customising a localization algorithm to regulate the robot’s
current condition and approaching the objective using a
path scheduling module [18]. If precision and accuracy are
more important than cost in a large-scale field situation, the
Mesh-SLAM technique can help. The internet of things con-
cept can improve scalability and flexibility by making the
system modularized such that additional functioning sen-
sor modules can be easily added/modified [19]. To avoid
collisions in the projected trajectory, a quadrupole poten-
tial field (QPF) approach is proposed [20]. Autonomous
robots require dependable sensors and actuators that are
appropriate for the working environment. The modern
laser-based LiDAR sensor is a reliable sensor found in the
majority of advanced autonomous cars. Because global
positioning cannot be assured in the sphere of operations
indefinitely, three complementary technologies have been
developed. Modern perception-based navigation can make
use of LiDAR, vision, and ultrasonics. It gives agricul-
tural robots operating for autonomous navigation a con-
sistent intelligent behaviour [21]. Scanning is available for
2-dimensional and 3-dimensional obstacle augmentation.
One of the first steps toward prototype development and
commercialization is agricultural robot simulation. LIDAR
sensors based on lasers are more precise today. They pro-
vide quick and accurate scanning for 2-dimensional and
3-dimensional obstacle augmentation. In many situations,
modern autonomous passenger vehicles use artificial intel-
ligence, but this comes with the duty of gathering adequate
and high-quality data [22]. The study discusses the mod-
elling and simulation of a farm robot that uses the PPA
algorithm for navigation. The VFH algorithm is used to
assist the system in steering guidance. The area is scanned
using a 2D 360-degree LiDAR sensor. PPA is a simple algo-
rithm that follows the predetermined waypoint coordinates
until the last point is reached. PPA The algorithm may be
run on a 16/32-bit microcontroller, making it suitable for
use in a small autonomous robot system. PPA waypoints
were specified as different goal coordinate (x,y) sites in the
real world, comparable to GPS position coordinates. The
VFH algorithm is a quick method that helps robots steer
away from obstacles using LiDAR sensors. It can be imple-
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mented in an 8/16 bit microcontroller-based device. For
the infrequent appearance of smaller obstacles ahead of the
robot, the performance was satisfactory.The methodology
can be applied to prototypes of electric vehicles with low
energy consumption and small-scale compute devices. The
mapping strategy for the navigation system is based on 2D
LIDAR sensors.

2. Pure pursuit algorithm

For its classic simplicity of operation, the pure pursuit al-
gorithm (PPA) is a common guiding controller algorithm
widely utilised in mobile robotics and autonomous vehi-
cle control. PPA instructs the vehicle to follow a list of
waypoints in a specific order until all of them are covered.
In terms of divergence from the reference trajectory, the
robot’s speed and the look-ahead distance of path points
are key factors. The curvature dimensions are computed
using the pure-pursuit approach to take the vehicle from
its current position to its final position. The PPA controller
may be harmed if the look-ahead distance value is incor-
rectly chosen. The algorithm’s earlier shortcomings have
been overcome by recent breakthroughs in dynamical ad-
justment of the lookahead parameters. However, such an
algorithm necessitates a large number of sensors, more
data, and computing in order to comprehend the environ-
ment. The controller overshoots for shorter look-ahead
distances and higher velocity, generating oscillation in the
movement trajectory. Sharp turns in the trajectory cannot
be followed accurately at higher look-ahead distances due
to the controller’s large curvature radius. The robot pro-
posed in the research has been tested in a specific scenario
with several PPA parameter values. The smallest num-
ber of waypoints reduces oscillations, ensures robot move-
ment stability, and provides operator convenience. There
have been numerous advanced PPA systems developed
[3, 5]. Using GPS data, a fuzzy controller-based PPA ac-
complished autonomous driving at speeds above 70 km/h
[3]. To address the delay of steering actuators, a curve
fitting PPA steering technology [5] can be implemented.
Although using a mathematical approach to replace the
kinematic model with a dynamic model can be an accurate
way to manage robots, some studies [23] suggest that the
kinematic model performs rather well for slow speed pure
chase robots. The merger of PPA and the Kuhn-Munkres
(KM) optimal matching algorithm yields an optimal guid-
ance method for unmanned aerial vehicle interception of
moving targets [24]. The PPA and a curvature velocity
approach have been used to achieve local navigation for
electric vehicles. The system is capable of dealing with
complex manoeuvres and overcoming the problem of local

minima [25].

Fig. 1. Conceptual representation of PPA.

The PPA algorithm is conceptually depicted in Fig. 1.
The lookahead distance between the robot’s position (x,y)
and the point of path intersection is lAB (xlh,ylh). The LBJ
line segment represents the path that the robot should go.
Initially, the car is pointed towards the direction of AD. The
radius of curvature R is used to create the arc AB with the
centre point C. The angle DAB between the vehicle and
the radial line lAB is. The angle represents the vehicle’s
orientation with relation to the x-axis. Eq. (1) is derived
[11] using geometrical methods as follows:

R = lAB/(2 sin α) (1)

where
α = θ − arctan((ylh − y)/(xlh − x)) (2)

Eq. (2) is for the angle α between lookahead direction
and orientation f robot. Considering length of the robot is
L, the steeting angle γ is given as,

γ = arctan(
L
R
) (3)

The steering angle γ is required by the mobile robot to
move towards the lookahead points. Based on the concept,
PPA is developed to create lookahead points on line inter-
connecting waypoints, then chase theh lookahead poinsts
until end waypoints is reached.

3. Vector field histogram (VFH)

The vector field histogram (VFH) is a fast computable two-
stage data-reduction process in taking data from a radial
sensor. The data represent the surrounding space and ob-
stacles in 2D space.

Methods for obstacle identification using machine vi-
sion have been the focus of several image sensor experi-
ments. Common techniques include background subtrac-
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tion and frame subtraction [26]. Kulchandani and Dangar-
wala [27] has examined a number of techniques for detect-
ing moving objects with a single fixed camera. The back-
ground and frame subtraction approaches cannot produce
accurate detection results when the backdrop is compli-
cated or has changed, i.e. when the agricultural equipment
is in motion. Using machine learning algorithms to detect
barriers requires prior knowledge of the obstacles, such as
their shape and texture, which is typically not attainable
with simple machines [28].

VFH converts Cartesian coordinate map to a polar den-
sity map for simpler representation. Borenstein and Koren
[29] developed the virtual force field (VFF) method based
on potential field method. The paper focuses on the design
of PPA based mobile robot assisted by VFH algorithm to
prevent collision on obstacles [30]. Dynamic vector based
repulsive field algorithm can be used to improve decision
making for obstacle avoidance [31]. The VFH algorithm
carries out the detection of obstacles and guides the mo-
bile robot towards open ways to the target waypoint. The
VFH world model is updated continuously for scanned
data from LiDAR sensors. Using the sensor data from grid
coordinates of current location, a polar histogram of all
direction is obtained. Sectors of the radial polar histogram
is created to divide the scanned areas into different zones.
Next the algorithm chooses the most suitable sector with
low polar obstacle density then provides steering angle for
robot to move in the direction [32]. VFH algorithm uses
force field to create a repulsive force vector by objects. The
vector force magnitude m(m,n) by a grid coordinate (m, n)
is proportional to the certainty value c(m,n) and inversely
proportional to the distance d(m,n) between the object and
robot, as represented by Eq. (5). Certainty values represent
the conformity of obstacles, d(m,n) is the distance from the
robot to grid coordinate (m, n).

βm,n = tan−1 (yn − y0)

(xm − x0)
(4)

βm,n is the orientation of obstacle, where the total angle
steps n = 360/Aa any discrete angle ρ = k. Aa is the
resolution angle, k = 0, 1, . . . , n − 2, n − 1, sector k is given
as k = integer(βm,n/α). hk is the histogram polar obstacle
density bearing the summation of all grid coordinate forces
in a particular sector k as expressed by Eq. (5). The steering
is guided towards the direction with least hk

F(m,n) = (cm,n)(a − bdm,n) (5)

hk = ∑
m,n

Fm,k (6)

Constants a and b are chosen such that force Fm,n be-
comes zero for furthermost obstacle detectable by the sen-
sor. hk is the very noisy in nature, to filter the value aver-
aging of 2T terms is performed, where T is decided by the
user.

h f k =
hk−T + 2hk−T+1 + · · ·+ Thk + 2hk+T−1 + hk+T

2T + 1
(7)

where h f k is the filtered value of hk and T is the number
of terms used for filtering. The sector with the least value
and near to target direction is chosen as right direction for
propagation of mobile robot.

4. LiDAR technology

A typical LiDAR uses laser beams to scan a given field
of view (FoV). A rapid optical transmitter-receiver device
uses a modulated near infrared beam to identify objects in
the environment. To rotate and fast scan a vast region, a
mechanical or solid-state beam steering mechanism is used.
LiDAR technology is resistant to the effects of ambient light-
ing, making it suitable for agricultural use. Furthermore,
the seeing range is greater than that of vision cameras. The
lower cost of LiDAR devices in recent years has sparked in-
terest in their use [33]. A study published in [34] used a 3D
LiDAR-based navigation system that can also scan maize
plant structure for phenotyping. However, the technology
was limited to a single plant, and the operation also limited
the pace of the mobile robot. Using the Hough transform
and a LiDAR sensor, a real-time guidance system was cre-
ated [35]. The Hough transformation found a straight line
for steering the vehicle by extracting plant rows. Curved
row portions and other items in the way presented diffi-
culties. A tractor was navigated through a citrus grove
alleyway using machine vision and a LiDAR system [36],
with the latter providing greater performance in straight
and curved paths at speeds up to 3.1 km/h. The 360-degree
LiDAR employed in the simulation presented in the paper
has a maximum range of 8 m and a frequency of 7 Hz. The
scan resolution is 1 measurement per 2 degrees.

The use of LiDAR for environment perception is preva-
lent in autonomous mobile robots and unmanned vehi-
cles designed for use in urban environments. However,
the atmosphere of a farm differs significantly from that of
an indoor or urban setting. In an open agricultural set-
ting, global navigation satellite system (GNSS) may offer
accurate absolute positioning, however uneven farming
grounds, less variant landmarks can create positioning er-
ror and distort LiDAR point cloud data [37]. The level of
precision VFH algorithm requires is less, it looks at the
overall structure of objects than in details. Li et al. [38] has
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discussed that LIDAR with support of other positioning
sensors at outdoor farm field environment perform better
than at indoor based operations with over 80% success rate.

5. Methodology

The simulation is carried out in the MATLAB environment.
During execution, the real-time values of observations were
logged and saved in a CSV (Comma separated values) data
file. The loop iterations were sampled typically every 120
milliseconds. The navigation platform toolbox is used to
implement the PPA and VFH algorithm functions. For the
LiDAR sensor application, the mobile robotic simulation
toolbox is used. PPA is used in the simulation to achieve au-
tonomous lateral navigation. The PPA the waypoint seek-
ing system was guided by a steer guidance VFH algorithm
against collision with obstacles. As shown in Fig. 3, differ-
ent waypoints (P1, P2, P3, P4, P5, and P6) are constructed.
With a change in size of coordinate data, these waypoints
can be converted to GPS tagged points for real-world ap-
plications. The vehicle’s robot localization is expected to
be efficient, ignoring wheel slippage and drift. Odometry
sensors, GPS, and motion sensors could be used in real-
world models. The navigation route will cover points P1

through P6 in order. At the U bend of the row of plants
shown in Fig. 2(b), the waypoints coordinates are formed
as tip points alternately. The robot will navigate the field
while avoiding various items; huge unavoidable obstruc-
tions will create a strong repulsive force field surrounding
the vehicle, which will cause the robot to become immobile.
The flowchart in Fig. 3 depicts the overall operation. The
experiment is conducted on a vegetable field measuring
50 x 50 m2. The robot experiment is carried out at vari-
ous speeds. For each trial, the robot’s speed was changed
from 0.5 to 2.75 km/hr with a fixed speed. This speed
range is ideal for slow operating irrigation robots that op-
erate slowly. The robot will proceed in a zigzag cycle path
to cover all rows of plants. The differential wheel robot
has a 0.40 m wheelbase and a 10 cm wheel radius. After
multiple trials and observations, the VFH parameters of
histogram threshold value and number of angular sectors
were calibrated and locked at an optimal value of 20. Even
though the LiDAR sensor is two-dimensional, a synthetic
two-dimensional imaging approach for navigation can be
constructed from popular three-dimensional data [39]. This
method also minimises the data and complexity associated
with cloud point mapping.

Using image conversion from colour to black-and-white,
a field image (Fig. 2(a)) is converted to a grid occupancy
map (Fig. 2(b)). The occupancy map is a binary map with
black parts representing obstructions and white parts rep-

resenting open moveable space. Different obstacles, like as
stones, solid items, or overgrown plants, may be present on
the path as the robot advances along row gaps. The VFH
algorithm assists in detecting and tactically avoiding static
and moving impediments. The algorithm is based on the
repellent forces produced by nearby obstructions. Every
trial is recorded with scanned LiDAR sensor readings and
pre-set PPA parameter values. The total distance Dc tra-
versed by the robot is used to calculate the robot’s deviation
while travelling. More oscillations with a larger average
deviation are indicated by a large distance Dc is distance
travelled by the robot value. PPA characteristics that is
desired linear velocity (DLV), maximum angular velocity
(AVmax), and minimum radius for turn (Rmin) are tested
in various ways. Sensor readings from location and ob-
ject proximity are taken to determine optimal performance.
The robot’s total distance travelled in relation to time is an
essential performance indicator.

The robot was expected to follow straight trajectories
along the narrow gap. Marked trailed behind by the mo-
bile robot help to visualize the deviation. The robotics
expected to drive sharp close at U turns sections to prevent
overshoot.

6. Results and observations

On various PPA settings, several sets of readings are taken.
The desired linear velocity (DLV), Angular velocity max-
imum (AVmax), Lookahead distance (LD), and Minimum
Radius are all varied in a total of 34 trials (Rmin). Real time
proximity distances are used to measure closeness of obsta-
cles around the vehicle: Obstacle distance average (ODavg),
obstacle distance minimum (ODmin), and obstacle distance
maximum (ODmax). ODmax is the robot’s maximum or far-
thest distance maintained by vehicle from obstacles while
travelling along the path. The nearest distance for the same
is ODmin. The average obstacle distance maintained is
ODavg. Figs. 3 and 4 as well as Tables 1 and 2 depict ob-
servations. In each simulation, NL is the number of loops
or iterations consumed for completion of a trial, itis an ac-
curate indicator of the experiment’s time consumption. It
represents the time it takes the mobile robot to get from
waypoint P1 to P6. The distance travelled by the robot as it
moves across the field is called Dc, and a smaller value is
expected as usual for movement without oscillations.

The desired linear velocity (DLV ) is the speed of the mov-
ing vehicle. Slower speed produces lesser inertia of motion
and hence lesser oscillations, however the time taken for
completion of path is high. Such movement is suitable in
slow field operations like watering of plants, weed remov-
ing etc. Force fields created by the obstacle objects are sub-
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Table 1. Performance data with lookahead distance.

AVmax (rad/s) NL Dc(m) ODavg(m) ODmin(m) ODmax(m)
2 2076 259 1.16 0.81 1.80
4 2076 259 1.16 0.81 1.80
6 2076 259 1.16 0.81 1.80
8 2076 259 1.16 0.81 1.80
10 2076 259 1.16 0.81 1.80
11 2088 260 1.20 0.81 1.51
12 2076 259 1.53 0.31 3.06

0.01 2093 261 1.25 0.81 1.57
0.06 2089 260 1.20 0.81 1.49
0.08 2085 260 1.20 0.81 1.51
0.001 2086 260 1.15 0.81 1.47

(a)

(b)

Fig. 2. (a) Real field image scenario. (b) field image with
grid occupancy map.

tle, and the steering against obstacles are done smoothly, a
more stable non deviated travel. The least obstacle distance

Fig. 3. Flowchart of overall operation.

ODavg = 0.98 m when the DLV=0.5 Km/Hr. The maximum
value of ODavg =1.40 m when DLV =1.5 Km/Hr. Minimum
value of NL= 973 when DLV=2.75 Km/Hr. Maximum value
of NL=4988 when DLV=0.5 Km/Hr. Least distance DC =
249 m when DLV = 0.5 Km/Hr and maximum DC =267 m
when DLV = 2.5 Km/Hr.

Maximum angular velocity (AVmax)is highest limited
value of angular velocity for the vehicle. It has a thresh-
old value up to which performance is not much altered,
but restricted beyond the limit. Mentioned observations
are given in Table 1. The least value of ODavg =1.16 m
when AVmax= 2, the highest ODavg =1.53 m when AVmax

=12. Minimum value of NL = 2076 at AVmax=2 rad/sec,
maximum value of NL=2093 at AVmax =0.01 rad/sec.

Lookahead distance (LD) is an important factor effecting
the lateral behavior of the vehicle. LD is kept as constant
value set before executing experiment. It is varied and
tested at speed DLV = 1.5 Km/Hr, an average speed chosen
for the mobile robot. Lower value of LD produces more
oscillations but distance against obstacles and plants are
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(a)

(b)

Fig. 4. (a) Performance plot under varying velocity of
robot. (b) Performance plot under varying lookahead

distance.

minimum. High oscillations consume more iteration and
time. Observations are presented in Fig. 4. Minimum value
of ODavg =1.16 m occurred when LD =12 m. ODavg =1.39
m (highest) when LD =45 m. Maximum number of loops
NL = 2286 when LD =8 m, the minimum value of NL=1510
when LD =20 m. Maximum value of DC = 285m when LD

= 8 m, minimum value DC = 258 when LD = 40 m. An
optimum value of LD = 20-25 m is chosen, where NL=1478
is minimum and ODavg=1.37 m.

Minimum radius Rmin is another threshold value for
turning radius scale. Its value had no impactful effect on
the mobile robot performance. Insignificant changes are
observed under distance of 3 meters (seen on Table 2) after
which if increased the robot movement is disturbed due to
large turn near row-end U sections.

6.1. Specific observations

The nearest obstacle distance ODavg is most significantly
influenced by desired linear velocity DLV and lookahead
distance LD. It is to observe oscillations with respect to the
different values of DLV . A high value of 2 m is observed at

linear velocity of 1.5 Km/Hr which again drops to 1.5 m
at the velocity of 2.25 Km/Hr, again rising to higher value
of 2.11 m at 2.75 Km/Hr. ODavg increases with respect to
value of LD. ODavg (=1.39) is highest at LD =45 m and the
lowest ODavg (=1.17) at LD =10 m. The shortest path taken
by the robot is observed as 249 m low value with DLV=0.5
m/s.

The fastest coverage of field is conducted within NL=973
loops at DLV= 2.75 Km/Hr. The slowest coverage is done
in NL= 4988 loops achieved at a low desired linear velocity
of 0.5 Km/Hr (Fig. 4(a)). The vehicle gives an optimum
speed DLV=1.25km/hr with 2049 number of iteration loops.
It can be seen in graph shown at Fig. 3, where the crossover
points of two identifiers NL and DC. The NL and DC are
intersecting for best performance results. Optimum looka-
head distance is LD =20 from where the number of loops
is low with acceptable stability in its trajectory as seen in
Fig. 4(b).

7. Conclusions

The experiment conducted the basic performance assess-
ment of our LiDAR-based navigation system based on the
needs of a simplified navigation system for an autonomous
irrigation robot. The following characteristics have been
summarised based on the above research and its experi-
mental analysis:

(1) The VFH-based steering controller was used well in
conjunction with PPA to avoid obstructions along the
plantation gap. Keeping small number of waypoints
reduces the mobile vehicle’s setup time and oscilla-
tions.

(2) Choosing an appropriate lookahead distance and ve-
locity are important parameters which are influenced
by the robot’s design, path size, manoeuvrability, and
field type.

(3) Autonomous navigation was accomplished effectively
by traversing all plant rows in a zigzag pattern. Multi-
ple tests were conducted to evaluate the performance
of the system. The least travel oscillations were seen at
a speed of 0.5 km/h, while the highest speed covered
was 2.75 km/h.

(4) The 2D grid occupancy mapping provides a straight-
forward method for overcoming autonomous naviga-
tion with less complex sensor data analysis. The pro-
cedure may be carried out on 16/32bit computer with
minimum power usage. The range and performance
of electric vehicles are largely dictated by their energy
usage. The method designed by us can be useful for
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Table 2. Performance data with lookahead distance.

Rmin(m) NL Dc(m) ODavg(m) ODmin(m) ODmax(m)
2 1478 258 1.33 0.94 1.67
4 1477 258 1.38 0.94 1.93
5 1494 261 1.35 0.97 1.85
3 1478 258 1.33 0.94 1.67

agricultural specific electric cars because of its low
computational demand. It can increase the mileage
and energy contribution of other field operations, such
as pump machines and robotic arms.

The experiment has been conducted on barriers that
are straight and rectangular, but it should function better
in the actual world. Plants have rough surfaces on their
leaves, stems, and branches, which improve readings of
laser reflecting sensors. Planer surfacedeflect light signals
at higher angle of incidence. Ignorable objects, such as
little branches or leaves, might cause sensors to respond
with an overly acute proportion causing the robot to stop.
This issue can be resolved by using more effective plant-
ing procedures with well-maintained inter-row spaces for
mobile robot. Remote monitoring and control override by
human operator can be used to assist the robot in over-
coming hurdles. The algorithm designed should certainly
work for Level 2-3 autonomy of mobile robots which are
more achievable than fully autonomous robots [40], the
operator needs to occasionally control the robots. There
are scopes to improve the sensory readings and analyze
the data to observe different shapes and types of obstacles.
Small U-shaped obstacles can trap the robot, algorithms
can be developed to detect and divert from such objects
at early. Discussed algorithm can also be studied and im-
proved to different robot configuration of 4-wheel drive
systems like Bonirob and Harvey [41].
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