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The past few years have seen a renewed interest in the search for light particle dark matter.
ABRACADABRA is a new experimental program to search for axion dark matter over a broad range
of masses, 107> <m, <107 eV. ABRACADABRA-10 cm is a small-scale prototype for a future
detector that could be sensitive to QCD axion couplings. In this paper, we present the details of the design,
construction, and data analysis for the first axion dark matter search with the ABRACADABRA-10 cm
detector. We include a detailed discussion of the statistical techniques used to extract the limit from the first
result with an emphasis on creating a robust statistical footing for interpreting those limits.
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I. INTRODUCTION

In recent years, the absence of a compelling direct
detection of dark matter (DM) in accelerator and weakly
interacting massive particle (WIMP) searches has reignited
the search for axionlike DM (ADM). The coincidence of
new developments in quantum sensors and quantum
information technology has stoked this reawakened inter-
est, and the past few years have seen a wealth of new
experimental ideas and approaches that are beginning to
revolutionize the field [1,2]. While most ADM searches
have traditionally focused on a narrow mass range from
10 <m, <100 peV, recent theoretical work has made a
compelling case for ADM in the mass range m, <1 pueV
[3-15].

The ABRACADABRA-10 cm experiment has recently
released results of the first direct detection search for ADM
below 1 peV [16]. The design of the experiment was
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motivated by the proposal of [17-19], and is based on
measuring the coupling of ADM to electromagnetism—
similar to experiments probing different mass regimes like
the long-running ADMX [20,21] and HAYSTAC [22]. In
this lower mass range, the axion field a, in the presence of a
large magnetic field, can be thought of as an induced
effective current,

Oa
Jerr = ganyB’ (1)

where g,,, is the axion-photon coupling. This current
sources a small AC magnetic field that can be measured
with a sensitive enough magnetometer.

ABRACADABRA-10 cm is a prototype detector for a
new ADM search program with the ultimate goal of
probing down to the QCD axion couplings. The design
and implementation of ABRACADABRA-10 cm contains
novel elements that have not previously been used in
ultralight dark matter searches:

© 2019 American Physical Society


https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevD.99.052012&domain=pdf&date_stamp=2019-03-29
https://doi.org/10.1103/PhysRevD.99.052012
https://doi.org/10.1103/PhysRevD.99.052012
https://doi.org/10.1103/PhysRevD.99.052012
https://doi.org/10.1103/PhysRevD.99.052012

JONATHAN L. OUELLET et al.

PHYS. REV. D 99, 052012 (2019)

(i) A toroidal magnet geometry, with the detection
element placed in the near-zero-field region;

(i) A broadband readout mode involving continuous-
stream data-taking for ~10% seconds (roughly one
month), and several compression techniques to
mitigate the total data storage requirements while
preserving the desired signal bandwidth;

(iii) A calibration technique where a signal is injected
through current in a calibration loop in a similar
geometry as the expected axion signal;

(iv) A data analysis pipeline tailored to the expected
statistics of the axion field in the quasistatic regime,
where the signal is best described as a flux power
spectral density rather than photon-counting with the
added constraint that “rescanning” is prohibitively
time consuming.

In this paper, we provide context and additional
details for each of these novel elements and their specific
implementation in ABRACADABRA-10 cm. In Sec. I, we
describe the design and construction of the toroidal
ABRACADABRA-10 cm detector. We describe the data
collection approach used for the broadband readout in
Sec. III, and describe the calibration of the detector in
Sec. IV. In Sec. V, we describe the data analysis and limit
extraction approach used for our broadband search.

II. DETECTOR DESIGN AND CONSTRUCTION

The ABRACADABRA-10 cm detector and setup can be
split into six separate systems: the toroidal magnet, the
magnet support infrastructure and shielding, the pickup
loop circuit, the SQUID electronics, the calibration circuit,
and finally the cryostat and detector support infrastructure.
In this section, we discuss the design and construction
of each.

The expected signal-to-noise ratio (SNR) of
ABRACADABRA-10 cm can be written approximately as

Min (Tt)%
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SNR = GayyV/ pDMgVBmax (

where V is the volume of the toroid, G is a geometric factor,
B hax 18 the max field inside the toroid, M, is the inductive
coupling of the SQUID, and L7 is the total inductance of
the readout circuit. Here, we assume that the integration
time ¢, exceeds the axion coherence time, z. The final

parameter of importance is the flux noise level, Sfp/qz,,

typically measured in u®,/+/Hz. The relevant parameters
are summarized in Table 1.

A. The toroidal magnet

The magnet structure is built around 80 identical Delrin
wedges [see Fig. 1(a)]. When glued together, they create a
toroidal frame with an inner radius of 3 cm and an outer

TABLE I. Summary of the ABRACADABRA-10 cm detector
design parameters.

Pickup loop radius R, 20.1 mm
Pickup loop wire diameter ry 1.0 mm
Magnet inner radius R;, 30 mm
Magnet outer radius R 60 mm
Magnet height h 120 mm
Magnet max field B 1.0T
Geometric factor Gy 0.027
Pickup loop inductance L, 95.5 nH
SQUID input inductance L;, 150 nH
SQUID inductive coupling M;, 2.5 nH

radius of 6 cm, with a total height of 12 cm. The total
volume of magnetic field is V ~ 890 cm?.

The magnet current is carried by a NbTi(CuNi) wire
which is wound 1,280 times around the magnet. Between
each pair of wedges is a groove that has 16 winds of wire,
laid down in pairs 8 layers deep. The wire is held in place
with epoxy. To cancel the azimuthal current, the toroid is
counterwound.

The toroid was wound by Superconducting Systems, Inc.
[23] in three separate pieces, with three separate lengths of
NbTi(CuNi) wire. The pieces are then glued together and
the wires are connected together with two superconducting
crimps. These crimps are then attached to the outside of the
toroid. These joints could create small stray fields which
contribute to the backgrounds for the axion search, but
unfortunately could not be avoided in the construction.

The toroid is mounted in a dilution refrigerator
(described below) and cooled to <1 K. The NbTi(CuNi)
wire superconducts below <9 K. We charge the magnet by
injecting a 121 A current into the toroid. Once charged, we
turn off heat to a superconducting switch (located away
from the magnet) which then locks the current into the
magnet. The current source is disconnected from the
charging leads on top of the refrigerator.

When fully charged, the maximum field in the magnet is
Bnax = 1 T. This was confirmed with a Hall probe to a
precision of = 1%, with the uncertainty coming from
uncertainty in position of the probe in the field. Once in
persistent mode, we observed no decay in the field to a
precision of <0.1% on the scale of 1 week. The Hall sensor
was removed before normal data taking.

B. Support infrastructure

The toroid is mechanically supported by a G10 frame
held together with nylon bolts [see Fig. 1(c)]. The goal of
this structure was to rigidly mount the toroid in place, while
minimizing the amount of nonsuperconducting metal near
the magnet. The one exception to this is the copper straps
which wrap around the outside of the toroid that provide the
required thermalization to cool the magnet. These straps
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FIG. 1.
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(a) Three of the 80 Delrin wedges that form the toroid structure stacked together. The black bar indicates a ~1 cm scale.

(b) Cutaway rendering of the toroid with the 1 mm diameter wire pickup loop in the center. A 0.5 mm diameter wire runs through the
center of field region to form the calibration loop. Toroid height is 12 cm. (c) Rendering of the ABRACADABRA-10 cm support
structure. The pickup loop is supported by a PTFE (white) tube through the center. The magnet is supported by an outer G10 support
structure and thermalized with two copper bands. (d) Photo of the assembled ABRACADABRA-10 cm, with the top of the

superconducting shield and support structure removed.

undoubtedly contribute some level of noise for our axion
search, though in the current setup it is not the dominant
noise source. In the future, we will search for alternative
thermalization approaches.

The entire toroid and support structure are mounted
inside the external shield [see Fig. 1(d)]. The shield consists
of a spun copper can that has been coated inside and out
with a 25-75 ym layer of tin, for a total thickness of
~1 mm. The copper provides good thermal conductivity to
minimize thermal gradients across the shield. It also
provides the thermal conductivity to the copper straps
which cool the magnet. Once below 3.7 K, the tin becomes
superconducting and expels environmental magnetic fields
and acts as a shield against electromagnetic interference.
Optimizing and characterizing this external shielding will
be the subject of future work.

The external shield is built in two hemispheres (top and
bottom) which have ~12 mm of vertical overlap when
assembled. There is a small gap in one location between the

inner and outer shield through which the magnet wires,
pickup loop wires and calibration loop wires pass as three
sets of twisted pairs. The shield halves are connected with a
layer of solder and epoxy to ensure both electrical and
mechanical connection.

A 12 mm thick aluminum top plate is epoxied to the top of
the top shield and acts as the contact point for the thermal-
ization to the rest of the cryostat and mechanical mounting
point to the vibration isolation system (see below). The
aluminum plate is electrically isolated from the shield to
minimize grounding loops. A thermometer is epoxied to the
outside of the bottom shield which monitors the temperature
of the farthest point from the thermalization. However,
during data taking this thermometer is not active.

C. Pickup loop circuit

The pickup loop measures the magnetic field in the
center of the toroid—a region that should have zero field
in the absence of an axion signal. The time-averaged
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magnitude of the flux through the pickup loop due to J.s
can be written as

|(I)a|2 = ggyprMvzg%/BIZnax =A, (3)

where ppy 1S the DM density, V is the volume of the
magnet, B, is the maximum field in the magnet and G is a
geometric factor. The pickup loop itself consists of a 1 mm
diameter solid NbTi wire wrapped around the outside of a
5.5 cm diameter polytetrafluoroethylene (PTFE) tube that
is 18.1 cm tall. The geometric factor G, weights the
effective current in Eq. (1), by the contribution to the flux
through the pickup loop. This can be written as

SRy
B max 14 Loop Toroid

|r IR

where 11 is the normal to the plane of the pickup loop, and the
integrals are taken over the area enclosed by the pickup loop
and the volume of the toroid. The integrand is reminiscent of
the Biot-Savart law, with the current taken to be the axion-
induced effective current J.; which follows lines of B [1 9].!
For the ABRACADABRA-10 cm geometry, we calculate
this using a COMSOL [24] simulation to be G, = 0.027.
The two wire leads from the pickup loop, which consists of
the same wire as the loop, are twisted into a twisted pair
configuration and run out under the bottom of the toroid
through the gap in the shield. Once outside of the shield, the
wiresrun 15 cminside a stainless steel mesh sleeve. At this
point, the 1 mm wires are joined to 75 ym twisted-pair PFA-
insulated wire with superconducting crimped solder. The
75 pm wires run for ~1 m inside hollow superconducting
solder capillaries [25] to the input of the SQUIDs mounted
on the 700 mK (Still) stage of the cryostat. The SQUIDs have
an input inductance of 150 nH to match the calculated
inductance of the pickup loop of L, = 95.5 nH. Including
the inductance of the wires, the total design inductance of the
pickup loop circuit is 550 nH. However, measuring the
inductance of the circuit yielded a value closer to
Ly~ 3.3 uH, we discuss this further in Sec. IV. The data
presented in [16] was taken in a broadband readout con-
figuration with no resonant amplifier.

4)

V

D. SQUID setup and readout

The first stage was readout with a Magnicon two stage
SQUID current sensor [26,27]. The SQUID is operated at a
temperature of 870 mK and has typical flux noise floor of
0.6u®3 /Hz. The inductive coupling between the input coil
of the SQUID and the SQUID is M;, =2.52 nH. The
SQUID is operated with the Magnicon XXF-1 electronics
in flux-lock feedback loop (FLL) mode with a SQUID flux
to voltage conversion of 9V /0®g = 1.29 V/®,. In FLL

'In the notation of [19], Gy = V/V.
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FIG. 2. Gain of the combined high-pass and antialiasing filters.

All spectra are corrected for this response function—unless

otherwise noted. Measured in situ, using injected signals at

different frequencies. This also defines the usable range of data.

For our search we use the range 75 kHz-2 MHz.

mode, the response of the SQUID is linear over the
dynamic range of the amplifier £11 V or = % 8.5®;
however, this comes at the cost of limiting the bandwidth
of the system to ~6 MHz.

The output voltage of the SQUID was recorded with an
AlazarTech 9870 8-bit digitizer [28]. To achieve the needed
voltage precision we use the smallest available input range
of +40 mV which leads to a typical digitizer noise floor of
3.5 x 107 mV?/Hz. However, due to the large background
below ~20 kHz (see Fig. 4), we must first pass the signal
through a 10 kHz high-pass filter to prevent railing the
digitizer. Additionally, we use a 2.5 MHz anti-aliasing filter.
The frequency response of these two filters is shown in
Fig. 2. These filters define the usable range of data for our
axion search of 50 kHz—3 MHz. Itis worth pointing out that
even though the gain is less than unity over the majority of
our search range, both the signal and dominant noise is
scaled by this gain, so the SNR is unchanged.

The digitizer is clocked to a Stanford Research System
FS725 Rb frequency standard, with a ten-second Allan
variance of <1071

E. Calibration circuit

We measure the end-to-end gain using a calibration
system. It consists of the 0.5 mm diameter NbTi wire
passing through the body of the toroid (i.e., in the magnetic
field region), creating a 9-cm-diameter loop concentric with
and in the same plane as the pickup loop [see Fig. 1(b)].
This wire runs out of the detector shield as a twisted pair
and then into an RG196 coaxial cable. This cable is
connected to a 30-dB attenuator at the 4 K stage and then
continues up to the top of the cryostat and through a BNC
feed-through out of the vacuum region. During data taking,
this BNC is left unplugged, and the attenuator contributes
noise from a 50 Q resistor at 4 K, which is well below our
current noise level. We calculate the mutual inductance
between the calibration and pickup loops both with an
analytic calculation based on the geometry, as well as with
a COMSOL [24] simulation. These values agree and
predict a mutual inductance of Mcp = 19.3 nH.
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FIG. 3. A conceptual diagram of the ABRACADABRA-10 cm
calibration circuit. The calibration loop, L = 300 nH, is con-
centric with the pickup loop, Lp = 95.5 nH. The circuit is
plugged into the SQUID with input inductance L;, ~ 150 nH.
The parasitic resistance in the circuit is measured as Rp = 13 u€.

While calibrating, we typically add an additional 60 dB
of warm attenuation for a total of 90 dB of attenuation to
get the signal to reasonable size. All attenuators are
impedance matched at 50 Q. However, the output of the
final attenuator is shorted by the calibration loop, which has
an inductance of =300 nH; for frequencies below
~30 MHz this causes it to behave as a current source
driving a current through the calibration loop with ampli-
tude independent of frequency. A wiring schematic of the
calibration circuit is shown in Fig. 3.

F. Cryostat and detector suspension

The ABRACADABRA-10 cm detector is mounted
inside an Oxford Instruments Triton 400 dilution refriger-
ator. It is mechanically supported by the detector suspen-
sion system. This consists of a 0.038” Kevlar thread which
attaches to a vented bolt screwed into the center hole of the
top aluminum mounting plate on ABRACADABRA-
10 cm. The thread runs = 1.5 m up through the various
cold stages of the cryostat to a steel spring which supports
the weight of the detector. The steel spring has a spring
constant of k &~ 20.4 N/m and connects to a hook which is
mounted about 1 m above the 300 K plate of the cryostat.
The hook is at the top of a 1-m long vacuum tube which is
rigidly connected to the 300 K plate. Due to the poor
thermal conductivity of Kevlar, the spring and top end of
the thread stay at 300 K, while the bottom of the thread is
cooled to <1 K with the detector.

The detector is thermalized to the coldest stage of the
cryostat through four 10-mm-wide, 75-um-thick copper
ribbons. Specifically, they are attached to the mixing
chamber plate of the cryostat and then to the aluminum
top plate of the detector. They are mounted with significant
slack to minimize vibration through these ribbons. They are
electrically isolated from the top of the detector by using
thin Kapton pads between the copper ribbon and the
aluminum plate and connected with nylon bolts.

The detector suspension system is designed to act like a
pendulum which rolls off lateral vibration above frequen-
cies of f~0.4 Hz and in the vertical direction above
frequencies of f = 0.3 Hz. The operating frequency of

cond cood ool vl ol 1o
Correlation
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107t 100 10t 102 103 10t
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FIG. 4. Low-frequency SQUID spectra from ABRACA-
DABRA-10 cm taken with an accelerometer attached the
300 K plate. The spectrum is that of the SQUID output, with
the degree of correlation with the accelerometer indicated by
color (i.e., the correlation coefficient). The accelerometer begins
to lose sensitivity above a few kHz, so it is not clear from this
measurement how far up the correlation continues. These data
were taken with a larger dynamic range on the digitizer, so have a
relatively high ADC noise floor of ~5 x 10~® mV?2/Hz. (Data
taken without signal shaping filters.)

the pulse tube is 1.4 Hz and creates one of the main
vibrational noise sources in the ABRACADABRA-10 cm
data. It is clear from Fig. 4 that even with this suspension
system, vibrational noise still plays a significant role in the
ABRACADABRA-10 cm backgrounds, and is a future
path for potential improvement.

To improve the magnetic shielding of the detector, we
wrapped the cryostat in Mu-Metal shielding. As Mu-Metal
is not typically suited to cryogenic temperatures, we only
wrapped the outermost vacuum vessel. The vertical walls of
the vessel were lined both inside and out with a 200 ym
thick layer. The bottom of the vessel was covered with a
single layer on the inside. The top of the vacuum vessel and
cryostat were not covered with MuMetal due to all the
instrumentation and cryostat infrastructure. We measured
the DC magnetic field attenuation ex situ to be a factor
of ~5-10.

III. DATA COLLECTION PROCEDURE

A. Axion search data

In [19], the original proposal for a broadband search
involved collecting time series data at a high sampling
frequency continuously for months to years. However, this
runs into practical disk space limitations. For example, one
month sampled at 10 MS/s would fill ~26 TB of disk
space. This is manageable, but would not scale well to a
1 GS/s sampling rate for a full year. However, this sort of
sampling is not necessary for resolving ADM signals,
where the expected signal width is given by Af/f ~ 107°.
Instead, we take an approach that maintains the required
spectral resolution, while minimizing the required
disk space.
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For ABRACADABRA-10 cm, we sample continuously
at 10 MS/s. Once samples are pulled from the digitizer, the
data follows two processing paths: transforming and down-
sampling. First, the samples are accumulated into a 10 s
buffer (of 10® samples), which is then transformed via
discrete Fourier transform (DFT) [29] into a power spectral
density (PSD). Once the next 10 s is available, it is
transformed and its PSD is then averaged with the first,
and so on. This builds up an averaged PSD, called F gy,
which has Nyquist frequency of 5 MHz and frequency
resolution of 100 mHz. This spectrum would be able to
resolve axion signals down to m, ~ 100 kHz with at least
one bin width. After 80 averages (or 800 s), the average
spectrum is written to disk and the averaging is reset. This
level of averaging was chosen as a balance between storage
space and being able to resolve time variation of back-
ground noise.

Parallel to this, the 10 MS/s time series is decimated by
a factor of 10, to a 1 MS/s time series. These data are then
accumulated into a 100 s buffer—again of 10® samples—
then transformed with a DFT and converted into a PSD. In
this way, we build up a second averaged PSD called F y;,
with a Nyquist frequency of 500 kHz and a frequency
resolution of 10 mHz. This spectrum would be able to
resolve signals down to m, ~ 10 kHz with at least one bin
width. After 16 averages (or 1600 s), the average spectrum
is written to disk and the averaging is reset.

The data are then decimated by another factor of 10 and
written directly to disk at a sampling rate of 100 kS/s.
Offline, we take the time series data and transform it as one
2.45 x 10'"" sample long DFT to form a final spectrum,
Fiook- Unlike the other spectra, F g 1S not averaged over
multiple integration periods, but is instead a single PSD
with Nyquist frequency 50 kHz and frequency resolution of
~408 nHz. This spectrum could be used for searches for
axion signals down to below 1 Hz, however, it is not used in
the present analysis.

Each decimation step is done by first applying a top-hat
filter with a 10-bin width, and then down-sampling by
keeping every 10th filtered sample. This approach was
chosen because it is fast computationally, though it is not
quite optimal. We collected data from July 16, 2018
through August 14, 2018, accumulating a total exposure
of T =2.45x 10% s or 24.5 x 10'? samples. In total, the
data consist of 3065 independent F gy spectra and 1532
Fm spectra as well as a 2.45 x 10! continuous samples of
100 kS/s data. The total data footprint was about 3.8 TB
for an average write rate of 12.4 Mbps—both of which are
easily handled by a desktop PC.

B. Magnet off and digitizer noise data

We also perform a “magnet off” measurement to under-
stand backgrounds that are not correlated with the magnet.
This data was collected with the exact same procedure and

hardware configuration as the “magnet on” data. Neither
the cryostat, nor the SQUIDs were stopped in between
measurements. We started collecting “magnet off” data
within a few days of stopping the “magnet on” run. We
collected “magnet off”” data from August 18, 2018, through
August 27, 2018, for a total of 8.00 x 10° s of data.

We also collected ~16 h of digitizer noise data, with
nothing plugged in to measure the noise level inherent to
the ADC and computer.

C. Data quality

Figure 5 shows examples of spectra for “magnet on” and
“magnet off” data. There are a few features of these spectra
worth discussing. The region below 100 kHz shows large
noise spikes and a baseline increasing towards lower
frequency. These spikes are generally too broad to be
identified as ADM, but instead are incoherent noise back-
grounds. We also observe that this noise is significantly
reduced when the magnet is turned off. We interpret this
noise as due to vibration of the detector. In particular, this
appears to be the high frequency tail of the noise in Fig. 4.
The fact that it is reduced when the magnet is turned off
implies that stray fields from the toroidal magnet are being
seen by the pickup loop. We see that for f > 100 kHz this
noise becomes sub-dominant; however, it is likely that it
continues to higher frequency. This will present a major
challenge for future detector configurations, including
those with resonator readouts, that hope to lower the noise
floor by many orders of magnitude.

In the region from 100 kHz < f < 850 kHz, the noise is
mostly flat with a few small broad bumps and is approx-
imately consistent with the expected SQUID flux noise
floor. We see a slow variation in this noise level over the
month of data taking, associated with variations in the noise
level of the SQUIDs.

10t o
3 —— Magnet On Data

10t -é Magnet Off Data

3 —— ADC Noise (Filter Corrected)
10°3

1004

Pickup Loop Flux Power
(n®3/Hz)

T T T T T T T T T T T
104 108 10°
Frequency (Hz)

FIG. 5. Example F oy SQUID spectra with magnet on (blue)
and off (orange), along with the digitizer noise floor (gray).
SQUID spectra are averaged over ~9 h, digitizer data averaged
over ~16 h. The typical SQUID noise floor is shown in green
dashed line. Note: The spectra were collected at different times
and some of the transient noise peaks are not seen in all spectra.
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The region above ~850 kHz shows two effects: broad
bumps with ~100 kHz widths and a forest of very narrow
transient peaks. The broad peaks are due to an unknown
and incoherent noise source that decreases our sensitivity in
that frequency range. The origin of this noise will be the
subject of future investigation, but for now we tolerate the
decreased sensitivity. The forest of narrow transient peaks,
on the other hand, present a larger problem. These peaks are
<100 mHz wide and actually narrower than we expect for
an ADM signal in this range. They are transient in time and
appear to be correlated with working in the lab and with
working hours. They were present for a portion of the time
that we collected “magnet on” data and all the time that we
collected “magnet off” data. The transient nature and
narrow width of these peaks imply that their source is
likely from digital electronics turning on and off some-
where in, or near, the lab.

This transient noise was observed to be either present as
a forest of many lines or completely absent. For our ADM
search, the easiest approach was to use this fact to tag and
eliminate the effected periods of time. This could be done
reliably by eye, but we use a more quantitative approach
described in Sec. V B. Though the lines only appeared at
frequencies above ~850 kHz, we excluded all data from
the tagged time intervals. In total, these cuts eliminated
~30% of the exposure.

IV. CALIBRATION

We quantify our detector response to a potential ADM
signal, by performing a set of calibration measurements.
Each measurement involves injecting a series of AC signals
with known amplitude and frequency into the calibration
system described in Sec. IIE. We compare the power
measured by our readout circuit to the power expected from

the flux through the pickup loop generated by the calibra-
tion loop.

The input signal is generated by a Stanford Research
Systems SG380 signal generator, locked to the same Rb
frequency standard as the digitizer. The SG380 has very
low phase noise and is able to output a tone with very long
coherence time (longer than our measurement time), such
that the resulting peak in the PSD was less than one
frequency bin wide. For each amplitude and frequency, we
perform a similar data collection to our axion search. We
collect, transform and average 1 s buffers to form an
averaged PSD. A zoomed example calibration line is shown
in Fig. 6(a). We measure the power in each calibration peak
and compare this to the expected flux power generated by
the calibration loop.

We perform this procedure for between 120 and 200
frequencies from 10 kHz to 3 MHz, and for four different
input amplitudes: 10, 20, 100 and 200 mVpp. The resulting
gain spectrum is shown in Fig. 6(b) and shows good
agreement between the different input amplitudes. We
perform the calibration measurement before the ADM
search run, between the “magnet on” run and the “magnet
off” run, and again after the “magnet off” run. The resulting
calibration curves were very consistent in time and did not
depend on whether the magnet was on or off. For the
present search, we determine our final calibration by
interpolating the 200 mVpp data taken with the magnet
on [red curve in Fig. 6(b)].

From Fig. 6(b), we see that our measured gain is a factor
of ~6.5 below what is expected based on the calculated
circuit inductance. We tested each element of the calibra-
tion circuit and determined that the discrepancy came from
the pickup loop side of the circuit and had a frequency
dependence consistent with an additional inductance.
Based on this, we suspect that the factor of =6.5 most

10° <

1071 o
E 10-5-
10'z=§ - === Expected
7 + —¥— 10.0 mVpp
4 —¥— 20.0 mVpp
—¥— 100.0 mVpp
| =+ 200.0 mvpp

FLL Output Power (mV?/Hz)
-
o
b
|
Flux to Voltage Conversion (mV/u®,)

10-0 APPSR Shrpioiny

T
850000
Frequency (kHz)

(a)

T T T
849500 850500 104

FIG. 6.

—T T T —T—T— T
10° 10°
Frequency (Hz)

(b)

(a) Example calibration peak at 850 kHz with 10 mVpp excitation and 90 dB of attenuation. Bin width is 1 Hz wide and all

power is contained within a single bin. Output voltage is measured at the output of the amplifier electronics. (b) Measured detector
response for four different input amplitudes taken with the magnet on. The measured gain is a factor of ~6.5 below the expected
response (dashed line at the top). The outlier in the 20 mVpp spectrum is the result of a background line contributing power to the
measured peak.
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likely comes from parasitic inductance in the readout
circuit. This degrades the overall sensitivity of our axion
search, and is the focus of future upgrades.

V. AXION SEARCH AND LIMIT EXTRACTION

For the present analysis, we restrict our axion search to
the frequency range 75 kHz < f < 2 MHz or axion mass
range 0.31 < m, < 8.3 neV. We, therefore, do not include
the Fgox spectrum in the rest of this analysis, as it has a
Nyquist frequency of 50 kHz. We use the gy Spectra to
search the range from 500 kHz < f < 2 MHz, and the
F1m spectra to search the range 75 kHz < f < 500 kHz.
In this way, a potential signal would be covered by at least
10 frequency bins at all frequencies. We further average the
averaged spectra F gy and Fy to contain 3200 and 480
averages, respectively. This decreases our ability to resolve
time variations in our background noise to ~#9 h and %18 h,
respectively. This step is not necessary for our analysis and
is purely to decrease the computational resources required
by a factor of ~40. After this, our one month of data
collection is spanned by 75 Fov spectra and 37 Fy
spectra.’

Our data analysis procedure closely follows the method
introduced in [30]. Our expected signal is a narrow peak in
the pickup loop PSD above the noise background, with a
width Af/f ~ 107 arising from the ADM velocity
dispersion. The challenge in a broadband search such as
this is that we are scanning a large number of mass points
without the benefit of being able to efficiently “rescan”
mass points with possible signal detections. As such, we
need to be thorough with our statistical modeling, as at least
some points are likely to populate the tails of any
distribution. In this section, we describe the statistical
modeling of our expected signal and background, as well
as a data quality cut for tagging the periods of time when
transient noise causes the data to look neither like signal nor
background.

A. Likelihood analysis

The local ADM field can be thought of as arising from a
partially coherent sum over a very large number of
individual axion particles, where the phases of each particle
are randomly distributed. As a result, the expected signal
power in each frequency bin is drawn from an exponential
distribution. When averaged over N,,, independent PSDs,
the signal in each frequency bin k will follow an Erlang
distribution. When combined with background noise that is
incoherent and Gaussian distributed in the time domain, the
resulting PSD data are still Erlang-distributed [30].
Accordingly, for a single averaged PSD, our combined

*We recycle the notation because we have only changed the
number of spectra contributing to the average, but, otherwise,
they are conceptually equivalent.

signal-plus-background model prediction in each bin is an
Erlang distribution,

Nay  (Foer!

(Nag = D! 2

Nayvg Fg

P(Fi; Naygs 1) = e, (5)

with shape parameter N,,, and mean 4, = s; + b, where

Az fi > ma/2m,
“No=ySanf/m,—2
0 fk < ma/2”’

and b is the expected background power. Here, A denotes
the combination of parameters that control the signal
strength, defined in Eq. (3). We assume f(v) is given by
the standard halo model (SHM), with velocity dispersion
vo = 220 km/s, and vy, = 232 km/s the DM velocity in
the Earth frame [31] and ppy = 0.4 GeV/cm?® [32,33].

We build an analysis over a set of N averaged spectra
F j» each one an average over N, individual PSD. For
example, the analysis of the F oy spectra, we have N/ =
75 averaged spectra, where each averaged spectrum F ;s
an average over N,, = 3200 PSDs (with the possible
exception of the final averaged spectrum which usually has
fewer PSDs contributing). We search for an axion signal at
mass m, = f/(2x), by restricting our search to a window
containing frequency bins from f ., m,/(27) to
Frmy = (1 + 405) fk,(m,—approximately 8 times the
width of the expected signal. Since incoherent background
noise varies on frequency scales much larger than this, we
can approximate the background noise level in this window
as independent of frequency. We tested that our final results
were insensitive to the precise choice of this window width.
We account for long term variability in our noise levels by
allowing the expected background level to vary from one
averaged spectrum F ; to the next; we denote b=
{b1,by,....,by} to be these background values, which
we treat as nuisance parameters. The expected axion signal
strength A is constant across our data taking period and thus
is the same for each F ;- For a given axion mass point m,,
signal strength A and background values b, we calculate the
likelihood of our data d:

N kf(ma _
m |A b :H H P f/k? avg)’i/k) (7)
-/=1 k:kz(ma)

where k indexes the (windowed) frequency bins and j
indexes the different spectra. We allow for the generic
possibility that each spectrum F ; has a different number of
averages, N, ;. This accounts for the spectra collected at
the very end of the data taking period which have a different
number of averages.
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With the likelihood in Eq. (7), we perform a likelihood
ratio test to search for a possible axion signal. To claim a
detection, we place a 5o threshold on the profiled like-
lihood ratio between the signal-plus-background and back-
ground-only hypotheses. We define a test-statistic (TS) for
discovery as

£(d,, |A,b)
L(d,,|A =0,by)]’

TS(m,) = 21n (8)

where A and b are the values of A and b which achieve the
global maximum of the likelihood, and b 4—o 1S the value
which achieves the constrained maximization with A = 0.
The maximization of A is performed over a range including
positive and negative parameter values, accommodating
that a negative parameter value may provide the optimal fit
to the data. If A < 0, it is understood that the corresponding
best-fit axion coupling is 0, as no value of g, could lead to

negative-valued A. The 56 condition for discovery at a
given m, is TS(m,) > TSyesh, Where

2.87 x 107\ ]?
TS ey = [dr' (1 —N;)] ©)

accounts for the local significance as well as the look-
elsewhere effect (LEE) for the N,, independent masses in
the analysis (here @ is the cumulative distribution function
for the normal distribution with zero mean and unit
variance) [30]. For this analysis, N, =~ 8.1 x 10° between
75 kHz and 2 MHz (see below), and TSy,..q, = 56.1.

Where we do not see a detection, we set a 95% C.L.
limit, Agsq,, with a similar profiled likelihood ratio. To do
so, we use the following test statistic for upper limits

£(d,,|A.b) A
— Ta’ 7 >
t(m,. A) = { . L(dm \A,bn} Az4,

0 Otherwise.

(10)

Here, b 4 are the set of background values that maximize the
likelihood for a given A. Using #, we can establish the
95% C.L. limit A95% where t(ma,A95%) =2.71. In this

limit-setting procedure, it is necessary that A was allowed
to be negative-valued if this provided the best fit in order to
make an accurate calculation of Agsq. In addition, we
implement one-sided power-constrained limits [34], which
in practice means that we do not allow ourselves to set a
limit stronger than the 1o lower level of the expected
sensitivity band. This ensures that our constraints are
statistically conservative while also addressing the pos-
sibility that Agsq, is negative-valued.

Finally, we discuss the set of mass points over which we
scan. In principle, we can search for an axion signal at any
value between 75 kHz < m,/(2z) < 2 MHz. In our data,
this range is spanned by 57.5 x 10° frequency bins and it

might seem natural to search for an axion signal centered at
each frequency bin. However, since each axion signal
model is resolved by between 10 and 100 frequency bins,
neighboring frequency bins would produce very strongly
correlated results. Alternatively, a log-spaced set of N
masses such that mit!/m!, = 1 + 403, would achieve a
minimal coverage such that every frequency bin belongs to
exactly one fit window. However, the spacing that achieves
a set of statistically independent axion mass points is given
by mit'/mi ~ 1 + 3v§/4 [30], which yields N,, ~ 8.1 x
10° independent axion masses within our frequency range.
For our search procedure, we therefore increase the
granularity of the search and produce a set of log-spaced
masses that obey mi"™'/mi =1+ v3/2. This eight-fold
enhancement in the resolution of our tested masses, as
compared to the minimal coverage set, results in over-
lapping signal windows of masses studied in our analysis
and allows us to over-resolve a potential axion signal by a
factor of two. This yields a total of 13.0 x 10° mass points
to test, which is appropriately larger than the estimated
number of independent mass points. We emphasize that this
choice of mass points is not a fundamental limit on our
mass resolution but is instead imposed merely by computa-
tional resources. In the event of an observed excess, we
could fit a region around it with the mass floating in the fit.

For each mass studied, we also compute the expected
sensitivity bands from the null-hypothesis models using the
Asimov data-set procedure [35], following implementation
outlined in [30].

B. Quality cuts

We can also use the analysis infrastructure described in
the previous section to veto mass points where the con-
dition of Gaussian-distributed incoherent noise does not
hold as well as to create a quantitative data quality cut to
identify periods of time with excess transient noise.

In order to tag periods of time with increased transient
noise, we leverage the fact that the transient noise does not
appear as a single peak, but instead as a forest of many
correlated peaks. Under the null hypothesis of a flat
background, the survival function for the test statistic ¢
is given by

S(t) = 2(1 — ®(V/1)). (11)

The presence of a true axion signal, would yield a small
number of mass points that deviate from this distribution.
But a violation of the null hypothesis of a flat background—
e.g., due to a forest of correlated transient noise—would lead
to a much larger deviation from this distribution.

For each F j» we calculate the number of mass points
with at least a 30 excess within the time period covered by
that PSD, accounting for the LEE. We find that the number
of 30 excesses, follows a clear bi-modal distribution with
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FIG. 7.

(a) The number of 30 excesses accounting for the look-elsewhere effect in each spectrum after vetoing the excesses that are

present in the corresponding “magnet off”” data. (b) The distribution of local TS values in the full month of analyzed data after removing
periods of transient noise. In blue is the observed distribution of local TS values prior to vetoing the “magnet off”” excesses. In green, the
observed distribution of TS values after the “magnet off” veto. In red, the expected distribution under the null hypothesis. We see that
after applying vetoes, there is excellent agreement down to very low survival counts, with no remaining 5o excesses.

an obvious time correlation, see Fig. 7(a). This allows us to
place a quantitative cut by requiring that an averaged PSD,
F j» have fewer than 30 mass points with a 3¢ excess. This
effectively eliminates periods of time with transient noise.
We emphasize two points here: first, by placing this cut on a
statistic which is calculated across a broad ranges of
frequency, we do not produce a bias at any one mass
point or range. Second, as we describe in the next section, a
single axion signal would not be expected to create 30 mass
points with 30 excesses or larger. So, while exotic models
with multiple axion could be affected by this cut, it would
not present a problem for our baseline model of a single
axion. This cut removes ~30% of our exposure.

Once we have removed periods of time with high
transient noise, we remove individual mass points that
have nontransient noise peaks—or are in other ways
inconsistent with our null hypothesis of a flat background.
We perform our axion discovery analysis on the “magnet
off” data—where we expect no axion signal to be present.
Any mass points that show LEE-corrected excess beyond
5o in the “magnet off” data are vetoed. We consider these
mass points to have poorly understood backgrounds where
we do not have sensitivity to ADM. Out of 13.0 x 10° mass
points, this requirement vetoed 18 733(6,651) points in the
range 500 kHz < f <2 MHz (75 kHz < f < 500 kHz)
and implies a decrease in our signal recovery efficiency
of 0.2%.

The axion search data, collected with the magnet on,
showed 83 excesses with LEE corrected significance > 50,
however they were all vetoed by cutting against the
“magnet off”” data. It is worth pointing out that the number
of 50 excesses in the axion search data was much smaller

than in the “magnet off” data, due to the lower transient
noise levels seen during that run. In Fig. 7(b), we show the
distribution of TS values before and after the “magnet oft”
veto, compared against the distribution expected under the
null hypothesis. The strong agreement between the theo-
retical expectation and the observed distribution after
vetoes are applied demonstrates that the experimental
backgrounds are well-modeled by the null hypothesis
and ABRACADABRA-10 c¢m has strong discovery power
under deviations from this theoretical expectation. In
particular, in the results presented in [16], we find no
significant excesses after vetoes are applied.

C. Recovering an injected signal

As a final test of our analysis procedures, we test that we
are able to recover an injected signal and discover an axion
at the claimed significance. This is crucial because as axion
searches achieve greater sensitivity, there will be an
inevitable trade-off between broadband and narrow-band
coverage, and a claimed exclusion at a given g,,, will be
used as justification to avoid re-scanning parameter space
that has already been tested.

To test the discovery power of our analysis procedure,
we generate Monte Carlo (MC) spectra characterized by a
mean background level b and {Nay,;} averaged PSDs
identical to that of the observed data. We then add an
artificial axion signal with signal template set by the SHM,
for a range of axion coupling strengths A. We perform our
quality cuts on the individual spectra, then perform the joint
analysis on the surviving spectra. We then evaluate the best-
fit axion coupling and the 95th percentile limit on that
coupling as a function of the “true” axion coupling of the
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FIG. 8. (Toprow) The recovered signal parameters as a function of the injected signal parameters in four Monte Carlo realizations with

identical mean background levels. Green and yellow bands indicate the expected 1 and 20 containment for the upper 95% limit on the
axion coupling under the hypothesis of no axion signal. (Bottom row) The observed and expected test statistic for discovery as a function
of the injected signal strength. The dashed red line indicates the threshold for a discovery at 5S¢ significance accounting for the LEE.

injected signal for each MC realization. Figure 8 shows the
resulting distributions of reconstructed g,,, and 7-values for
four axion masses.

Critically, the ability of our analysis procedure to
accurately recover the correct axion parameters when
allowable by the background level is unaffected by the
quality cuts. This is most clearly seen in the bottom panels
of Fig. 8, which show the #-value as a function of the
injected signal strength, as compared to the expected
t-value as a function of the injected signal. We see strong
agreement between the expected and observed test statistic
when the signal is strong enough that we expect to be able
to discover it (i.e., when the injected coupling lies above the
null model containment bands). These examples also
demonstrate that when our signal is not significant enough
to be discovered, our limit-setting procedure is unaffected
by the quality cuts.

VI. CONCLUSIONS

The successful run of the ABRACADABRA-10 cm
experiment [16] introduced and validated several new
techniques useful for constraining axion dark matter,
including a toroidal magnet geometry sensitive to ADM
at m, <1 ueV, a broadband readout technique capable of
handling the data load required to study millions of axion
masses simultaneously, a signal injection through a

calibration loop to characterize this type of detector, and
the first implementation of the broadband data analysis
technique proposed in [30]. In this paper, we have
described in detail the implementation and validation of
these techniques, which lend additional to support to the
results presented in [16].

Of greatest practical concern for the first results is the
identification of the mismatch between expected and
measured end-to-end gain, which we aim to rectify in
the next data-taking run, and the mitigation of vibrational
noise. We have also emphasized the statistical analysis
employed to extract the first results. The goal of this
analysis is to establish a sure footing for the presented
statistical limits with a robust understanding of the exclu-
sion limits. This is important as next generation experi-
ments reach for ever higher sensitivities and re-scanning
regions of parameter space becomes prohibitively time
consuming. In addition, the success of the statistical
description of our data paves the way for the use of a
blind analysis pipeline, which we hope to use in future runs.

ABRACADABRA-10 cm represents the first step in an
experimental search program, which aims to ultimately be
sensitive to ADM in the coupling range preferred by the QCD
axion. Future phases of ABRACADABRA will require
larger magnets with higher fields, improved shielding, and
strong mitigation of mechanical vibration. Augmenting the
techniques described here with a resonant amplification
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readout and scan strategy will also greatly improve the
sensitivity of a future full scale ABRACADABRA detector
[19,36,37]. We have already begun engineering studies
towards designing and building such a detector and
ABRACADABRA-10 cm creates a strong foundation for
this ongoing work.

The supporting data for this Article are openly available
from the Zenodo repository [38].
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