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Abstract – The development of the water management 

system has so far reached the stage of utilizing IoT 

technology in the monitoring and operation process. An 

essential factor in water that affects the quality of a 

substance is pH. The research aims to analyze and ensure 

that the devices have a small pH measurement error rate 

with TLC4502 & E201C. The calibration process was 

carried out using linear regression, and 𝒓𝟐 value of 0.99 was 

obtained. Analysis was carried out using one-way ANOVA 

and Tukey HSD methods, and it was found that all data pairs 

rejected the null hypothesis (H0) and accepted the alternate 

hypothesis (H1). This hypothesis indicated a significant 

difference in the relative measurement error of pH in each 

condition. The standard error value of each measurement 

after filtration was 0.00, with an uncertainty value ranging 

from 0.07 to 0.02. If the sensor can provide measurement 

results with low error and high accuracy, then the sensor can 

be widely circulated and used. Through this research, the 

feasibility of a measuring instrument was developed based 

on the perspective of errors and high accuracy. A quality 

measuring instrument certainly helpful in various fields 

from the fisheries, hydroponics, and environmental sectors. 
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I. INTRODUCTION 

Indonesia is a country that has abundant water 

resources in various regions. Water is a substance that 

plays the most critical role as a source of life. Water is a 

medium for transporting nutrients, oxygen, and other life-

supporting substances. One of the essential roles of water 

is as a medium for cultivating animals and plants [1]. Due 

to its transport of other compounds, water can also have 

negative impacts, such as environmental pollution, if not 

managed correctly. The development of water 

management systems has reached the stage of utilizing 

IoT technology in the monitoring and operating process 

[2], [3]. The sustainability of the surrounding 

environment can be affected by water quality. An 

essential ingredient in water is the potential of hydrogen. 

PH refers to the number of hydrogen ions present in the 

liquid. The amount of hydrogen concentration in water is 

directly proportional to the amount of acidic level. In this 

condition, the pH value of the water is lower. In Contrast, 

if the hydrogen is lower, the liquid is alkaline with the pH 

value of the water is higher [4].  

The pH content in the water is the main parameter in 

determining whether or not the water is suitable for life. 

The influence of acidity levels on the development of 

organisms and microorganisms is dominant because, in 

fish and plant cultivation, the low pH level makes it 

difficult for beneficial microorganisms to grow [5]. The 

acidity level of water usually has a set point pH 3 – 7, to 

support the fish growth ecosystem [3]. For example, low 

pH levels make it difficult for fish to live in ponds, so only 

a tiny fish population can survive in farming. Harvest 

quality in fish farming can decrease due to the pH quality 

not being maintained at neutral levels with a value of 7. 

So, the pH level and its stability must be maintained to 

ensure that the development of the object of cultivation is 

not hampered [6].  

The pH level in sweat solutions is also an indicator of 

health in medicine. The pH level measured with a flexible 

sensor integrated with a 3D PANI electrode accompanied 

by Ag/AgCl. Maximum sensor response time of 7.75 

seconds to get readings with good accuracy. 

Measurements can still be trusted with a pH value 

susceptibility limit of 4 to 9. However, the sensor can 

present data that is not the same as the actual value or 

experience an error [7].  

The error rate on the device can vary depending on the 

quality of the sensor, the data processing base, and how 

the device is used. Research on pH sensors compared 

values before and after calibration. PH V.1.1 (PH-4502C) 

sensors are used as measurement media with 

ATmega328P processing base. By using the Linear 

Trendline Approach method, the average percentage of 

absolute measurement error is 5%. Despite the average 

error decrease and irregular error distribution with a linear 

increase in pH-meter level during the measurement 

process, the data validity is still questionable. This 

phenomenon raises doubts about the success of the tool 
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testing process and result. The purpose of this research is 

to carry out the refinement stage of the sensor analysis 

process [8]. 

This research aimed to develop a calibrated 

measurement technique that uses linear regression to 

compare the pH sensor readings on the microcontroller 

with the real-time pH value of the measuring device. The 

results of sensor measurement data were processed using 

the ANOVA test to assess measurement accuracy. The pH 

value of the measurement results of the device is also 

collected and then distributed to determine the standard 

deviation, which will later be used to find the uncertainty 

level from the sensor. The need for pH meters in the 

industry and the shortcomings left behind by devices in 

several articles are the main factors in this study 

discussing pH sensors.  

II. METHODOLOGY 

This study was designed with a quantitative research 

method using Linear Regression in the sensor calibration 

process. Linear Regression can help measurements to find 

the actual value of the sensor's measured value. The pH 

sensor calibration process uses pH Up and pH Down 

solutions as calibrators. pH measurements were taken one 

thousand times at each pH level and then averaged. In the 

next step, the data were analyzed using descriptive 

statistics. Chauvenet criterion process can remove outliers 

in data, and ANOVA was introduced to analyze the data. 

The analysis results are displayed as variations in 

distribution measurements obtained during the research 

process.  

A. Linear Regression 

The calibration process in the regression analysis 

involves using an optimization model to align the linearity 

between observed data from the independent variable, 

namely the value read by the sensor, and the dependent 

variable, namely the pH read from the measuring 

instrument [9]. A linear line is drawn based on the 

measurement results of the digital multimeter, which 

intersects with the sensor's analog value reading. Sensor 

measurements outside the distribution without a 

calibration process are more difficult to identify because 

the observed results produce higher deviations [10]. To 

determine linear regression using the following equation: 

[11] 

𝑦 = 𝛽0 + 𝛽1𝑥         () 

𝛽0 =
[∑ 𝑦 ∑ 𝑥2− ∑ 𝑥 ∑ 𝑥𝑦]

(𝑛 ∑ 𝑥2)−(∑ 𝑥)2         () 

𝛽1 =
[𝑛 ∑ 𝑥𝑦−(∑ 𝑥)(∑ 𝑦)]

𝑛 ∑ 𝑥2−(∑ 𝑥)2         () 

𝑦 = [
[∑ 𝑦 ∑ 𝑥2− ∑ 𝑥 ∑ 𝑥𝑦]

(𝑛 ∑ 𝑥2)−(∑ 𝑥)2 ] + [
[𝑛 ∑ 𝑥𝑦−(∑ 𝑥)(∑ 𝑦)]

𝑛 ∑ 𝑥2−(∑ 𝑥)2 ] 𝑥     () 

where y is the dependent data value, 𝛽0 is the linear line 

constant intercept variable (analog value), 𝛽1 is the slope 

coefficient of the linear line (pH value), x is the 

independent data value, and n is the number of values. 

The formulation of each line slope value uses equations 

(2) and (3). Then the equation (1) is embedded in the 

ATmega328P program as a basis for processing sensor 

data. The level of measurement error after the calibration 

process is close to the actual value compared to pH 

measurements using standard measuring instruments. 

However, it is necessary to conduct further analysis of the 

data to determine whether the measurement results from 

normal variations or has differences in the results of the 

distribution of data variations. 

Before the ANOVA test is applied in the data analysis 

process, the decision to remove outliers is made to reduce 

noise in the data. The difference between the actual value 

on the measuring instrument and sensor measurements in 

the form of a percentage is a relative measurement error. 

The relative error is used to evaluate the accuracy of 

measurements or calculations. When the measurement 

deviation is too significant, the data cannot be classified 

into relative error. Due to the low probability of 

occurrence, the Chauvenet method was introduced to 

identify abnormal data in measurements. 

B. Chauvenet Criterion 

Chauvenet controls errors by using unpaired data types 

(abnormal data) [11], where the data deviates too far from 

other measurement results. That matter can be caused by 

noise from taking measurement data quickly and 

repeatedly. The data noise is included in the random error 

category. This reason categorizes noise data as invalid 

because the resulting values are not included in the 

measurement distribution results [12]. The outlier 

removal method is carried out to eliminate data outside 

the category. The Z-score on the chauvenet estimates the 

possibility of outliers (very different values) in the data, 

where the value must not exceed the data deviation. The 

process of filtering outliers can be done using the 

following equation: [11] 

𝐷𝑚𝑎𝑥 ≥ 𝑧𝑠𝑐𝑜𝑟𝑒          () 

𝑄(𝑃𝑧) ≥
|𝑥𝑠𝑢𝑠−�̅�𝑚𝑒𝑎𝑛 |

𝑆𝑥
        (6) 

where 𝐷𝑚𝑎𝑥 is the maximum allowable deviation, 𝑧𝑠𝑐𝑜𝑟𝑒  

is the Z-score calculation, Q is the quantile distribution of 

the data, Pz is the representative of one of the probability 

distributions, 𝑥𝑠𝑢𝑠 is the expected outlier value, �̅�𝑚𝑒𝑎𝑛 is 

the sample mean, 𝑆𝑥 is the standard deviation sample. 

Data is classified as an outlier when 𝐷𝑚𝑎𝑥 ≥ 𝑧𝑠𝑐𝑜𝑟𝑒  is 

rejected or inappropriate. 𝐷𝑚𝑎𝑥 > 𝑧𝑠𝑐𝑜𝑟𝑒 , so the data is 

classified as an outlier. If the conditions fulfilling the 

𝐷𝑚𝑎𝑥 ≥ 𝑧𝑠𝑐𝑜𝑟𝑒  equation is accepted, the data will still 

enter the distribution. Looking for outliers one by one will 

undoubtedly take quite a long time. The calculation of 

𝐷𝑚𝑎𝑥 and 𝑧𝑠𝑐𝑜𝑟𝑒 is done by programming to detect outlier 

data, so that the distribution results are obtained, which 

are ready to be used in the ANOVA test. 

C. Uncertainty Level 

Distribution adjustment by removing data that is not 

needed can help to find the standard deviation. The 

standard deviation can be used in determining the variable 

magnitude of the percentage level of uncertainty. After 

getting the standard deviation and average, the analysis 
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continues to find the sensor measurement's uncertainty 

level. The level of uncertainty can be used as an indicator 

of the reliability aspect of measurement [13]. The 95% 

confidence level is determined by referring to several 

studies. The 95% confidence model with a statistical 

significance of 5% is often used for data representation of 

the level of uncertainty. To determine standard deviation 

using the following equation: [14] 

𝜎2  =
∑(𝑥𝑖−𝜇)2

𝑛
         () 

𝜎   = √
1

𝑛
∑ (𝑥𝑖 − 𝜇)2𝑛

𝑖=1         () 

𝜎�̅� =
𝜎

√𝑛
          () 

where σ is the standard deviation, 𝑥𝑖 is the individual 

value in the population, 𝜇 is the average value of the 

population, and 𝜎�̅� is the standard error. Determining the 

standard deviation requires many distributions in the 

population collection of data variations. Equation (8) 

calculates the deviation value of all data collected. The 

data distribution will be better if the deviation value is 

closer to zero. Then, equation (9) can be used to determine 

the desired measurement margin error capacity 

(confidence interval) of 68.3%, 90%, 95%, 99%, or 

99.99%. 

D. ANOVA Test 

ANOVA assumes that the data is usually distributed 

and that the compared groups have the same variation. 

The ANOVA results may be biased if the assumptions are 

not met [15]. The type of equation used in the calculation 

is one way ANOVA, with pH error data as a comparison 

of variance between groups. Then from these data, the 

distribution between groups can be seen whether there is 

a significant difference or not. The data on the ANOVA 

distribution chart has an upper and lower bound, with a 

continuous line representing excess distribution in the 

boxed region and little data in the striped portion. To 

calculate the ANOVA or F-ratio or coefficient of the data 

using the following equation: [15] 

𝑆𝑆𝐺 = ∑ 𝑛𝑖(𝑥�̅� − 𝑥)2𝑘
𝑖=1                  (10) 

𝑆𝑆𝐸 = ∑ (𝑛𝑖 − 1)𝑠𝑛
2𝑘

𝑖=1                  (11) 

𝐹     =
𝑆𝑆𝐺 (𝑘−1)⁄

𝑆𝑆𝐸 (𝑁−𝑘)⁄
                  (12) 

𝐹    =
𝑀𝑆𝐺

𝑀𝑆𝐸
                  (13) 

where 𝑆𝑆𝐺 is the sum of the squares between groups, 𝑘 is 

the number of groups, 𝑥�̅� is the group mean of i. 𝑆𝑆𝐸 is 

the sum of the squares in the group, 𝑠𝑛 is the variance 

value of each group. 𝐹 is the ratio of the comparison 

values between data variants, 𝑀𝑆𝐺 is the average squared 

between groups, 𝑀𝑆𝐸 is the average sum of squares 

within groups. Equation (13) represents the ANOVA test 

to find the data coefficient. 

E. Tukey’s HSD 

The Tukey method was introduced as a companion to 

the ANOVA distribution plot. Tukey’s Honestly 

Significant Difference (HSD) was applied to identify 

plots against the ANOVA distribution results 

mathematically [16]. This method is used to determine the 

hypothesis of the nine data variations by classifying the 

data as accepted or rejected. Equation for Tukey's HSD is 

shown: [16] 

𝐻𝑆𝐷 = 𝑞√
𝑀𝑆𝑊

𝑛𝑘
     (14) 

where 𝑀𝑆𝑊 is the squared mean for within the group from 

ANOVA, 𝑞 is the standardized statistics range, and 𝑛𝑘 is 

the number in each category. Then, with 𝐻0 = the average 

value of the data distribution does not have a significant 

difference, 𝐻1 = the average value of the data distribution 

has a significant difference. 𝐻0 and 𝐻1 describe the 

condition of the data representation. A comparison is 

made between the data of each set of results, using 

boundaries with a p-value > 0.05. 

F. Relative Error 

Relative error is used to measure the accuracy of a 

measurement and allows comparisons between the results 

of different measurements or measurements with different 

measuring instruments. A small relative error value 

indicates that the measurement results are highly accurate, 

while a high relative error value indicates that the 

measurement results are not very accurate [17]. Relative 

percent error formula: [8] 

𝛿 =
|𝑣𝐴−𝑣𝐸|

𝑣𝐸
× 100      (15) 

where 𝛿 is the resulting percentage error, 𝑣𝐴 is the actual 

value of the measurement results, 𝑣𝐸  is the expected value 

from the measurement or analog measurements. 

G. Standard Deviation Relative Error 

Uncertainty means deviation error is expressed as the 

standard deviation value of a series of measurements or as 

the deviation error of the result of a series of 

measurements. It measures how much variation there is in 

the measurement results from the mean value of the 

measurements and can be used to determine the degree of 

uncertainty of a measurement. A slight uncertainty value 

means deviation error indicates that the measurement 

results of the device are working correctly. In contrast, a 

significant uncertainty means deviation error, indicating 

that the measurement results of the device are not good 

enough. [14] 

𝑢𝑒𝑟𝑟𝑜𝑟 = √
∑ |𝛿|2

(𝑛−1)
       (16) 

where 𝑢𝑒𝑟𝑟𝑜𝑟  is the uncertainty mean deviation error, 𝛿 is 

the absolute value of the error, 𝑛 is the number of 

numbers. 

H. Q-Q Plot 

Q-Q plots (quartile-quartile plots) can be used to assess 

the normality of the level of deviation of a data set by 

plotting the tested data against the normal distribution 

quartiles [9]. Data is sorted from the lowest to the highest 

value in making a Q-Q plot. The data are represented as 

points in the actual data, and these points will remain on 

the line formed by the z-score of each data. If the data is 

normally distributed, the points representing the data will 
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follow a linear line and not deviate significantly. 

Conversely, if the data is distributed randomly, the data 

can be better in terms of order and distribution. 

I. Circuit Schematic 

The circuit has a 5 volt supply to the ATmega328P with 

the LM2596 regulator IC as the input voltage regulator to 

stabilize the input power. The goal is that the value of the 

sensor reading is more accurate with a stable voltage. 

ATmega328P is used as a data processing base from the 

value measured by the pH sensor. The PH-4502C sensor 

read the analog value that goes into the ATmega328P, 

which will be compared with a standard pH meter for 

calibration. Figure 1 shows, digital pH meter measuring 

instrument which has a measurement range 1 to 14 with 

accuracy + 0.2. 

 
Figure 1. Digital pH meter 

TLC4502 and E201C is common pH sensor easy to 

find. Figure 2 shows a schematic circuit of a device. Since 

the TLC4502 and E201C can be found on various e-

commerce sites, it is easier to experiment with measuring 

pH values. The challenge in using sensors is applying 

source code from the library, where several stages of 

measuring sensor reading values do not match the values 

of the measuring instruments used. With these 

unsatisfactory results, a calibration process was carried 

out independently to adjust for fluctuations in linear 

changes in sensor readings with a pH meter measuring 

device [8]. Then, the calibration results are analyzed. The 

sensor used is included in the criteria for the V.1.1 pH 

Module series. Probe E201C works with a temperature 

range of 10 to 50°C. The probe contains two electrodes 

immersed in the solution: the working electrode and the 

reference electrode. The pH value is measured from the 

potential difference between the two electrodes, which 

changes based on the number of hydrogen ions (H) [15]. 

TLC4502 is an electric signal amplifier that amplifies 

signals into measurable quantities. This device is usually 

used in measurement applications on two-foot electrodes, 

hotwire, and rogowski coil. The measurement results are 

stabilized and amplified into an electrical signal that can 

be measured using specific electronic circuits [15]. 

The engineering process of changing the pH value uses 

Potassium Hydroxide (KOH) compounds to increase pH 

levels, while Phosphoric Acid compounds (H3PO4) to 

lower pH levels. If the solution is alkaline, the probe 

electrode on the sensor will be negatively charged. Vice 

versa, if the solution is acidic, the electrode probe will be 

positively charged [18]. However, the work of the E-201 

probe requires a reading signal amplifier circuit in the 

form of a transducer with the aim that the voltage reading 

can be read/appropriately entered into the 

microcontroller. 

 The transducer circuit for the pH sensor uses an 

amplifier with IC 4502C. This circuit is used to amplify a 

weak input signal from the output of the pH sensor so that 

it can be used to control the 0 – 5V reading voltage for 

managing the microcontroller Analog to Digital 

Converter. The microcontroller used is ATmega328P. 

This ATmega328P as a data processor, has a 10-bit ADC 

with a reference voltage of 5V. The 0 – 5V voltage from 

the pH sensor enters the analog pin. Then it is converted 

to digital by the Analog to Digital Converter (ADC) 

process to be scaled to a digital value of 0 – 1023. In 

collecting data from the pH sensor, variations in the pH 

levels are set to produce a range with a scale between 1-

14 with the help of standard measuring instruments. For 

each variation in the pH level, a thousand data were taken 

and then averaged to calculate the standard deviation in 

linear regression. 

J. Research Process Analysis 

Figure 3 shows, the research process on sensor 

measurement results divided into two part. The first is pre-

process, which includes sensor calibration with linear 

regression to find the digital value multiplier formula, 

then converted into a pH value. The calibrated 

microcontroller is then used to collect data from water 

with a certain pH level. The second is analyzing or 

managing data that has been measured or retrieved by 

sensors to enter a diagram representing data that has been 

processed. The research results are included in the 

analysis and discussion process, describing the data 

management process and determining the sensor's quality 

from the data result. 

The study used primary data from the pH sensor with a 

data logger system using the ATmega328p 

microcontroller circuit. A search set of linear regression 

variables is performed to determine the calculation 

constants. After getting what is needed, the new 

ATmega328p can be combined with a pH sensor for the 

reading process in collecting analytical data. The data 

analysis in this study amounted to 5 sets, each amounting 

to 1000 data. The main variables used are the pH value 

(X), analog read (Y), measuring instrument results, and 

pH sensor readings. The ANOVA test method is applied 

to the differences between the 5 data sets, and the sensor 

results in the analyzed measurements are discussed to get 

conclusions in the final section. 
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Figure 2. Schematic of pH measurement circuit 

 

 

All research processes summarized in a flowchart have 

represented activities from the beginning to the end of the 

research. Where the final result shows an error in 

ANOVA chart and confidence level set with 95%. 

III. RESULTS AND DISCUSSION 

A. Result 

Data was collected using averaging filtering technique 

to minimize the noise effect of the ADC reading from the 

ATmega328P microcontroller. Then the process of 

reading the linear point from each measurement result is 

carried out as calibration. The calibration process is 

carried out by comparing the ADC readings with the pH 

measurement values using different sensor instruments, 

and the pH accuracy is + 0.2. 

 

Table 1. Linear Regression Results  

      𝜷𝟎    𝜷𝟏       𝒓𝟐 

   23,19      0,031   0,99 

 

Interpolation of pH data on ADC readings using linear 

regression in Figure 4 and the value of the coefficient of 

determination was 0.99, with the coefficient of each 

shown in Table 1. Accurate data collection from sensors 

is essential to get accurate sensor measurement results. In 

this case, data sampling takes pH data on a measuring 

instrument with 1000 samples. Variations in the intensity 

level of the pH given during the measurement process 

were 2.17, 5.75, 7.73, 10.36, and 13.15, with a description 

of the data in Table 2. 
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Figure 3. Research flowchart 

 

 

Figure 4. Linear regression of analog readings to a 

pH sensor 

 

Figure 5 shows, Gaussian distribution with data on 

sensors. The distribution consists of a data set with a 

normal distribution curve with a mean representing the 

mea of the distribution. Each data is analyzed for 

distribution and variation to determine the characteristics 

of the sensor. 

The data distribution is visualized using the boxplot in 

Figures 6(a) and 6(b). Figure 6(a) shows the distribution 

of relative error data for each pH measurement, which 

shows that the measurement at a pH value of 13.15 has a 

minor standard deviation and the smallest relative error 

distribution with other values. Figure 6(b) presents the 

relative error distribution of all pH measurements as a 

population.  

Table 2. Result of Measurement Data  

pH 2.17 5.75 7.73 10.36 13.15 

Count 1000 1000 1000 1000 1000 

Mean 2.177 5.761 7.726 10.372 13.152 

Std 0.007 0.012 0.011 0.009 0.014 

Min 2.154 5.727 7.687 10.345 13.107 

25% 2.173 5.753 7.719 10.367 13.142 

50% 2.177 5.762 7.726 10.372 13.152 

75% 2.183 5.770 7.734 10.379 13.162 

Max 2.205 5.794 7.763 10.399 13.200 

 

The Chauvenet Criterion can eliminate data with a 

probability of less than 0.5%, which is considered an 

outlier and must be eliminated. In calculating 

probabilities, the first thing that needs to be done is to 

determine the mean and standard deviation of the data. 

Then, the probability of each data is calculated using the 

normal distribution formula. To remove the outlier, we 

can use equation (5). 

In Table 4, the results are obtained from the calculation 

that the ANOVA test rejects the null hypothesis and 

accepts the alternate hypothesis. The value α = 0.05 is 

used in determining the p-value limit of ANOVA. This 

result proves a significant difference between the data 

treatment groups on the dependent variable. 

Tukey's HSD was used to calculate the difference in pH 

treatment between the groups. Tukey HSD compares 

applications by dividing them into different pairs. In this 

case, the total number is 10 data pair comparisons. 

Through Tukey's HSD test, all pairs accept the alternate 

hypothesis (H1) and reject the null hypothesis (H0), 

indicating significant differences between pairs. The 

probability of each pair coming from the same population 

is low. In Table 5 shows, results of the Tukey's HSD test. 

Table 3. Acquisition of Iteration Data  

 Iteration 

1 

Iteration 

2 

Iteration 

3 

Iteration 

4 

Mean 0.13 0.11 0.10 0.10 

𝝈 0.25 0.21 0.20 0.20 

Outlier 110 61 37 38 
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Figure 5. Standard deviation relative error (%) of each sample 

 

Table 4. One Way ANOVA Results  

 Sum of 

Squares 

Degrees of 

Freedom 
F-Score PR(>F) 

Enactment 48.26 4 416.46 0 

Residual 124.09 4746.00 - - 

Table 5. Tukey's HSD Results 

pH Diff L U Vq Vp 

2.17 5.75 0.04 0.01 0.06 6.48 0.001 

2.17 7.73 0.27 0.25 0.29 49.04 0.001 

2.17 10.36 0.10 0.08 0.12 18.90 0.001 

2.17 13.15 0.21 0.19 0.23 38.34 0.001 

5.75 7.73 0.23 0.21 0.25 45.53 0.001 

5.75 10.36 0.07 0.05 0.09 13.27 0.001 

5.75 13.15 0.17 0.15 0.19 34.08 0.001 

7.73 10.36 0.17 0.15 0.18 32.37 0.001 

7.73 13.15 0.06 0.04 0.08 11.53 0.001 

10.36 13.15 0.11 0.09 0.13 20.86 0.001 

*L = data with the lowest value, U = data with the highest value, 

  Vq = Q-value from data, Vp = P-value from data. 

The differential test results for each data show that the 

Vp value is ≤ 0.001. That indicates that there is no 

significant difference in the data. So the data collection 

process is going well. No analysis is being rejected. 

 

 

(a) 

 

(b) 

Figure 6. (a) Relative error distribution for 

each sample, (b) Relative error population distribution 
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Table 6. Final Result 

pH 2.17 5.75 7.73 10.36 13.15 

Mean (pH) 2.18 5.76 7.73 10.37 13.15 

Standard 

Deviation 
0.01 0.01 0.01 0.01 0.01 

Standard 

Error 
0.00 0.00 0.00 0.00 0.00 

Uncertainty 

2.18 

± 

0.2 

5.76 

± 

0.16 

7.73 

± 

0.11 

10.37 

± 

0.07 

13.15 

±  

0.09 

B. Discussion 

The variation analysis of data sensor measurements 

against 1000 sample population. Figure 6 shows, the 

standard deviation error for each sample has a density ≤ 

0.45. The distribution is even, with the largest data 

distribution in the middle, where the deviation is close to 

zero. Figure 7(2) shows that the average movement error 

value of all measurements is between -0.1% to 0.25%. 

The highest error movement value ranges from -0.5% to 

0.5%. Then the picture shows small dots as individual 

data, indicating outliers. Figure 7(1) shows the 

distribution of the 5 data sets in the ANOVA graph. The 

use of a mean value of 0 is done to see the data 

distribution. Distributions that still have outliers result in 

the error deviation having a value range that is outside of 

-0.75% to 1.5%. However, the distribution with a high 

error deviation only occurs at pH 2.17 measurements. The 

higher the base level in the liquid, the smaller the 

deviation error range. Even at pH 13.15, the error 

deviation value gets smaller, and the average error 

percentage approaches zero. Then the Cauvenet Criterion 

is performed to identify outliers on the ANOVA Figure 

7(1) chart. Until the iteration 4 process, 246 data were 

identified as outliers. Figure 7 shows, the final result of 

ANOVA. 

 
Figure 7. Final results relative error (%) 

of each sample 

Of the 5 data sets in the graph, the median value of the 

entire distribution of data distribution lies at 0.1%. The 

distribution still has outliers, which are reduced from the 

previous chart. The process of removing outliers 

decreased the error's deviation range, ranging from -0.4% 

to 0.5% at pH 2.17. Just like the characteristics of the 

previous sensor, the error deviation range is getting 

smaller. The deviation value of the error ranged from -

0.25% to 0.37% at pH of 13.15. This indicates that the 

Chauvenet criterion positively impacts the accuracy of 

data readings and can facilitate the ANOVA test in 

providing a more precise data analysis. 

Then in Table 6, the final result of the uncertainty level 

of all measurements is less than + 0.2 with a deviation of 

0.01 for each data. This indicates that the measurement 

results or estimates are accurate and reliable. The more 

alkaline the liquid being measured, the better the degree 

of uncertainty of the measurement. The error value at the 

level of + 0.5% proves that statistics can be used in 

acquiring data readings on the sensor to get results that are 

closer to perfect. 

 

(a) 

 

(b) 

Figure 8. (a) Q-Q Plot, (b) Density Probability from Standard 

Relative Error 

Analysis using a Q-Q plot was carried out to determine 

the distribution of data on the diagonal line. Figure 8(a) 

shows that the data is normally distributed through Q-Q 

plots and density probability graphs. With 249 wasted 

data, the resulting data is distributed on the quantile and 

residual lines from -2 to 2. This shows that all data is 

concentrated in that range. Figure 8(b) explains the overall 

distribution of measurement results better. The mean or 

deviation value of the whole is at zero, indicating that the 

data is normally distributed. 

IV. CONCLUSION 

Proof of self-calibration, performed without reference 

to the source code library, gives near-perfect results with 

experimental temperature conditions between 25 to 35 °C. 

The analysis of variance was carried out using one way 

ANOVA, Chauvenet Criterion, and Tukey HSD methods. 

It was found that all data pairs rejected the null hypothesis 

(H0) and accepted the alternative hypothesis (H1). After 

the filtering process, the standard error value for each 
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measurement was 0.00, with the uncertainty value using 

the mean deviation method ranging from 0.07 to 0.02. 

Significant differences are seen in the relative errors in pH 

measurements under strongly acidic conditions. The 

higher the alkaline level of the liquid, the lower the 

measurement error deviation obtained. With the outlier 

filter, the average error value analysis results are less than 

+ 0.5%. The measurements carried out in this study gave 

even better results than reference journals, where an 

average error value of 5%. In the future the research 

process or method can be useful in various aspects such 

as real-time reading, data logging, high-accuracy 

measurements, and others.     
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