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A B S T R A C T

In this paper, we obtain the best possible value of the absolute constant $C$ such that for every isotropic convex body $K \subseteq \mathbb{R}^{n}$ the following inequality (which was proved by Klartag and reduces the hyperplane conjecture to centrally symmetric convex bodies) is satisfied:

$$
L_{K} \leq C L_{K_{n+2}\left(g_{K}\right)}
$$

Here $L_{K}$ denotes the isotropic constant of $K, g_{K}$ its covariogram function, which is log-concave, and, for any log-concave function $g, K_{n+2}(g)$ is a convex body associated to the log-concave function $g$, which belongs to a uniparametric family introduced by Ball. In order to obtain this inequality, sharp inclusion results between the convex bodies in this family are obtained whenever $g$ satisfies a better type of concavity than the log-concavity, as $g_{K}$ is, indeed $\frac{1}{n}$-concave.
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## 1. Introduction and notation

A convex body $K \subseteq \mathbb{R}^{n}$ (i.e., a compact convex set with non-empty interior) is called isotropic if it has volume (Lebesgue measure), which we will denote by $|K|$, equal to 1 , its barycenter is at the origin, and there exists $L_{K}>0$, known as the isotropic constant of $K$, such that for every $\theta \in S^{n-1}$, the Euclidean unit sphere,

$$
\int_{K}\langle x, \theta\rangle^{2} d x=L_{K}^{2}
$$

[^0]where $\langle\cdot, \cdot\rangle$ denotes the standard scalar product of two vectors.
It is well known that for every convex body $K \subseteq \mathbb{R}^{n}$, there exists a unique (up to orthogonal maps) affine map $a+T$, with $a \in \mathbb{R}^{n}$ and $T \in G L(n)$, the set of non-degenerate $n \times n$ linear maps, such that $a+T K$ is isotropic and then one can define the isotropic constant for every non-necessarily isotropic convex body as the isotropic constant of its isotropic images. It is also well known (see, for instance, [22, Lemma 4.1]) that, among all the $n$-dimensional convex bodies, the Euclidean ball $B_{2}^{n}:=\left\{x \in \mathbb{R}^{n}:\|x\|_{2} \leq 2\right\}$, where $\|\cdot\|_{2}$ denotes the Euclidean norm in $\mathbb{R}^{n}$, is the one with the smallest isotropic constant and that its value is bounded below by a positive absolute constant, independent of $K$ and the dimension $n$. We call a constant absolute whenever it is independent of every other parameter involved.

However, it is still an open problem, known as the slicing problem, whether there exists an absolute constant bounding from above the isotropic constant of every isotropic convex body in every dimension. This question was posed by Bourgain, who proved in [8] the following dimension-dependent upper bound for the isotropic constant of any convex body $K \subseteq \mathbb{R}^{n}: L_{K} \leq C n^{1 / 4} \log n$, where $C$ is an absolute constant. This upper bound was improved by Klartag [16], removing the logarithm in Bourgain's upper bound. It was only recently when a major breakthrough occurred and an upper bound of an order smaller than any positive power of $n$ has been obtained. Such a result is deduced from Chen's estimate of the best constant in the Kannan-Lovász-Simonovits spectral gap conjecture [11] and the known relation between both conjectures (see [12]). This result has been improved by Klartag and Lehec [18], and Jambulapati, Lee and Vempala [14], which provided polylogarithmic in the dimension upper bounds for the isotropic constant of convex bodies.

This conjecture has been verified for several classes of convex bodies such us 1-unconditional convex bodies, (see [7] or [22]), duals to zonoids (see [5] or [21]), bodies with a bounded outer volume ratio [22], random bodies [17], unit balls of Schatten norms [19], or polytopes with a small number of vertices [1], and several reductions of the problem have been proved like a reduction to convex bodies with small diameter [8] (see also [10, Proposition 3.3.3]), or a reduction to convex bodies with finite volume ratio [9].

In this paper we are going to focus on the reduction to centrally symmetric convex bodies, which was proved by Klartag in [15, Lemma 2.3] (see also [10, Proposition 2.5.10]). A particular case of this result states the following:

Given an isotropic convex body $K \subseteq \mathbb{R}^{n}$, there exists another isotropic centrally symmetric convex body $T \subseteq \mathbb{R}^{n}$ and an absolute constant $C>0$ such that

$$
\begin{equation*}
L_{K} \leq C L_{T} \tag{1.1}
\end{equation*}
$$

Therefore, if the hyperplane conjecture is verified by centrally symmetric convex bodies, it is verified by every convex body. When examining the proof of this result, one observes the following three things:

1) This result is proved in the more general setting of log-concave functions (i.e., functions whose logarithm is concave), which is the context in which the hyperplane conjecture and other important conjectures are studied, stating that there exists an absolute constant $C>0$ such that if $f: \mathbb{R}^{n} \rightarrow[0, \infty)$ is an integrable isotropic log-concave function (i.e., with $\int_{\mathbb{R}^{n}} f(x) d x=1, \int_{\mathbb{R}^{n}} x f(x) d x=0$, and $\int_{\mathbb{R}^{n}}\langle x, \theta\rangle^{2} f(x) d x=1$ for every $\theta \in S^{n-1}$ ) there exists a centrally symmetric convex body $T \subseteq \mathbb{R}^{n}$ such that

$$
\begin{equation*}
L_{f}:=\left(\sup _{x \in \mathbb{R}^{n}} f(x)\right)^{\frac{1}{n}} \leq C L_{T} . \tag{1.2}
\end{equation*}
$$

2) The convex body $T$ appears as the convex body $K_{n+2}\left(g_{f}\right)$ where $g_{f}$ denotes the function $g_{f}(x)=$ $\int_{\mathbb{R}^{n}} f(y) f(y-x) d y$ and, for a given log-concave function $g,\left(K_{p}(g)\right)_{p>0}$ denotes a uniparametric family
of convex bodies associated to $g$, which was introduced by Ball in [4], and which is defined, for $g: \mathbb{R}^{n} \rightarrow$ $[0, \infty)$ a log-concave function with $g(0)>0$, and $p>0$, as

$$
K_{p}(g):=\left\{x \in \mathbb{R}^{n}: \int_{0}^{\infty} p t^{p-1} g(t x) d t \geq g(0)\right\} .
$$

3) The constant $C$ of formula (1.1) appears as an upper bound of the ratio of the volume of the convex body $K_{n+2}\left(g_{f}\right)$ and the volume of $K_{n}\left(g_{f}\right)$, which is obtained by a general inclusion relation between the convex bodies $\left(K_{p}(g)\right)_{p>0}$ for a general log-concave function $g$.

In this paper we will focus in the more restricted setting of convex bodies, which are included in the setting of log-concave functions by identifying a convex body $K$ with its characteristic function $\chi_{K}$. In such case the function $g_{f}$ mentioned above corresponds to the covariogram function of $K$, which we will denote $g_{K}$. We will obtain the value of the best possible constant in relation (1.1) when one considers such relation in the setting of convex bodies instead of the absolute constant that appears in the more general setting of log-concave functions stated in equation (1.2) and then the inclusion relation between the family of convex bodies mentioned in 3) restricts to an inclusion relation between convex bodies in the family $\left(K_{p}\left(g_{K}\right)\right)_{p>0}$ for a convex body $K$. More precisely, we prove the following

Theorem 1.1. Let, for every $n \in \mathbb{N}, D_{n}=\frac{1}{\sqrt{2}} \frac{\binom{2 n}{n}^{\frac{1}{2}+\frac{1}{n}}}{\binom{2 n+2}{n}^{\frac{1}{2}}}$. Then, for every isotropic convex body $K \subseteq \mathbb{R}^{n}$

$$
L_{K} \leq D_{n} L_{K_{n+2}\left(g_{K}\right)}
$$

Furthermore, there is equality if and only if $K$ is a regular simplex. Moreover, $\sup _{n \in \mathbb{N}} D_{n}=\sqrt{2}$.
In order to prove this theorem, we obtain a sharp inclusion relation between the convex bodies in the family $\left(K_{p}(g)\right)_{p>0}$, whenever $g$ is an $\alpha$-concave function for some $\alpha>0$ (i.e., $g^{\alpha}$ is concave on its support), instead of $\log$-concave, as when $K \subseteq \mathbb{R}^{n}$ is a convex body, the covariogram function $g_{K}$ is $\frac{1}{n}$-concave rather than log-concave. Let us point out that, while the natural setting to study many problems in convexity is the setting of log-concave functions, many sharp well-known inequalities in convex geometry appear as a consequence of some functions satisfying a better type of concavity (recall that any $\alpha$-concave function with $\alpha>0$ is, in particular, log-concave). Let us mention, for instance, Rogers-Shephard inequality or Zhang's inequality, which can be obtained from the $\frac{1}{n}$-concavity of the covariogram function (see [23], [26], [13], or [2]). Therefore, we believe that having sharp inclusion relations between the convex bodies in this family, which have typically been considered in the log-concave setting, for $\alpha$-concave functions might be interesting in itself. We state the relation in the following theorem (see notation below):

Theorem 1.2. Let $g: \mathbb{R}^{n} \rightarrow[0, \infty)$ be a continuous integrable $\alpha$-concave function such that $g(0)>0$. For any $0<p<q$, we have that

$$
\binom{\frac{1}{\alpha}+q}{\frac{1}{\alpha}}^{1 / q} K_{q}(g) \subseteq\binom{\frac{1}{\alpha}+p}{\frac{1}{\alpha}}^{1 / p} K_{p}(g) .
$$

Besides, if there exist $0<p<q$ such that this inclusion is an equality, then $\|g\|_{\infty}=g(0)$ and

$$
\frac{g(x)}{g(0)}=\left(1-\|x\|_{L}\right)^{1 / \alpha} \chi_{L}(x)
$$

where $L=$ suppg.

We use the following notation: For any convex body $K$ containing the origin in its interior, $\chi_{K}$ will denote its characteristic function, $\|\cdot\|_{K}$ will denote its Minkowski functional, defined as $\|x\|_{K}=\inf \{\lambda>$ $0: x \in \lambda K\}$ for every $x \in \mathbb{R}^{n}$ and $\rho_{K}$ will denote its radial function, which is defined for every $u \in S^{n-1}$, as $\rho_{K}(u):=\max \{\lambda>0: \lambda u \in K\}$ and is extended homogeneously to $\mathbb{R}^{n}$. Let us recall that $\rho_{K}(x)=\frac{1}{\|x\|_{K}}$ for every $x \in \mathbb{R}^{n} \backslash\{0\}$ and that for any two convex bodies $K, L$ containing the origin in their interiors and any $\lambda>0, \rho_{\lambda K}(x)=\lambda \rho_{K}(x)$ for every $x \in \mathbb{R}^{n}$ and $K \subseteq L$ if and only if $\rho_{K}(x) \leq \rho_{L}(x)$ for every $x \in \mathbb{R}^{n}$. $d \sigma$ will denote the uniform probability measure on $S^{n-1}$ and, given a function $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$, supp $g$ will denote the support of $g$ and $\|g\|_{\infty}$ will stand for the $\ell_{\infty}$-norm, or the supremum norm. For any $x, y>0$, we recall the definition of generalized binomial coefficients in terms of Gamma functions as

$$
\binom{x}{y}:=\frac{\Gamma(1+x)}{\Gamma(1+y) \Gamma(1+x-y)} .
$$

The paper is structured as follows. In Section 2 we will introduce some preliminary known results that we will use in order to prove Theorem 1.1 and Theorem 1.2. In Section 3 we will prove the inclusion relations given by Theorem 1.2. Finally, in Section 4, we will prove Theorem 1.1.

## 2. Preliminaries

In this section we will introduce the necessary concepts and already known results that we need in our proofs.

### 2.1. Covariogram function

Given a convex body $K \subset \mathbb{R}^{n}$, its covariogram function is the function defined as

$$
g_{K}(x)=|K \cap(x+K)|=\int_{\mathbb{R}^{n}} \chi_{K}(y) \chi_{x+K}(y) d y
$$

It is easy to check that $\left\|g_{K}\right\|_{\infty}=g_{K}(0)=|K|$, that the support of $g_{K}$ is the difference body

$$
K-K=\left\{x-y \in \mathbb{R}^{n}: x-y \in K\right\},
$$

and that

$$
\int_{\mathbb{R}^{n}} g_{K}(x) d x=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \chi_{K}(y) \chi_{x+K}(y) d y d x=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \chi_{K}(y) \chi_{y-K}(x) d x d y=|K|^{2} .
$$

Therefore, if $|K|=1$ then $g_{K}$ is a probability density. Besides, for any convex body $K \subseteq \mathbb{R}^{n}, g_{K}$ is an even function: For every $x \in \mathbb{R}^{n}$ we have

$$
g_{K}(-x)=|K \cap(-x+K)|=|(x+K) \cap(x-x+K)|=|(x+K) \cap K|=g_{K}(x) .
$$

Moreover, as a consequence of Brunn-Minkowski inequality (see, for instance, [24, Theorem 7.1.1]) $g_{K}$ is a $\frac{1}{n}$-concave function. We will make use of the following lemma, which is a simplified version of [2, Proposition 2.10]:

Lemma 2.1. Let $K \subseteq \mathbb{R}^{n}$ be a convex body. Then $K$ is an $n$-dimensional simplex if and only if for every $\theta \in[0,1]$

$$
\left(1-\theta^{1 / n}\right)(K-K)=\left\{x \in K-K: g_{K}(x) \geq \theta|K|\right\} .
$$

The following lemma is also well known (see [10, Proposition 2.5.10]). Nevertheless, since it is one of the key steps in the proof of inequality (1.1) and in the proof of Theorem 1.1, we will give its proof for the sake of completeness.

Lemma 2.2. Let $K \subset \mathbb{R}^{n}$ be a centered convex body with $|K|=1$. Let $g_{K}(x)=|K \cap(x+K)|$ be the covariogram function. Then, $\forall \theta \in S^{n-1}$,

$$
\int_{\mathbb{R}^{n}}\langle x, \theta\rangle^{2} g_{K}(x) d x=2 \int_{K}\langle x, \theta\rangle^{2} d x
$$

Proof. From the definition of $g_{K}$ we have

$$
\int_{\mathbb{R}^{n}}\langle x, \theta\rangle^{2} g_{K}(x) d x=\int_{\mathbb{R}^{n} \mathbb{R}^{n}} \int\langle x, \theta\rangle^{2} \chi_{K}(y) \chi_{x+K}(y) d x d y
$$

Note that $y \in x+K \Leftrightarrow x \in y-K$. Also, using Fubini's theorem, we have that

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}}\langle x, \theta\rangle^{2} g_{K}(x) d x=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}\langle x, \theta\rangle^{2} \chi_{K}(y) \chi_{y-K}(x) d x d y \\
& =\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}\langle y+(x-y), \theta\rangle^{2} \chi_{K}(y) \chi_{y-K}(x) d x d y \\
& =\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}\left(\langle y, \theta\rangle^{2}+2\langle y, \theta\rangle\langle x-y, \theta\rangle+\langle x-y, \theta\rangle^{2}\right) \chi_{K}(y) \chi_{y-K}(x) d x d y .
\end{aligned}
$$

Splitting the latter integral in three integrals, and taking into account that $|K|=1$, we obtain

$$
\begin{aligned}
\int_{\mathbb{R}^{n}}\langle x, \theta\rangle^{2} g_{K}(x) d x & =\int_{\mathbb{R}^{n}}\langle y, \theta\rangle^{2} \chi_{K}(y) d y|K| \\
& +2 \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}\langle y, \theta\rangle\langle x-y, \theta\rangle \chi_{K}(y) \chi_{y-K}(x) d x d y \\
& +\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}\langle x-y, \theta\rangle^{2} \chi_{K}(y) \chi_{y-K}(x) d x d y .
\end{aligned}
$$

Finally, with the change of variables $x-y=z$ and taking into account that $|K|=1$ and that $K$ is centered, we have that

$$
\begin{aligned}
\int_{\mathbb{R}^{n}}\langle x, \theta\rangle^{2} g_{K}(x) d x & =\int_{K}\langle y, \theta\rangle^{2} d y+2 \int_{K} \int_{-K}\langle y, \theta\rangle\langle z, \theta\rangle d z d y+\int_{K} \int_{-K}\langle z, \theta\rangle^{2} d z d y \\
& =\int_{K}\langle y, \theta\rangle^{2} d y+0+\int_{K}\langle z, \theta\rangle^{2} d z=2 \int_{K}\langle x, \theta\rangle^{2} d x
\end{aligned}
$$

### 2.2. Ball's bodies

Given a log-concave function $g: \mathbb{R}^{n} \rightarrow[0, \infty)$ with $g(0)>0$ and $p>0$, we consider the following convex body, introduced by Ball in [4], where he also proved their convexity:

$$
K_{p}(g):=\left\{x \in \mathbb{R}^{n}: \int_{0}^{\infty} p t^{p-1} g(t x) d t \geq g(0)\right\} .
$$

It is not difficult to see that their radial function is defined as

$$
\rho_{K_{p}(g)}(u)=\left(\frac{1}{g(0)} \int_{0}^{\infty} p t^{p-1} g(t u) d t\right)^{1 / p}, \quad u \in S^{n-1} .
$$

This family of convex bodies play an important role in the study of log-concave functions, as they allow us to construct convex bodies associated to log-concave functions preserving some of its properties. One can verify that if $g$ is an even function then, for every $p>0$ and every $u \in S^{n-1} \rho_{K_{p}(g)}(-u)=\rho_{K_{p}(g)}(u)$. Therefore, if $g$ is an even log-concave function $K_{p}(g)$ is a centrally symmetric convex body for every $p>0$. The following lemma is also well known (see [10, Proposition 2.5.3]). We include the proof here, as it provides another key step in the proof of (1.1) and Theorem 1.1.

Lemma 2.3. Let $g: \mathbb{R}^{n} \rightarrow[0, \infty)$ be a measurable function. Then, for every $\theta \in S^{n-1}$ and $p \geq 0$ we have that

$$
\int_{K_{n+p}(g)}|\langle x, \theta\rangle|^{p} d x=\frac{1}{g(0)} \int_{\mathbb{R}^{n}}|\langle x, \theta\rangle|^{p} g(x) d x .
$$

Proof. By integrating in polar coordinates, we have that for any $p \geq 0$ and any $\theta \in S^{n-1}$,

$$
\begin{aligned}
\int_{K_{n+p}(g)}|\langle x, \theta\rangle|^{p} d x & =n\left|B_{2}^{n}\right| \int_{S^{n-1}} \int_{0}^{\rho_{K_{n+p}(g)}(u)}|\langle r u, \theta\rangle|^{p} r^{n-1} d r d \sigma(u) \\
& =n\left|B_{2}^{n}\right| \int_{S^{n-1}}|\langle u, \theta\rangle|^{p} \int_{0}^{\rho_{K_{n+p}(g)}(u)} r^{n+p-1} d r d \sigma(u) \\
& =n\left|B_{2}^{n}\right| \int_{S^{n-1}}|\langle u, \theta\rangle|^{p} \frac{\left(\rho_{K_{n+p}(g)}(u)\right)^{n+p}}{n+p} d \sigma(u) .
\end{aligned}
$$

Using the expression of the radial function of $K_{n+p}(g)$ and integration in polar coordinates again we obtain

$$
\begin{aligned}
\int_{K_{n+p}(g)}|\langle x, \theta\rangle|^{p} d x & =n\left|B_{2}^{n}\right| \int_{S^{n-1}}|\langle u, \theta\rangle|^{p} \frac{1}{g(0)} \int_{0}^{\infty} s^{n+p-1} g(s u) d s d \sigma(u) \\
& =n \frac{\left|B_{2}^{n}\right|}{g(0)} \int_{S^{n-1}} \int_{0}^{\infty} s^{n-1}|\langle s u, \theta\rangle|^{p} g(s u) d s d \sigma(u) \\
& =\frac{1}{g(0)} \int_{\mathbb{R}^{n}}|\langle x, \theta\rangle|^{p} g(x) d x .
\end{aligned}
$$

Finally, the following inclusion relation between different convex bodies in the family $\left(K_{p}(g)\right)_{p>0}$ is also known (see [10, Proposition 2.5.7]). If $g: \mathbb{R}^{n} \rightarrow[0, \infty)$ is a log-concave function with $g(0)=\|g\|_{\infty}$ and $0<p<q$, then

$$
\begin{equation*}
\frac{\Gamma(1+p)^{1 / p}}{\Gamma(1+q)^{1 / q}} K_{q}(g) \subseteq K_{p}(g) \subseteq K_{q}(g) . \tag{2.1}
\end{equation*}
$$

Let us point out that the first inclusion, which is the one used in the proof of (1.1), does not need the assumption $g(0)=\|g\|_{\infty}$. Theorem 1.2, which will be proved in the next section, will improve the first inclusion relation whenever $g$ is $\alpha$-concave for some $\alpha>0$, leading to the obtention of the constant $D_{n}$ in Theorem 1.1.

## 3. Inclusion relations between Ball bodies

In this section we are going to prove Theorem 1.2. It will be a direct consequence of the following lemma:
Lemma 3.1. Let $g:[0, \infty) \rightarrow[0, \infty)$ be an integrable $\alpha$-concave function, with $g(0)>0$. Then, the function

$$
G_{g}(p)=\left(\binom{\frac{1}{\alpha}+p}{\frac{1}{\alpha}} \frac{1}{g(0)} \int_{0}^{\infty} p t^{p-1} g(t) d t\right)^{1 / p}
$$

is decreasing in $p \in(0, \infty)$. Furthermore, if there exist $0<p<q$ such that $G_{g}(p)=G_{g}(q)$ then there exists $M>0$ such that

$$
\frac{g(t)}{g(0)}=\left\{\begin{array}{l}
\left(1-\frac{t}{M}\right)^{1 / \alpha}, \quad \text { if } t \in[0, M] \\
0, \text { if } t \in(M,+\infty)
\end{array}\right.
$$

Remark 3.1. The proof of this lemma follows the idea of the proof of Berwald's inequality (see [6], and also [3] for an English translation). However, in the proof of Berwald's inequality, only the $\frac{1}{n}$-concave function given by the super-level sets of a concave function was considered. In this lemma we consider any 1-dimensional $\alpha$-concave function with $\alpha>0$. This will allow us to prove the aforementioned inclusion relation between Ball bodies.

Proof. Without loss of generality, we can assume that $g(0)=1$. If $g(0)$ is not 1 , we apply the same argument with $g_{1}=\frac{g}{g(0)}$, which satisfies that $g_{1}(0)=1$ and is also integrable and $\alpha$-concave.

By definition, as $g$ is an $\alpha$-concave function, it follows that $g^{\alpha}$ is a concave function on its support, which is the same as the support of $g$. Besides, since $g$ is integrable and $\alpha$-concave, it has compact support. We define

$$
M=\sup \{t \in[0, \infty) ; g(t) \neq 0\}
$$

Then, it is clear that for every $p>0$

$$
G_{g}(p)=\left(\binom{\frac{1}{\alpha}+p}{\frac{1}{\alpha}} \int_{0}^{\infty} p t^{p-1} g(t) d t\right)^{1 / p}=\left(\binom{\frac{1}{\alpha}+p}{\frac{1}{\alpha}} \int_{0}^{M} p t^{p-1} g(t) d t\right)^{1 / p}
$$

Given a constant $M_{1}>0$, we define $h(t)$ as

$$
h(t)=\left\{\begin{array}{l}
\left(1-\frac{t}{M_{1}}\right)^{1 / \alpha}, \text { if } t \in\left[0, M_{1}\right] \\
0, \text { if } t \in\left(M_{1},+\infty\right)
\end{array}\right.
$$

Note that $h^{\alpha}(t)$ is affine on its support, so it is also concave. Then, $h$ is an $\alpha$-concave function. Changing variables $t=M_{1} x$, it follows that

$$
\begin{aligned}
G_{h}(p)^{p} & =\binom{\frac{1}{\alpha}+p}{\frac{1}{\alpha}} \int_{0}^{\infty} p t^{p-1} h(t) d t=\binom{\frac{1}{\alpha}+p}{\frac{1}{\alpha}} \int_{0}^{M_{1}} p t^{p-1}\left(1-\frac{t}{M_{1}}\right)^{1 / \alpha} d t \\
& =\binom{\frac{1}{\alpha}+p}{\frac{1}{\alpha}} \frac{1}{M_{1}^{1 / \alpha}} \int_{0}^{M_{1}} p t^{p-1}\left(M_{1}-t\right)^{1 / \alpha} d t \\
& =\binom{\frac{1}{\alpha}+p}{\frac{1}{\alpha}} \frac{1}{M_{1}^{1 / \alpha}} \int_{0}^{1} p\left(M_{1} x\right)^{p-1}\left(M_{1}-M_{1} x\right)^{1 / \alpha} d x M_{1} \\
& =\binom{\frac{1}{\alpha}+p}{\frac{1}{\alpha}} M_{1}^{p} p \int_{0}^{1} x^{p-1}(1-x)^{1 / \alpha} d x \\
& =\binom{\frac{1}{\alpha}+p}{\frac{1}{\alpha}} M_{1}^{p} p\left(\frac{\Gamma(p) \Gamma(1 / \alpha+1)}{\Gamma(p+1 / \alpha+1)}\right) \\
& =\binom{\Gamma(p+1 / \alpha+1)}{\Gamma(1 / \alpha+1) \Gamma(p+1)} M_{1}^{p} p\left(\frac{\Gamma(p) \Gamma(1 / \alpha+1)}{\Gamma(p+1 / \alpha+1)}\right) \\
& =M_{1}^{p} .
\end{aligned}
$$

Then, it is clear that $G_{h}(p)=M_{1}$ for every $p>0$. Let us now take $0<p<q$ and fix

$$
M_{1}=G_{g}(p) .
$$

The equality $G_{h}(p)=M_{1}=G_{g}(p)$ means that

$$
\left.\binom{\frac{1}{\alpha}+p}{\frac{1}{\alpha}} \int_{0}^{\infty} p t^{p-1} g(t) d t\right)^{1 / p}=\left(\binom{\frac{1}{\alpha}+p}{\frac{1}{\alpha}} \int_{0}^{\infty} p t^{p-1} h(t) d t\right)^{1 / p} .
$$

Equivalently,

$$
\begin{equation*}
\int_{0}^{\infty} p t^{p-1} g(t) d t=\int_{0}^{\infty} p t^{p-1} h(t) d t \tag{3.1}
\end{equation*}
$$

Notice that necessarily $M \leq M_{1}$. Otherwise, if $M>M_{1}$, we would have that since $g^{\alpha}$ is concave on $[0, M]$ with $g(0)=1$, for every $t \in(0, M]$

$$
h^{\alpha}(t)<\left(1-\frac{t}{M}\right) \leq g^{\alpha}(t)
$$

and then

$$
M_{1}^{p}=G_{g}(p)^{p}=\binom{\frac{1}{\alpha}+p}{\frac{1}{\alpha}} \int_{0}^{M} p t^{p-1} g(t) d t>\binom{\frac{1}{\alpha}+p}{\frac{1}{\alpha}} \int_{0}^{M_{1}} p t^{p-1} h(t) d t=M_{1}^{p}
$$

which is a contradiction. Moreover, since the two integrals in (3.1) are equal and $g(0)=h(0)=1$, it cannot happen that $h(t)<g(t)$ for every $t \in(0,+\infty)$. Thus, there exists some $t \in(0,+\infty)$ for which $h(t) \geq g(t)$. Then, the set $\{t>0: h(t) \geq g(t)\}$ is non-empty. We take the infimum of this set

$$
t_{0}=\inf \left\{t>0:\left(1-\frac{t}{M_{1}}\right)^{1 / \alpha} \geq g(t)\right\}
$$

By definition of $t_{0}$, it is clear that

$$
h(t)<g(t), \quad \forall t \in\left(0, t_{0}\right) .
$$

Let us see that $h(t) \geq g(t)$ for every $t>t_{0}$. On the one hand, it is clear that for every $t>M$ we have that $h(t) \geq g(t)=0$. On the other hand, if $t_{0}<M$ then for any $t_{0}<y \leq M$, we take $\lambda>0$ such that $t_{0}=\lambda 0+(1-\lambda) y$. Then, as $g^{\alpha}$ is concave on $[0, M]$ and $h^{\alpha}$ is affine on $\left[0, M_{1}\right]$, we have that

$$
\begin{aligned}
& g^{\alpha}\left(t_{0}\right)=g^{\alpha}(\lambda 0+(1-\lambda) y) \geq \lambda g^{\alpha}(0)+(1-\lambda) g^{\alpha}(y) \\
& h^{\alpha}\left(t_{0}\right)=h^{\alpha}(\lambda 0+(1-\lambda) y)=\lambda h^{\alpha}(0)+(1-\lambda) h^{\alpha}(y) .
\end{aligned}
$$

From the definition of $t_{0}$ and the continuity of $g$ and $h$, since concave functions are continuous on the interior of their supports, $g\left(t_{0}\right)=h\left(t_{0}\right)$. Then, it follows that

$$
\lambda h^{\alpha}(0)+(1-\lambda) h^{\alpha}(y) \geq \lambda g^{\alpha}(0)+(1-\lambda) g^{\alpha}(y)
$$

As $g(0)=h(0)=1$,

$$
h(y) \geq g(y) .
$$

Then, for every $y \in\left(t_{0}, M\right)$ we have that $h(y) \geq g(y)$.
Rewriting equality (3.1), we have that

$$
\frac{1}{\binom{\frac{1}{\alpha}+p}{\frac{1}{\alpha}}}\left(G_{g}(p)^{p}-G_{h}(p)^{p}\right)=\int_{0}^{\infty} p t^{p-1}(g(t)-h(t)) d t=0 .
$$

Thus, it follows that

$$
\begin{equation*}
\int_{0}^{t_{0}} p t^{p-1}(g(t)-h(t)) d t-\int_{t_{0}}^{\infty} p t^{p-1}(h(t)-g(t)) d t=0 . \tag{3.2}
\end{equation*}
$$

Then, for every $q>p$ we have that

$$
\begin{aligned}
\left.\frac{G_{g}(q)^{q}-G_{h}(q)^{q}}{\left(\frac{1}{\alpha}+q\right.}\right) & =\int_{0}^{\infty} q t^{q-1}(g(t)-h(t)) d t \\
& =\int_{0}^{t_{0}} q t^{q-1}(g(t)-h(t)) d t-\int_{t_{0}}^{\infty} q t^{q-1}(h(t)-g(t)) d t \\
& =\frac{q}{p}\left(\int_{0}^{t_{0}} p t^{p-1} t^{q-p}(g(t)-h(t)) d t-\int_{t_{0}}^{\infty} p t^{p-1} t^{q-p}(h(t)-g(t)) d t\right)
\end{aligned}
$$

$$
\leq \frac{q}{p} t_{0}^{q-p}\left(\int_{0}^{t_{0}} p t^{p-1}(g(t)-h(t)) d t-\int_{t_{0}}^{\infty} p t^{p-1}(h(t)-g(t)) d t\right)
$$

Using equality (3.2), it is clear that

$$
\begin{aligned}
\frac{G_{g}(q)^{q}-G_{h}(q)^{q}}{\binom{\frac{1}{\alpha}+q}{\frac{1}{\alpha}}} & \leq \frac{q}{p} t_{0}^{q-p}\left(\int_{0}^{t_{0}} p t^{p-1}(g(t)-h(t)) d t-\int_{t_{0}}^{\infty} p t^{p-1}(h(t)-g(t)) d t\right) \\
& =\frac{q}{p} t_{0}^{q-p} \cdot 0=0
\end{aligned}
$$

So, we have that for every $0<p<q$,

$$
G_{g}(q)-G_{h}(q) \leq 0
$$

From the definition of $h$, it satisfies that $G_{h}(q)=G_{h}(p)=G_{g}(p)$. So, we can conclude that for every $0<p<q$,

$$
G_{g}(q)-G_{g}(p) \leq 0
$$

and its proved that the function $G_{g}(p)$ is decreasing in $p \in(0, \infty)$.
Besides, if there exist $0<p<q$ such that $G_{g}(p)=G_{g}(q)$, then, defining $h$ as before, we have that necessarily $g(t)=h(t)$ for every $t>0$.

We can obtain now the proof of Theorem 1.2.

Proof of Theorem 1.2. Let $g: \mathbb{R}^{n} \rightarrow[0, \infty)$ be a continuous integrable $\alpha$-concave function with $g(0)>0$ and let $u \in S^{n-1}$. Calling $g_{u}:[0, \infty) \rightarrow[0, \infty)$ the integrable $\alpha$-concave function $g_{u}(t)=g(t u)$ we obtain that for every $p>0$

$$
\binom{\frac{1}{\alpha}+p}{\frac{1}{\alpha}}^{1 / p} \rho_{K_{p}(g)}(u)=\left(\binom{\frac{1}{\alpha}+p}{\frac{1}{\alpha}} \frac{1}{g(0)} \int_{0}^{\infty} p t^{p-1} g(t u) d t\right)^{1 / p}=G_{g_{u}}(p)
$$

where $G_{g_{u}}(p)$ is defined, as in the previous lemma, as

$$
G_{g_{u}}(p)=\left(\binom{\frac{1}{\alpha}+p}{\frac{1}{\alpha}} \frac{1}{g_{u}(0)} \int_{0}^{\infty} p t^{p-1} g_{u}(t) d t\right)^{1 / p}
$$

Since, by Lemma 3.1, $G_{g_{u}}(p)$ is decreasing in $p \in(0, \infty)$ we have that for every $0<p<q$ and for every $u \in S^{n-1}$

$$
\binom{\frac{1}{\alpha}+q}{\frac{1}{\alpha}}^{1 / q} \rho_{K_{q}(g)}(u)=G_{g_{u}}(q) \leq G_{g_{u}}(p)=\binom{\frac{1}{\alpha}+p}{\frac{1}{\alpha}}^{1 / p} \rho_{K_{p}(g)}(u)
$$

Therefore,

$$
\binom{\frac{1}{\alpha}+q}{\frac{1}{\alpha}}^{1 / q} K_{q}(g) \subseteq\binom{\frac{1}{\alpha}+p}{\frac{1}{\alpha}}^{1 / p} K_{p}(g)
$$

which proves the inclusion. Assume now that there exist $0<p<q$ such that the above inclusion is an equality. Then, for every $u \in S^{n-1}$ we have that

$$
G_{g_{u}}(q)=G_{g_{u}}(p)
$$

and, by the equality case in Lemma 3.1, we have that for every $u \in S^{n-1}$ there exists $M_{u}>0$ such that

$$
\frac{g_{u}(t)}{g(0)}=\frac{g_{u}(t)}{g_{u}(0)}=\left\{\begin{array}{l}
\left(1-\frac{t}{M_{u}}\right)^{1 / \alpha}, \text { if } t \in\left[0, M_{u}\right] \\
0, \text { if } t \in\left(M_{u},+\infty\right)
\end{array}\right.
$$

Then, necessarily, if $L=\operatorname{supp} g$, we have that $M_{u}=\rho_{L}(u)=\frac{1}{\|u\|_{L}}$ and then for every $u \in S^{n-1}$ and every $t \in[0, \infty)$

$$
\frac{g(t u)}{g(0)}=\left\{\begin{array}{l}
\left(1-\|t u\|_{L}\right)^{1 / \alpha}, \quad \text { if } t u \in L \\
0, \text { if } t u \notin L
\end{array}\right.
$$

Equivalently, $\frac{g(x)}{g(0)}=\left(1-\|x\|_{L}\right)^{1 / \alpha} \chi_{L}(x)$ for every $x \in \mathbb{R}^{n}$.

## 4. Proof of the main result

In this section we are going to prove Theorem 1.1. For that matter, we take $K \subseteq \mathbb{R}^{n}$ an isotropic convex body and we proceed as in the proof of inequality (1.1): We consider the Ball body $K_{n+2}\left(g_{K}\right)$, where $g_{K}$ denotes the covariogram function, and observe that $T:=\left|K_{n+2}\left(g_{K}\right)\right|^{-1 / n} K_{n+2}\left(g_{K}\right)$ has volume 1, it is centrally symmetric, as $g_{K}$ is an even function, and by Lemma 2.3 with $p=2$ and Lemma 2.2, for every $\theta \in S^{n-1}$

$$
\begin{aligned}
\int_{T}\langle x, \theta\rangle^{2} d x & =\frac{1}{\left|K_{n+2}\left(g_{K}\right)\right|^{1+2 / n}} \int_{K_{n+2}\left(g_{K}\right)}\langle x, \theta\rangle^{2} d x=\frac{1}{\left|K_{n+2}\left(g_{K}\right)\right|^{1+2 / n}} \int_{\mathbb{R}^{n}}\langle x, \theta\rangle^{2} g_{K}(x) d x \\
& =\frac{2}{\left|K_{n+2}\left(g_{K}\right)\right|^{1+2 / n}} \int_{K}\langle x, \theta\rangle^{2} d x=\frac{2 L_{K}^{2}}{\left|K_{n+2}\left(g_{K}\right)\right|^{1+2 / n}} .
\end{aligned}
$$

Therefore, $T$ is isotropic with

$$
\begin{equation*}
L_{K_{n+2}\left(g_{K}\right)}^{2}=L_{T}^{2}=\frac{2 L_{K}^{2}}{\left|K_{n+2}\left(g_{K}\right)\right|^{1+2 / n}} \tag{4.1}
\end{equation*}
$$

Observing now that $g_{K}$ is a $\frac{1}{n}$-concave function, we have, by Theorem 1.2 , that

$$
\begin{equation*}
\binom{2 n+2}{n}^{1 /(n+2)} K_{n+2}\left(g_{K}\right) \subseteq\binom{2 n}{n}^{1 / n} K_{n}\left(g_{K}\right) \tag{4.2}
\end{equation*}
$$

and, taking volumes and taking into account that by Lemma 2.3 with $p=0$ we have that $\left|K_{n}\left(g_{K}\right)\right|=$ $\int_{\mathbb{R}^{n}} g_{K}(x) d x=1$ we obtain that

$$
\left|K_{n+2}\left(g_{K}\right)\right| \leq \frac{\binom{2 n}{n}}{\binom{2 n+2}{n}^{n /(n+2)}},
$$

which, together with (4.1), yields

$$
L_{K_{n+2}}^{2}\left(g_{K}\right) \geq 2 \frac{\binom{2 n+2}{n}}{\binom{2 n}{n}^{1+2 / n}} L_{K}^{2}=\frac{L_{K}^{2}}{D_{n}^{2}},
$$

which is the inequality in Theorem 1.1. If there is equality in the above inequality we have that (4.2) is an equality. Therefore, by the characterization of the equality in Theorem 1.2, we have that

$$
g_{K}(x)=\left(1-\|x\|_{K-K}\right)^{n} \chi_{K-K}(x) \quad \forall x \in \mathbb{R}^{n} .
$$

Therefore, for every $\theta \in[0,1]$ we have that

$$
\left(1-\theta^{1 / n}\right)(K-K)=\left\{x \in K-K: g_{K}(x) \geq \theta|K|\right\},
$$

and, by Lemma 2.1, $K$ is an $n$-dimensional simplex. Since we are assuming that $K$ is isotropic, then $K$ is the $n$-dimensional regular simplex with volume 1 .

Finally, let us prove that $\sup _{n \in \mathbb{N}} D_{n}=\sqrt{2}$ or, equivalently, that

$$
\begin{equation*}
\inf \left\{2 \frac{\binom{2 n+2}{n}}{\binom{2 n}{n}^{1+2 / n}}: n \in \mathbb{N}\right\}=\frac{1}{2} \tag{4.3}
\end{equation*}
$$

Using Stirling's formula, one can check that

$$
\lim _{n \rightarrow \infty} 2 \frac{\binom{2 n+2}{n}}{\binom{2 n}{n}^{1+2 / n}}=\lim _{n \rightarrow \infty} 2 \frac{\Gamma(2 n+3)}{\Gamma(n+3) \Gamma(n+1)} \cdot\left(\frac{\Gamma(n+1) \Gamma(n+1)}{\Gamma(2 n+1)}\right)^{1+2 / n}=\frac{1}{2} .
$$

Therefore, in order to prove (4.3), it is enough to prove that for every $n \geq 1$

$$
\begin{equation*}
2 \frac{\binom{2 n+2}{n}}{\binom{2 n}{n}^{1+2 / n}} \geq \frac{1}{2} . \tag{4.4}
\end{equation*}
$$

We will prove (4.4) by induction. In order to prove the induction step, we will split the proof in two lemmas. In the first lemma we will prove an auxiliary inequality that we will need in order to prove the induction step. In the second lemma we will actually prove the induction step:

Lemma 4.1. For every $n \in \mathbb{N}$,

$$
\frac{4 n}{n+2}\left(\frac{n(n+1)}{(n-1)(n+2)}\right)^{n-1} \frac{n^{2}}{(2 n-1)^{2}} \geq 1
$$

Proof. Notice that for every $n \in \mathbb{N}$

$$
\begin{aligned}
\frac{4 n}{n+2}\left(\frac{n(n+1)}{(n-1)(n+2)}\right)^{n-1} \frac{n^{2}}{(2 n-1)^{2}} & \geq 1 \\
\Leftrightarrow\left(\frac{n(n+1)}{(n-1)(n+2)}\right)^{n-1} & \geq \frac{(2 n-1)^{2}}{n^{2}} \frac{(n+2)}{4 n} \\
\Leftrightarrow\left(1+\frac{2}{n^{2}+n-2}\right)^{n-1} & \geq 1+\frac{4 n^{2}-7 n+2}{4 n^{3}}
\end{aligned}
$$

$$
\Leftrightarrow(n-1) \log \left(1+\frac{2}{n^{2}+n-2}\right) \geq \log \left(1+\frac{4 n^{2}-7 n+2}{4 n^{3}}\right) .
$$

Since for every $x>-1$,

$$
\log (1+x) \geq \frac{x}{1+x},
$$

we obtain that

$$
(n-1) \log \left(1+\frac{2}{n^{2}+n-2}\right) \geq(n-1) \frac{\frac{2}{n^{2}+n-2}}{1+\frac{2}{n^{2}+n-2}}=\frac{2(n-1)}{n(n+1)} .
$$

Also, notice that

$$
\begin{aligned}
\frac{2(n-1)}{n(n+1)} \geq \frac{4 n^{2}-7 n+2}{4 n^{3}} & \Leftrightarrow 8 n^{3}(n-1) \geq n(n+1)\left(4 n^{2}-7 n+2\right) \\
& \Leftrightarrow 4 n^{4}-5 n^{3}+5 n^{2}-2 n \geq 0 \\
& \Leftrightarrow 4 n^{3}-5 n^{2}+5 n-2 \geq 0 .
\end{aligned}
$$

As $g(t)=4 t^{3}-5 t^{2}+5 t-2$ is an increasing function on the interval $[0, \infty)$ and $g(1)=2$, it is clear that $4 n^{3}-5 n^{2}+5 n-2 \geq 0$ for every $n \geq 1$. So, using that

$$
x \geq \log (1+x)
$$

for every $x>-1$, it follows that

$$
\begin{aligned}
(n-1) \log \left(1+\frac{2}{n^{2}+n-2}\right) & \geq \frac{2(n-1)}{n(n+1)} \geq \frac{4 n^{2}-7 n+2}{4 n^{3}} \\
& \geq \log \left(1+\frac{4 n^{2}-7 n+2}{4 n^{3}}\right) .
\end{aligned}
$$

Now let us prove that equation (4.4) is true. In order to slightly ease the notation, we will make use of Catalan numbers. These numbers have been widely studied in the literature (see, for instance [20] or [25]). They are defined in the following way: for each $n \in \mathbb{N}$, the $n$-th Catalan number is defined as

$$
C_{n}=\frac{1}{n+1}\binom{2 n}{n}
$$

It is easy to check that for every $n \in \mathbb{N}$, Catalan numbers satisfy that

$$
C_{n+1}=\frac{2(2 n+1)}{n+2} C_{n} .
$$

Lemma 4.2. For every $n \geq 1$,

$$
2 \frac{\binom{2 n+2}{n}}{\binom{2 n}{n}^{1+2 / n}} \geq \frac{1}{2} .
$$

Proof. Note that

$$
\binom{2 n+2}{n}=\frac{(2 n+2)!}{n!(n+2)!}=\frac{(2 n+2)!(n+1)}{(n+1)!(n+1)!(n+2)}=\frac{1}{n+2}\binom{2 n+2}{n+1}(n+1)=C_{n+1}(n+1) .
$$

Then, using the properties of Catalan numbers, it follows that

$$
2 \frac{\binom{2 n+2}{n}}{\binom{2 n}{n}^{1+2 / n}}=2 \frac{C_{n+1}}{\frac{1}{(n+1)}\binom{2 n}{n}\binom{2 n}{n}^{2 / n}}=2 \frac{C_{n+1}}{C_{n}\binom{2 n}{n}^{2 / n}}=2 \frac{2(2 n+1)}{(n+2)}\binom{2 n}{n}^{-2 / n} .
$$

Thus, for every $n \geq 1$,

$$
\begin{aligned}
2 \frac{\binom{2 n+2}{n}}{\binom{2 n}{n}^{1+2 / n}} \geq \frac{1}{2} & \Leftrightarrow 2 \frac{2(2 n+1)}{(n+2)}\binom{2 n}{n}^{-2 / n} \geq \frac{1}{2} \\
& \Leftrightarrow \frac{2 n+1}{n+2} \geq \frac{1}{8}\binom{2 n}{n}^{2 / n} \\
& \Leftrightarrow\left(\frac{2 n+1}{n+2}\right)^{n} \geq \frac{1}{8^{n}}\binom{2 n}{n}^{2}
\end{aligned}
$$

Using the fact that $\left(\frac{2 n+1}{n+2}\right)^{n} \geq\left(\frac{2 n}{n+2}\right)^{n}$ for every $n \geq 1$, and $\binom{2 n}{n}=(n+1) C_{n}$, for proving this lemma it is enough to prove that

$$
\begin{equation*}
\left(\frac{16 n}{n+2}\right)^{n} \geq(n+1)^{2} C_{n}^{2} \tag{4.5}
\end{equation*}
$$

for every $n \geq 1$. We will prove (4.5) by induction.
For $n=1$, using that $C_{1}=1$, the inequality is trivially satisfied:

$$
\left(\frac{16 \cdot 1}{1+2}\right)^{1}=\frac{16}{3} \geq 4=(1+1)^{2} C_{1} .
$$

For $n \geq 1$, assume that (4.5) is true for every $k \leq n-1$. Then,

$$
\begin{aligned}
\left(\frac{16 n}{n+2}\right)^{n} & =\frac{16 n}{n+2}\left(\frac{16 n}{n+2}\right)^{n-1}=\frac{16 n}{n+2}\left(\frac{n(n+1)}{(n-1)(n+2)}\right)^{n-1}\left(\frac{16(n-1)}{n+1}\right)^{n-1} \\
& \geq \frac{16 n}{n+2}\left(\frac{n(n+1)}{(n-1)(n+2)}\right)^{n-1} n^{2} C_{n-1}^{2} \\
& =\frac{16 n}{n+2}\left(\frac{n(n+1)}{(n-1)(n+2)}\right)^{n-1} \frac{n^{2}}{(n+1)^{2}} \frac{C_{n-1}^{2}}{C_{n}^{2}}(n+1)^{2} C_{n}^{2} .
\end{aligned}
$$

Note that for every $n \in \mathbb{N}$,

$$
C_{n}=\frac{2(2 n-1)}{n+1} C_{n-1} .
$$

Equivalently,

$$
\frac{C_{n-1}^{2}}{C_{n}^{2}}=\frac{(n+1)^{2}}{2^{2}(2 n-1)^{2}} .
$$

Then

$$
\begin{aligned}
\left(\frac{16 n}{n+2}\right)^{n} & \geq \frac{16 n}{n+2}\left(\frac{n(n+1)}{(n-1)(n+2)}\right)^{n-1} \frac{n^{2}}{(n+1)^{2}} \frac{C_{n-1}^{2}}{C_{n}^{2}}(n+1)^{2} C_{n}^{2} \\
& =\frac{16 n}{n+2}\left(\frac{n(n+1)}{(n-1)(n+2)}\right)^{n-1} \frac{n^{2}}{(n+1)^{2}} \frac{(n+1)^{2}}{2^{2}(2 n-1)^{2}}(n+1)^{2} C_{n}^{2} \\
& =\frac{4 n}{n+2}\left(\frac{n(n+1)}{(n-1)(n+2)}\right)^{n-1} \frac{n^{2}}{(2 n-1)^{2}}(n+1)^{2} C_{n}^{2}
\end{aligned}
$$

By using Proposition 4.1, we have that

$$
\left(\frac{16 n}{n+2}\right)^{n} \geq \frac{4 n}{n+2}\left(\frac{n(n+1)}{(n-1)(n+2)}\right)^{n-1} \frac{n^{2}}{(2 n-1)^{2}}(n+1)^{2} C_{n}^{2} \geq(n+1)^{2} C_{n}^{2}
$$

## Acknowledgments

I would like to thank my Ph.D. supervisor, David Alonso-Gutiérrez, for many helpful discussions and his valuable suggestions during the preparation of this paper.

## References

[1] D. Alonso-Gutiérrez, J. Bastero, J. Bernués, P. Wolff, On the isotropy constant of projections of polytopes, J. Funct. Anal. 258 (2010) 1452-1465.
[2] D. Alonso-Gutiérrez, C.H. Jiménez, R. Villa, Brunn-Minkowski and Zhang inequalities for convolution bodies, Adv. Math. 238 (2013) 50-59.
[3] D. Alonso-Gutiérrez, S. Artstein-Avidan, B. González Merino, C.H. Jiménez, R. Villa, Rogers-Shephard and local LoomisWhitney type inequalities, Math. Ann. 374 (2019) 1719-1771.
[4] K. Ball, Logarithmically concave functions and sections of convex sets in $\mathbb{R}^{n}$, Stud. Math. 88 (1988) 69-84.
[5] K. Ball, Normed spaces with a weak-Gordon-Lewis property, in: Functional Analysis, Austin, TX, 1987/1989, in: Lecture Notes in Math., vol. 1470, Springer, Berlin, 1991, pp. 36-47.
[6] L. Berwald, Verallgemeinerung eines Mittelwetsatzes von J. Favard, für positive konkave Funktionen, Acta Math. 79 (1947) 17-37.
[7] J. Bourgain, On high-dimensional maximal functions associated to convex bodies, Am. J. Math. 108 (6) (1986) 1467-1476.
[8] J. Bourgain, On the distribution of polynomials on high-dimensional convex sets, in: Springer Lecture Notes in Mathematics, vol. 1469, 1991, pp. 127-137.
[9] J. Bourgain, B. Klartag, V. Milman, A reduction of the slicing problem to finite volume ratio bodies, C. R. Math. 336 (4) (2003) 331-334.
[10] S. Brazitikos, A. Giannopoulos, P. Valettas, B.H. Vritsiou, Geometry of Isotropic Convex Bodies, Mathematical Surveys and Monographs, vol. 196, American Mathematical Society, Providence, RI, 2014.
[11] Y. Chen, An almost constant lower bound of the isoperimetric coefficient in the KLS conjecture, Geom. Funct. Anal. 31 (2021) 34-61.
[12] R. Eldan, B. Klartag, Approximately Gaussian marginals and the hyperplane conjecture, Contemp. Math. 545 (2011) 55-68.
[13] R.J. Gardner, G. Zhang, Affine inequalities and radial mean bodies, Am. J. Math. 120 (3) (1998) 505-528.
[14] A. Jambulapati, Y.T. Lee, S.S. Vempala, A slightly improved bound for the KLS constant, arXiv:2208.11644.
[15] B. Klartag, An isomorphic version of the slicing problem, J. Funct. Anal. 218 (2) (2005) 372-394.
[16] B. Klartag, On convex perturbations with a bounded isotropic constant, Geom. Funct. Anal. 16 (6) (2006) 1274-1290.
[17] B. Klartag, G. Kozma, On the hyperplane conjecture for random convex sets, Isr. J. Math. 170 (2009) 253-268.
[18] B. Klartag, J. Lehec, Bourgain's slicing problem and KLS isoperimetry up to polylog, arXiv:2203.15551.
[19] H. König, M. Meyer, A. Pajor, The isotropy constants of the Schatten classes are bounded, Math. Ann. 312 (4) (1998) 773-783.
[20] T. Koshy, M. Samlassi, Parity and primality of Catalan numbers, Coll. Math. J. 37 (1) (2006) 52-53.
[21] E. Milman, Dual mixed volumes and the slicing problem, Adv. Math. 207 (2) (2006) 566-598.
[22] V. Milman, A. Pajor, Isotropic positions and inertia ellipsoids and zonoids of the unit ball of a normed n-dimensional space, in: Geometric Aspects of Functional Analysis (1987-88), in: Lecture Notes in Math., vol. 1376, Springer, Berlin, 1989, pp. 64-104.
[23] C.A. Rogers, G.C. Shephard, The difference body of a convex body, Arch. Math. (Basel) 8 (1957) 220-233.
[24] R. Schneider, Convex Bodies: The Brunn-Minkowski Theory, 2nd expanded ed., Encyclopedia of Mathematics and Its Applications, vol. 151, Cambridge University Press, Cambridge, 2014.
[25] R. Stanley, Catalan Numbers, Cambridge University Press, New York, 2015.
[26] G.Y. Zhang, Restricted chord projection and affine inequalities, Geom. Dedic. 39 (2) (1991) 213-222.


[^0]:    E-mail addresses: j.martin@unizar.es, 745533@unizar.es.
    1 Partially supported by MICINN project PID-105979-GB-I00 and DGA project E48_20R.

