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H.J. Bergveld Eindhoven University of Technology
T. Donkers Eindhoven University of Technology

WeM05-5 11.05-11.25
Energy-aware time-optimal routing of battery-
electric trolley trucks . . . . . . . . . . . . . . . . 109
F. Vehlhaber Eindhoven University of Technology
M. Salazar Eindhoven University of Technology
WeM05-6 11.25-11.45
Extremum-seeking control for settling time opti-
mization . . . . . . . . . . . . . . . . . . . . . . . 110
W. Weekers Eindhoven University of Technology
D. Kostić ASMPT
A. Saccon Eindhoven University of Technology
N. van de Wouw
WeM05-7 11.45-12.05
A data-based real-time system for the management
of urban traffic networks . . . . . . . . . . . . . . 111
C. Portilla Eindhoven University of Technology
A. Acosta Universidad Nacional de Colombia
J. Espinosa Universidad Nacional de Colombia

WeM06 Lucasgat C
Robotics 2

Chair: Javier Alonso Mora 09.45-12.05

WeM06-1 09.45-10.05
Predictable error decay model predictive control . 112
J. Ubbink KU Leuven
W. Decré KU Leuven
J. De Schutter KU Leuven
WeM06-2 10.05-10.25
Safe unicycle robot navigation via feedback motion
prediction . . . . . . . . . . . . . . . . . . . . . . 113
A. İşleyen Eindhoven University of Technology
N. van de Wouw Eindhoven University of Technology
O. Arslan Eindhoven University of Technology
WeM06-3 10.25-10.45
Manipulation tasks as geometric constraint sets . 114
P. van Dooren Eindhoven University of Technology
H. Bruyninckx Eindhoven University of Technology
R. van de Molengraft Eindhoven University of
Technology
WeM06-4 10.45-11.05
A multi-agent robotic system for bricklaying . . . 115
Z. Asani Vrije Universiteit Brussel
M. Ambrosino Université Libre de Bruxelles
B. Vanderborght Vrije Universiteit Brussel
E. Garone
WeM06-5 11.05-11.25
Addition of absolute localization measurements to
SLAM . . . . . . . . . . . . . . . . . . . . . . . . 116
K. Geebelen Flanders Make
F. Gebelli Flanders Make
E. van Nunen Flanders Make
WeM06-6 11.25-11.45
Initializing UWB anchors based on visual SLAM
odometry . . . . . . . . . . . . . . . . . . . . . . 117
M. Van der Wilt Flanders Make
K. Geebelen Flanders Make
E. van Nunen Flanders Make
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WeM06-7 11.45-12.05
Obstacle avoidance of soft robots using virtual
force field and null space projection . . . . . . . . 118
M. Keyvanara Eindhoven University of Technology
I. Kuling Eindhoven University of Technology

WeM07 Lucasgat D
Non-Linear Control 1

Chair: Tom Oomen 09.45-12.05

WeM07-1 09.45-10.05
Adaptive nonsingular terminal sliding mode con-
trol for unmanned surface behicles . . . . . . . . 119
A. Gonzalez-Garcia KU Leuven
H. Castañeda Tecnologico de Monterrey

WeM07-2 10.05-10.25
Higher-order sinusoidal-input describing function
analysis for MIMO reset systems . . . . . . . . . 120
L. van Eijk Delft University of Technology
D. Kostić ASMPT
H. HosseinNia Delft University of Technology

WeM07-3 10.25-10.45
Inversion-based data-driven output feedback con-
trol using Gaussian process regression . . . . . . 121
H. Chang University of Groningen

WeM07-4 10.45-11.05
Feedforward tuning with input nonlinearities: Ap-
plication to magnetic saturation in wirebonders . 122
M. Poot Eindhoven University of Technology
J. Portegies Eindhoven University of Technology
T. Oomen Eindhoven University of Technology

WeM07-5 11.05-11.25
Frequency-domain analysis method for reset con-
trol systems . . . . . . . . . . . . . . . . . . . . . 123
X. Zhang Delft University of Technology
H. HosseinNia Delft University of Technology

WeM07-6 11.25-11.45
Extended augmented error method for designing
an output feedback adaptive controller . . . . . . 124
S. Shahriar Sheikh Aboumasoudi University of Twente
H. Koroglu University of Twente
H. van der Kooij University of Twente
A.Q.L. Keemink

WeM07-7 11.45-12.05
Control of Power Flows Under Stochastic Distur-
bances . . . . . . . . . . . . . . . . . . . . . . . . 125
Z. Wang Delft University of Technology

WeM08 Lucasgat E
Systems Theory

Chair: Ralph Peeters 09.45-12.05

WeM08-1 09.45-10.05
Networks of memristors and the effective memristor 126
A. Huijzer University of Groningen
A. van der Schaft University of Groningen
B. Besselink University of Groningen

WeM08-2 10.05-10.25
(γ, δ)-abstraction for hierarchical control . . . . . 127
A. Pirastehzad University of Groningen
A. van der Schaft University of Groningen
B. Besselink University of Groningen
WeM08-3 10.25-10.45
Control for implementation of assume-guarantee
contracts . . . . . . . . . . . . . . . . . . . . . . 128
B. Shali University of Groningen
A. van der Schaft University of Groningen
B. Besselink University of Groningen
WeM08-4 10.45-11.05
Data-driven synchronization of network systems 129
Y. Li University of Groningen
K. Camlibel University of Groningen
H. Trentelman University of Groningen
WeM08-5 11.05-11.25
Performance shaping for data-driven generalized
plants . . . . . . . . . . . . . . . . . . . . . . . . 130
L. Spin Eindhoven University of Technology
R. Tóth Eindhoven University of Technology
WeM08-6 11.25-11.45
Computation of admissible reference dependent in-
variant sets for polynomially feedback linearizable
systems . . . . . . . . . . . . . . . . . . . . . . . 131
A. Cotorruelo Université Libre de Bruxelles
E. Garone Université Libre de Bruxelles
WeM08-7 11.45-12.05
Time-series analysis using third-order recurrence
plots . . . . . . . . . . . . . . . . . . . . . . . . . 132
M. Boussé Maastricht University
P. Dreesen Maastricht University
P. Bonizzi Maastricht University
J. Karel, R. Peeters

Plenary: P4 De Grote Zaal
Vision-based robotic perception

Margarita Chli
Chair: Raffaella Carloni 13:30–14.30

Vision-based robotic perception: Are we there yet? 231
M. Chli

WeA01 Groenendaal
Optimization 3

Chair: Ashish Cherukuri 14.45-17.05

WeA01-1 14.45-15.05
The design and optimization of an aquaponics sys-
tem using static and dynamic optimization . . . 133
J. Bergman Wageningen University & Research
WeA01-2 15.05-15.25
A size independent formulation for automatic per-
formance evaluation of decentralized optimization
algorithms . . . . . . . . . . . . . . . . . . . . . . 134
S. Colla Université Catholique de Louvain
J. Hendrickx Université Catholique de Louvain
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WeA01-3 15.25-15.45
Feasible real-time optimization for nonlinear
model predictive control . . . . . . . . . . . . . . 135
D. Kiessling KU Leuven
A. Astudillo KU Leuven
W. Decre KU Leuven
J. Swevers
WeA01-4 15.45-16.05
Optimal allocation under strategic attacks on un-
certain systems . . . . . . . . . . . . . . . . . . . 136
S. Anand Uppsala University
A. Teixeira Uppsala University
WeA01-5 16.05-16.25
Reformulations for data-driven stochastic opti-
mization problems with structured ambiguity sets 137
L.M. Chaouach Delft University of Technology
D. Boskos Delft University of Technology
T. Oomen Eindhoven University of Technology
WeA01-6 16.25-16.45
Optimization methods for generalized linear models 138
D. Ousmane Université Catholique de Louvain
WeA01-7 16.45-17.05
Multi-period optimal bidding strategy with energy
storage . . . . . . . . . . . . . . . . . . . . . . . 139
A. Khaleghi University of Groningen
W. Baar University of Groningen
D. Bauso University of Groningen

WeA02 Solse Gat
Optimal Control 3

Chair: Paul van den Hof 14.45-17.05

WeA02-1 14.45-15.05
Model predictive control for lane merging automa-
tion with recursive feasibility guarantees . . . . . 140
M. Geurts Eindhoven University of Technology
A. Katriniok Eindhoven University of Technology
E. Silvas Eindhoven University of Technology
M. Heemels
WeA02-2 15.05-15.25
Adaptive optimal tracking control of a spacecraft
with constrained inputs using incremental gener-
alized policy iteration . . . . . . . . . . . . . . . 141
Y. Li Delft University of Technology
E. van Kampen Delft University of Technology
WeA02-3 15.25-15.45
Reinforcement learning-based method for auto-
mated calibration of an automotive thermal control
system . . . . . . . . . . . . . . . . . . . . . . . . 142
P. Garg Eindhoven University of Technology
L. Mulder Eindhoven University of Technology
E. Silvas Eindhoven University of Technology
F. Willems
WeA02-4 15.45-16.05
Towards self-learning combustion engines by ide-
alised thermodynamic cycle tracking . . . . . . . 143
M. Vlaswinkel Eindhoven University of Technology
F. Willems Eindhoven University of Technology

WeA02-5 16.05-16.25
Context-aware motion planning: A risk-based ap-
proach . . . . . . . . . . . . . . . . . . . . . . . . 144
C. van der Ploeg Eindhoven University of Technology
E. Silvas Eindhoven University of Technology
P. Mohajerin Esfahani Delft University of Technology
N. van de Wouw
WeA02-6 16.25-16.45
Evaluation of autonomous driving controllers for
human-like performance . . . . . . . . . . . . . . 145
F.S. Acerbo KU Leuven
J. Swevers KU Leuven
T. Tuytelaars KU Leuven
S. Tong
WeA02-7 16.45-17.05
Safety envelope for orthogonal collocation methods
in embedded optimal control . . . . . . . . . . . . 146
J.P. Allamaa Siemens Dig. Ind. Soft. & KU Leuven
T. Duy Son Siemens Digital Industries Software
P. Patrinos KU Leuven
H. Van der Auweraer

WeA03 Hooge Duvel
Non-Linear Control 2

Chair: Bayu Jayawardhana 14.45-17.05

WeA03-1 14.45-15.05
Uniform stability of switched nonlinear systems:
Toward a Lie-algebraic condition via the Koopman
operator approach . . . . . . . . . . . . . . . . . 147
C. Mugisho Zagabe University of Namur
A. Mauroy University of Namur
WeA03-2 15.05-15.25
Nonlinear singular switched systems in discrete-
time: Solution theory and (incremental) stability
under fixed switching signals . . . . . . . . . . . 148
S. Sutrisno University of Groningen
H. Yin University of Groningen
S. Trenn University of Groningen
B. Jayawardhana
WeA03-3 15.25-15.45
Embedding of polynomial nonlinear systems into
finite dimensional Koopman representations . . . 149
L.C. Iacob Eindhoven University of Technology
M. Schoukens Eindhoven University of Technology
R. Tóth Eindhoven University of Technology
WeA03-4 15.45-16.05
A Koopman-based method to approximate basins
of attraction . . . . . . . . . . . . . . . . . . . . 150
F. Bierwart University of Namur
A. Mauroy University of Namur
WeA03-5 16.05-16.25
Formal synthesis of path-complete Lyapunov func-
tions on neural templates . . . . . . . . . . . . . 151
V. Debauche Université Catholique de Louvain
R. Jungers Université Catholique de Louvain
A. Abate University of Oxford
S. Simic, A. Edwards
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WeA03-6 16.25-16.45
Soft-reset control with max-of-quadratics Lya-
punov certificates . . . . . . . . . . . . . . . . . . 152
R. Bertollo Eindhoven University of Technology
A. Teel UCSB (Santa Barbara, USA)
L. Zaccarian LAAS-CNRS, University of Trento

WeA03-7 16.45-17.05
Minimum-dissipation driving of physical systems 153
L. Van Brandt Université Catholique de Louvain
J. Delvenne Université Catholique de Louvain

WeA04 Lucasgat A
Vehicles & Aerospace

Chair: Mauro Salazar 14.45-17.05

WeA04-1 14.45-15.05
Spatial computational design synthesis for vehicle
powertrain systems . . . . . . . . . . . . . . . . . 154
J. van Kampen Eindhoven University of Technology
M. Salazar Eindhoven University of Technology
T. Hofman Eindhoven University of Technology

WeA04-2 15.05-15.25
Towards experimental validation of cooperative
adaptive cruise control for heterogeneous platoons 155
R. de Haan Eindhoven University of Technology
T. van der Sande Eindhoven University of Technology
E. Lefeber Eindhoven University of Technology

WeA04-3 15.25-15.45
Verification and validation of autonomous driving
systems - Scenario modeling and criticality mea-
sures . . . . . . . . . . . . . . . . . . . . . . . . . 156
K. Tom Kurian Eindhoven University of Technology
M. Alirezaei Eindhoven University of Technology
E. Lefeber Eindhoven University of Technology
I. Besselink

WeA04-4 15.45-16.05
Risk in stochastic and robust model predictive con-
trol for vehicular motion planning . . . . . . . . 157
L. Tolksdorf Eindhoven University of Technology
A. Tejada Eindhoven University of Technology
N. van de Wouw Eindhoven University of Technology
C. Birkner

WeA04-5 16.05-16.25
Dynamic life-cycle assessment of emissions in the
battery supply chain . . . . . . . . . . . . . . . . 158
M. Clemente Eindhoven University of Technology
M. Salazar Eindhoven University of Technology
T. Hofman Eindhoven University of Technology

WeA04-6 16.25-16.45
Reference Ggovernor in the zonotopic framework
applied to a quadrotor under an INDI control
strategy . . . . . . . . . . . . . . . . . . . . . . . 159
D. Gilles Mons University
V. Wouwer Alain Mons University

WeA04-7 16.45-17.05
A flexible lab setup and software framework for
developments in motion planning and control . . 160
B. Vandewal KU Leuven
M. Bos KU Leuven
W. Decré KU Leuven
J. Swevers

WeA05 Lucasgat B
Mechanical Engineering

Chair: Koen Classens 14.45-17.05

WeA05-1 14.45-15.05
Improving position sensor calibration via Bayesian
inference . . . . . . . . . . . . . . . . . . . . . . 161
M. van Meer Eindhoven University of Technology
E. Deniz Eindhoven University of Technology
G. Witvoet Eindhoven University of Technology
T. Oomen
WeA05-2 15.05-15.25
A distributed sensor fault diagnosis scheme for the
navigation of autonomous surface vessels . . . . 162
A. Dhyani Delft University of Technology
R. Negenborn Delft University of Technology
V. Reppa Delft University of Technology
WeA05-3 15.25-15.45
Feedforward control for an interventional X-ray:
A physics-guided neural nnetwork approach . . . 163
J. Kon Eindhoven University of Technology
M. Heertjes Eindhoven University of Technology
T. Oomen Eindhoven University of Technology
D. Bruijnen, J. van de Wijdeven
WeA05-4 15.45-16.05
On nnullspace-based fault diagnosis of complex
mechatronic systems . . . . . . . . . . . . . . . . 164
K. Classens Eindhoven University of Technology
M. Heemels Eindhoven University of Technology
T. Oomen Eindhoven University of Technology
WeA05-5 16.05-16.25
Www.SystemIdentification.be . . . . . . . . . . . 165
J. Schoukens Vrije Universiteit Brussel
WeA05-6 16.25-16.45
Spatio-temporal modeling for next-generation mo-
tion control . . . . . . . . . . . . . . . . . . . . . 166
P. Tacx Eindhoven University of Technology
M. Teurlings Eindhoven University of Technology
G. Witvoet Eindhoven University of Technology
M. Heertjes, T. Oomen
WeA05-7 16.45-17.05
A design space specification language for produc-
tion system topology . . . . . . . . . . . . . . . . 167
N. Paape Eindhoven University of Technology
J. van Eekelen Eindhoven University of Technology
M. Reniers Eindhoven University of Technology

WeA06 Lucasgat C
System Identification 3

Chair: Nima Monshizadeh 14.45-17.05
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WeA06-1 14.45-15.05
Joint physics-based and kernel-regularized LPV
feedforward . . . . . . . . . . . . . . . . . . . . . 168
M. van Haren Eindhoven University of Technology
L. Blanken Sioux and Eindhoven University of
Technology
T. Oomen Eindhoven University of Technology

WeA06-2 15.05-15.25
Mutual information-based feature selection for the
inverse mapping parameter updating method . . . 169
B. Kessels Eindhoven University of Technology
A. Subrahamanian Moosath Eindhoven University of
Technology
R. Fey Eindhoven University of Technology
N. van de Wouw

WeA06-3 15.25-15.45
Gaussian mechanism design for prescribed privacy
sets in data releasing systems . . . . . . . . . . . 170
T. Hosseinalizadeh University of Groningen
N. Monshizadeh University of Groningen

WeA06-4 15.45-16.05
Data-driven discovery of nonlinear dynamical
flame model . . . . . . . . . . . . . . . . . . . . . 171
R. Wildemans Eindhoven University of Technology
V. Kornilov Eindhoven University of Technology
P. de Goey Eindhoven University of Technology
I. Lopez Arteaga

WeA06-5 16.05-16.25
Identification and control of the divertor plasma
in the general atomics DIII-D tokamak . . . . . 172
L. Ceelen DIFFER
M. van Berkel DIFFER

WeA06-6 16.25-16.45
MIMO transfer function decoupling by Loewner
tensorization . . . . . . . . . . . . . . . . . . . . 173
P. Dreesen Maastricht University
M. Ishteva KU Leuven

WeA06-7 16.45-17.05
Deep weather elements forecasting . . . . . . . . 174
S. Mehrkanoon Utrecht University

WeA07 Lucasgat D
Robotics 3

Chair: Cosimo De lla Santina 14.45-17.05

WeA07-1 14.45-15.05
A differential Riccati equation approach to
prescribed-time regulation: Stability and robustness 175
A. Shakouri University of Groningen

WeA07-2 15.05-15.25
Towards fast control of flexible robots with approx-
imate NMPC . . . . . . . . . . . . . . . . . . . . 176
S. Mamedov KU Leuven

WeA07-3 15.25-15.45
Flock formation for robot navigation in a large and
structured environment . . . . . . . . . . . . . . 177
K. de Vos Eindhoven University of Technology
E. Torta Eindhoven University of Technology
C. Lopez Martinez Eindhoven University of Technology
H. Bruyninckx, R. van de Molengraft

WeA07-4 15.45-16.05
Minimalformulated nnonlinear spatial rod models
in soft robotics . . . . . . . . . . . . . . . . . . . 178
P. Mitterbach Eindhoven University of Technology

WeA07-5 16.05-16.25
Control framework for precise robotic manipula-
tion tasks for insect farming under the CoRoSect
Horizon 2020 Project . . . . . . . . . . . . . . . 179
K. Bujnarowski Maastricht University

WeA07-6 16.25-16.45
Learning control for vibration free flexible object
handling with a robot manipulator . . . . . . . . 180
D. Ronzani KU Leuven
S. Mamedov KU Leuven
J. Swevers KU Leuven

WeA07-7 16.45-17.05
Multi-agent control with hard constraints and lossy
communications . . . . . . . . . . . . . . . . . . 181
M. Pezzutto Université Libre de Bruxelles
E. Garone Université Libre de Bruxelles

WeA08 Lucasgat E
Model-Based Control 2

Chair: Michelle Chong 14.45-17.05

WeA08-1 14.45-15.05
Combined approach for achieving both task flexi-
bility and higher tracking performance in ILC . . 182
K. Tsurumoto University of Tokyo
W. Ohnishi University of Tokyo
T. Koseki University of Tokyo

WeA08-2 15.05-15.25
Privacy analysis for control systems with a
stochastic quantizer . . . . . . . . . . . . . . . . 183
L. Liu University of Groningen
M. Cao University of Groningen

WeA08-3 15.25-15.45
Physics-guided neural networks for feedforward
control with input-to-state stability guarantees . . 184
M. Bolderman Eindhoven University of Technology
M. Lazar Eindhoven University of Technology
H. Butler Eindhoven University of Technology

WeA08-4 15.45-16.05
Dynamic mathematical models of theory of mind
for model-based control of socially assistive robots 185
M. Patrício Delft University of Technology
A. Jamshidnejad Delft University of Technology
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WeA08-5 16.05-16.25
Disturbance-based control design in a gravitational
wave detector: An H2-based dynamic error budget-
ted approach . . . . . . . . . . . . . . . . . . . . 186
M. van Dael Eindhoven University of Technology
G. Witvoet Eindhoven University of Technology
B. Swinkels Nikhef
T. Oomen
WeA08-6 16.25-16.45
Plug-and-play secondary control for safety of LTI
systems under attacks . . . . . . . . . . . . . . . 187
Y. Lin Eindhoven University of Technology
M. Chong Eindhoven University of Technology
C. Murguia Eindhoven University of Technology
WeA08-7 16.45-17.05
Predictive control of unknown nonlinear systems
via Koopman observables and empirical Gramians 188
M. Bahadir Saltik University of Groningen
B. Jayawardhana University of Groningen
A. Cherukuri University of Groningen

Thursday, March 23, 2023

Plenary: P5 De Grote Zaal
Biomolecular control systems

Mustafa Khammash
Chair: Bayu Jayawardhana 8.30–9.30

Cybergenetics: Theory and implementation of
biomolecular control systems - Part 1 . . . . . . 231
M. Khammash

Plenary: P6 De Grote Zaal
Biomolecular control systems

Mustafa Khammash
Chair: Erjen Lefeber 9.45–10.45

Cybergenetics: Theory and implementation of
biomolecular control systems - Part 2 . . . . . . 231
M. Khammash

ThM01 Groenendaal
Observers

Chair: Erjen Lefeber 10.45-12.05

ThM01-1 10.45-11.05
Improved parameter estimation of the Doyle-
Fuller-Newman model by incorporating tempera-
ture dependence . . . . . . . . . . . . . . . . . . . 189
F. le Roux Eindhoven University of Technology
T. Donkers Eindhoven University of Technology
H.J. Bergveld Eindhoven University of Technology
ThM01-2 11.05-11.25
In-flight monitoring of an aircraft electromechan-
ical actuator . . . . . . . . . . . . . . . . . . . . 190
B. Wauthion Université Libre de Bruxelles
M. Kinnaert Université Libre de Bruxelles
P. Alexandre Sté An. Belge de Construction Aéron.
D. Telteu-Nedelcu
ThM01-3 11.25-11.45
Sensor data fusion in electrochemical applications:
An overview and its application to electrochlorina-
tion monitoring . . . . . . . . . . . . . . . . . . . 191
E. Ross Wageningen University & Research
ThM01-4 11.45-12.05
On inventory control of perennial crop seeds . . . 192
R. van der Kruk Eindhoven University of Technology

ThM02 Solse Gat
Optimal Control 4

Chair: Alejandro Goldar Davila 10.45-12.05

ThM02-1 10.45-11.05
Integrating optimization- and learning-based con-
trol for large-scale hybrid networks: Challenges
and opportunities . . . . . . . . . . . . . . . . . . 193
S. Mallick Delft University of Technology
A. Dabiri Delft University of Technology
B. De Schutter Delft University of Technology
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ThM02-2 11.05-11.25
Efficient online problem reformulation for adap-
tive gridding in optimal control problems . . . . . 194
L. Callens KU Leuven
W. Decré KU Leuven
J. Swevers KU Leuven

ThM02-3 11.25-11.45
Optimised conversion of supplemental light energy
into photosynthesis: A model based approach . . 195
D. Joubert Wageningen University & Research
H. Stigter Wageningen University & Research

ThM02-4 11.45-12.05
Virtual barriers to charge Li-ion battery cells using
CCCVs: An aging experimental evaluation . . . . 196
A. Goldar Davila Université Libre de Bruxelles
M. Bussios Université Libre de Bruxelles
E. Garone Université Libre de Bruxelles

ThM03 Hooge Duvel
Robotics 4

Chair: Bayu Jayawardhana 10.45-12.05

ThM03-1 10.45-11.05
Cooperative path planning for tethered underwater
vehicles . . . . . . . . . . . . . . . . . . . . . . . 197
G. Battocletti Delft University of Technology

ThM03-2 11.05-11.25
A high-order regularization method and approxi-
mate solution . . . . . . . . . . . . . . . . . . . . 198
X. Liu University of Groningen
M. Cao University of Groningen

ThM03-3 11.25-11.45
Multi-agents source seeking and flocking control
with connectivity preservation and collision avoid-
ance . . . . . . . . . . . . . . . . . . . . . . . . . 199
T. Li University of Groningen
B. Jayawardhana University of Groningen

ThM03-4 11.45-12.05
Risk-aware task assignment with formal specifica-
tions for heterogeneous multi-agent systems . . . 200
Z. Zhang Eindhoven University of Technology
Z. Sun Eindhoven University of Technology
S. Haesaert Eindhoven University of Technology

ThM04 ’t Leesten A
Model Reduction

Chair: Bart Besselink 10.45-12.05

ThM04-1 10.45-11.05
Passivity-preserving model reduction for intercon-
nected systems . . . . . . . . . . . . . . . . . . . 201
L. Poort Eindhoven University of Technology
B. Besselink University of Groningen
R. Fey Eindhoven University of Technology
N. van de Wouw

ThM04-2 11.05-11.25
Modular model reduction of interconnected systems 202
L. Janssen Eindhoven University of Technology
B. Besselink University of Groningen
R. Fey Eindhoven University of Technology
N. van de Wouw

ThM04-3 11.25-11.45
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1 Introduction

The high penetration of variable and uncertain renewable
energy brings an unprecedented challenge for system op-
erators to ensure the instantaneous stability of power sys-
tems in a cost effective manner [1]. This challenge could
be handled by providing flexibility services from the energy
consumption side through utilizing various distributed en-
ergy resource. We propose a game-theoretic market mech-
anism for energy balancing in a real-time market and for-
mulate the competition among energy consumers as a Gen-
eralized Nash Game (GNG). In this framework, the supply
function based bidding method is adopted to mitigate the
market power of active energy consumers. Moreover, the
physical constraints are incorporated to guarantee the secure
operation of the distribution network. To steer consumers
to the Generalized Nash Equilibrium (GNE) of this game,
we design a preconditioned forward-backward based algo-
rithm with provable convergence, by which a market par-
ticipant only needs to share limited non-private information
with others.

2 Problem Formulation

We use X ∈R+ to denote the mismatch between supply and
demand in real-time energy market. The Balance Respon-
sible Party (BRP) is responsible for cancelling out this mis-
match. Each active energy consumer n is required to submit
its supply function xn = αλ +βn as a bid. Upon gathering
of the bids of all active consumers, the BRP determines the
market clearing price λ as λ =(X−1⊤β )/(αNa) and the al-
located flexibility of consumer n as xn =(X−1⊤β )/Na+βn.
Then the consumer n’s goal is to maximize its net profit as

min
βn

Jn(βn,β−n) =Cn
(
(X−1⊤β )/Na +βn

)

− (X−1⊤β +Naβn)(X−1⊤β )/(αN2
a )

We write the noncooperative game among consumers in a
compact form as the triple

G = {Na,K,col(Jn(βn,β−n))n∈Na},

where Na is the set of the active energy consumers as be-
fore, β−n = col(βm)m∈Na/{n} denotes the strategy profile of
all consumers excluding consumer n, and K := ∏n∈Na Ωn∩
Λ∩Ψ is the set of possible strategies of the consumers. Here

the local feasible set Ωn = R, and we write the coupling
sets separately as Λ and Ψ, since the former contains the
local technical characteristics of energy consumers and will
be handled by the consumers themselves in our algorithm
while the latter involves the distribution network configura-
tions and will be handled by the Distributuin System Opera-
tor (DSO). The algorithm for seeking the GNE of this game
is provided below.

3 Algorithm Design

Algorithm 1 v-GNE Seeking Algorithm
Initialization: Each active energy consumer n ∈ Na, sets
βn(0) ∈ R and γn(0) ∈ R+.
Preparation: BRP collects γn(0) and βn(0), and broadcasts
the price λ (0) and the summation of γn(0)s, i.e., 1⊤γ(0) to
all the consumers.
Iterate until convergence:
1. Energy consumer n ∈Na updates its primary bid as

β ′n(k) = βn(k)−ρn

(
C′n(αλ (k)+βn(k))

Na−1
Na

+
αλ (k)(2−Na)+βn(k)

αNa
− 1

Na
1⊤γ(k)+ γn(k)

)

and communicates β ′n(k) to BRP.
2. DSO collects β ′n(k) from BRP and checks the feasibility
of the bids by solving the following optimization problem,

β (k+1) = argminz∈Ψ||z−β ′(k)||

and sends β (k+1) back to BRP.
3. BRP updates λ (k+1) and broadcasts λ (k+1) and βn(k+
1) to consumer n.
4. Energy consumer n ∈Na updates its dual variable γn as

γn(k+1) = ProjR+(γn(k)+ v(2xn(k+1)− xn(k)− x̂n))

and communicates γn(k+1) to BRP.
5. BRP broadcasts 1⊤γ(k+1) to all energy consumers.
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1 Introduction

Freight transport electrification is mandatory for reducing
greenhouse gas emissions, improving air quality, and reduc-
ing dependence on fossil fuels. The Netherlands has put
forward an ambitious plan to foment the electrification of
freight transport with the placement of Zero Emission Zones
(ZEZs) in major cities of the country, where only zero-
emission commercial vehicles will be permitted to operate
[3]. Providing explainable and robust models to logistic dis-
tribution operators would be an important step to help transi-
tion faster to electric truck usage. We focus on dimensioning
the infrastructure and vehicle specifications that would help
implement a smooth and robust transition from an existing
ICE vehicle operation to electric-powered freight.

2 Methods

The approach taken in this research is two-pronged: given
an initial itinerary (VRP solution) of an existing logistic op-
erator we first solve for the optimal number of chargers at
each distribution center (DC) and charging schedule (CS)
of each vehicle. Secondly, the different components of the
system are modeled as individual objects in an agent-based
model (ABM) to test the robustness of the solution and iden-
tify bottlenecks in specific situations [1].

2.1 Preliminary Optimization
This paper deals with a special instance of a facility location
problem. We are provided with an itinerary for each truck
k of pickup and deliveries that must be completed with an
electric truck fleet. The daily itinerary of a truck k is given
by the set L k composed of individual trip legs l between ori-
gins i and destinations j. By discretizing our problem time
into steps of size T, we can have a binary decision variable
Y t,r

l,k that identifies whether a truck k charges at a certain trip
leg l at a charger of type r at time interval t. Thus, we guar-
antee that state of charge Ek,l

j at the destination j is sufficient
to perform the trips from i to j:

Ek,l
j ≥ Ek,l

i +di j · ck
cons +T ·∑

t,r
Y k,l

t,r ·Pr
ch

∀l ∈L k,∀r ∈R,∀k ∈K . (1)

To fulfill this charging schedule, the optimal locations i,

quantity X , and types r of chargers are denoted by the in-
teger decision variable X r

i . The number of chargers must be
enough to satisfy the energy needs of the fleet (i.e, satisfy the
constraints given by equation (1) ) whilst minimizing the de-
lays produced by vehicle queuing (in case of having to wait
for a charge) and total cost of infrastructure.

X r
i ≥∑

k,l
Y t,r

l,k ∀t ∈T ,∀r ∈R,∀l ∈L k. (2)

2.2 Agent Based Simulation
To test for the robustness of the solution an ABM is de-
veloped, where the trucks, distribution centres and charg-
ers are modeled as objects that interact according to an ex-
isting fleet plan. Three types of trucks endowed with re-
spective physics-based power consumption model [2] and
internal decision logic. The distribution centers considered
have fast chargers fast chargers compliant with Megawatt
Charging Systems (MCS) of level 1 and 2. Monte Carlo
simulations are leveraged to obtain critical metrics of logis-
tic performance and power requirements with probabilistic
bounds.

3 Findings

A tradeoff between the number of vehicles, chargers and
flexibility of the schedules becomes patent in terms of wait-
ing times and peak energy requirements. Increased charger
power rates provide more time flexibility for charging, but
create considerable stress on local power grids. The com-
plementary nature of ABM with global optimization is high-
lighted in this context of varying operational conditions cou-
pled with infrastructure decision-making.
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1 Abstract

When people choose routes minimizing their individual de-
lay, the aggregate congestion can be much higher compared
to that experienced by a centrally-imposed routing. Yet cen-
tralized routing is incompatible with the presence of self-
interested users. How can we reconcile the two? In this pa-
per we address this question within a repeated game frame-
work and propose a fair incentive mechanism based on arti-
ficial currencies that routes selfish users in a system-optimal
fashion, while accounting for their temporal preferences.
We instantiate the framework in a parallel-network whereby
users commute repeatedly (e.g., daily) from a common start
node to the end node. Thereafter, we focus on the specific
two-arcs case whereby, based on an artificial currency, the
users are charged when traveling on the first, fast arc, whilst
they are rewarded when traveling on the second, slower arc.
We assume the users to be rational and model their choices
through a game where each user aims at minimizing a com-
bination of today’s discomfort, weighted by their urgency,
and the average discomfort encountered for the rest of the
period (e.g., a week). We show that, if prices of artificial
currencies are judiciously chosen, the routing pattern con-
verges to a system-optimal solution, while accommodating
the users’ urgency. Numerical simulations in [1] show that
it is possible to achieve a system-optimal solution whilst
significantly reducing the users’ perceived discomfort when
compared to a centralized optimal but urgency-unaware pol-
icy.

2 Problem formulation

Our framework combines three ingredients: i) a transporta-
tion network represented by a digraph, ii) cost functions rep-
resenting the societal and personal costs (a measure of dis-
comfort such as travel time) resulting from the aggregate
route choices of the users, and iii) a pricing policy based
on the artificial currency Karma. Consider a parallel road-
network, consisting of a single origin and destination node
but connected by n ∈ {1,2, . . .} directed arcs, e.g., the ex-
ample in Fig. 1, whereby n = 2.

We assume the presence of a central operator (e.g., a mu-
nicipal authority) who needs to design incentives so that
the aggregate flows converge to the minimizer of the total
societal cost. In order to steer users’ behavior towards a

Figure 1: Network with one origin and one destination node con-
nected by two arcs. Each arc j is traversed by x j users
per unit time, resulting in a societal cost and a discom-
fort cost perceived by the users.

social optimum x⋆, the central operator endows each user
with the artificial currency Karma and sets a price p j ∈ R
to cross each arc j. Users are not permitted to buy or ex-
change Karma, and they can only select the arcs keeping
their Karma-level non-negative. Crucially, some of the arcs
have negative prices, so that users will be rewarded when
crossing them.

On the microscopic level, we assume individual users to
make choices in order to minimize their traveling discomfort
without reaching a negative level of Karma. In contrast to
conventional monetary tolling schemes, the individual user’s
problem cannot be captured in a static setting: In our frame-
work, the users are playing against their future selves, and
must account for their future preferences to decide when to
use Karma and when to gain it.

Taking a static planning perspective, at each time-step t,
we model the aggregate choices of the population with the
Wardrop Equilibrium (WE) xWE(t). The central operator’s
problem then is to choose the prices so that the daily WE
xWE(t) will converge to the system optimum x⋆.
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1 Introduction

Motivated by the current climate crisis, we propose and in-
vestigate a novel theoretical framework for the evolution of
anthropogenic climate impact in which the evolution of hu-
man environmental behavior and environmental impact are
intertwined.

2 Model

We consider a population of n individuals, where each in-
dividual is symbolized by a vertex in a directed network
G := (V ,E ), with V := {1, . . . ,n}. Here, (i, j) ∈ E if and
only if individual j exerts social influence on the behavior
of individual i. The environmental behavior of an individual
i ∈ V at a given time t ∈R≥0 is quantified by xi(t) ∈ {0,1},
which indicates whether the individual is exhibiting environ-
mentally responsible behavior (xi(t) = 1) or environmen-
tally irresponsible behavior (xi(t) = 0).

Over the past half-century, there has been a significant and
exponential rise in anthropogenic carbon dioxide concentra-
tions in the atmosphere. In light of this trend, we model
the evolution of anthropogenic environmental impact ε(t) ∈
R≥0 as dε

dt = r(t)ε(t), where the rate of growth or decay at
time t is defined as r(t) := γ x̄0(t)− τ . Here, we model the
effect of environmentally irresponsible behavior by γ x̄0(t),
where γ ∈ R>0 and x̄0(t) := 1

n |i ∈ V : xi(t) = 0|. The pa-
rameter τ ∈ R>0 represents efforts to mitigate the environ-
mental impact through, e.g., negative emissions technolo-
gies or large-scale tree planting initiatives. Our framework
includes a human decision-making process that captures: i)
social influence; ii) the cost of environmentally-friendly be-
havior κ ∈ R>0; iii) government subsidies, modeled by re-
ducing the cost for responsible behavior κ by σ ∈ [0,κ]; iv)
awareness campaigns α ∈ R≥0, which increase the motiva-
tion to exhibit responsible environmental behavior; and v)
the population response to the environmental impact ε(t),
which is modeled by µε(t) with µ ∈ R>0.

Figure 1: Simulated trajectories of the system in (1). Saddle
points and unstable equilibria are marked with black-white
and white asterisks, respectively.

3 Results

Utilizing a mean-field approximation in the limit of large
populations, we find that the population behavior follows

ẋ = x(1− x)(2x+µε +α +σ −κ−1) ,
ε̇ = (γ(1− x)− τ)ε , (1)

where x defines the average probability for a randomly se-
lected individual to act responsibly at time t. The system
in (1) has three equilibria: i) (x,ε) = (0,0), which is a sad-
dle point; ii) (x,ε) = (1,0), which is a saddle point; and iii)
(x,ε) = (1− τ

γ ,
1
µ [

2τ
γ +κ−σ−α−1]), which is an unstable

spiral. Subsequently, we show that if the initial condition is
in the interior of the domain [0,1]×R≥0, then the system in
(1) converges to a limit cycle, as illustrated in Fig. 1. All
additional details of the model and the analytical derivations
can be accessed in the preprint on arXiv [1].
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1 Abstract

We study a coordinated maintenance problem for multi-
turbine offshore wind-farms. The deterioration of the tur-
bines follows a Poisson process and the optimal order quan-
tity for a single wind-farm, as well as for a coalition of
wind-farms, is obtained based on the risk-averse newsven-
dor model considering the conditional value at risk (CVaR)
criterion. We apply the theory of robust dynamic coali-
tional games to design a stable allocation mechanism that
distributes the cost of the coalition among their participants
in a fair and stable way.

2 Introduction

In this research we focus on the study of the maintenance
of multi-turbine offshore wind-farms. We design a coordi-
nated maintenance model of wind-farms assuming a Poisson
deterioration of the turbines. The deterioration level deter-
mines the demand in terms of working shifts. We then use
the newsvendor model as a paradigm to obtain the optimal
number of working shifts. The classical newsvendor model
does not consider the risk that the cost is higher than a cer-
tain accepted level. In this research we consider the risk-
averse newsvendor model under the CVaR criterion [3,5,6],
and we adapt it to determine the optimal number of main-
tenance working shifts. We analyse the coordinated mainte-
nance problem from the perspective of dynamic coalitional
games [1, 2, 4, 7–9]. Finaly, we design a stable allocation
mechanism that consists of a feedforward part and a feed-
back part to distribute the cost of the coalition among their
members in a fair and stable way.

3 Main contributions

• We obtain an explicit expression for the optimal order
quantity under the CVaR criterion.

• We prove that the costs of the coalitions are bounded
and the bounds are obtained when the demand is equal
respectively to its lower and upper bound.

• We prove that the coalitional game is balanced.

• We design a robust allocation mechanism where the
average allocation converges to an element of the
Core of the average game.
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1 Introduction

Stable polarization of multi-agent systems has been shown
to exist over Rn and highly symmetric nonlinear spaces [1,
2], especially the n-sphere S n. Toward a more generalized
setting without assuming linearity or symmetry, our previ-
ous work [3] established the same type of emergent behavior
over general hypersurfaces, subsuming the n-sphere case. In
this note, we discuss our ongoing work of extending our pre-
vious hypersurface results to study the stability of polarized
equilibria of multi-agent gradient flows evolving on general
Riemannian manifolds. The aim is to provide sufficient con-
ditions in terms of the manifold geometry.

2 Setup

2.1 Embedded submanifolds
As a first step, we consider Riemannian manifolds with an
embedding in the Euclidean space. This is motivated by
the fact that implementation of multi-agent communication
protocol is considerably simpler when the relative differ-
ence between agents are measured in terms of chordal (Eu-
clidean) rather than geodesic distances.

A key difference compared to the hypersurface H n = {y ∈
Rn+1 |c(y) = 0} for some smooth function c is that the nor-
mal space of a general Riemannian manifold M has dimen-
sion greater 1. While defining the geometric characteristics
on H n relies on a unique normal vector, and consequently
the conditions there hinge on a pair of aligned normals that
point toward or away from each other, we extend these con-
cepts to a general M by choosing a normal vector in the
normal space when defining the geometric characteristics.

2.2 Multi-agent gradient flows
Evolving on the manifold is a multi-agent system with N
identical agents (xi)

N
i=1, associated with an undirected, con-

nected, and weighted graph structure G = (V ,E ,A). The
adjacency matrix A = [ai j] is symmetrical and has non-
negative entries. The vertices V are divided into two groups
Vu and Vl, inducing a partition of the edge set E into intra-
group and intergroup sets E+ and E−. Such a partition is
introduced to enforce different coupling rules over edges in
E+ and E−. The couplings are positive over all edges in E+,
whereas those over E− can be either all positive or all nega-
tive. Accordingly, there are two potential functions with the

disagreement terms expressed in chordal distances

V+ =
1
2 ∑
{i, j}∈E

ai j‖x j− xi‖2

V− =
1
2 ∑
{i, j}∈E+

ai j‖x j− xi‖2− 1
2 ∑
{i, j}∈E−

ai j‖x j− xi‖2.

The gradient flow on a Riemannian manifold M embedded
in the ambient space dictates the dynamics of each agent as
follows

ẋi =−Πi (∇iV ) ,

where Πi is the orthogonal projection on the tangent space
of M and ∇i is the extrinsic gradient in the ambient space.

3 Extended results on Riemannnian manifolds

The signs of inter-agent couplings emboddied by V+ and
V− in §2.2 together with the geometric characteristics §2.1
give rise to stable polarization under various sufficient con-
ditions. The essential piece in the proofs is a local stabil-
ity result for general Riemannian manifolds, not necessarily
embedded submanifolds, which conditions Lyapunov and
local asymptotic stability of the equilibrium set on its being
a strict local minimizer of V and being isolated.

We additionally pay attention to special homogeneous mani-
folds and discuss how they are covered under our conditions
for general Riemannian manifolds. For example, the polar-
izing dynamics on the Grassmannians Gr(n, p) is

Ṗi = ∑
j∈Vu

ai j(PiPjP⊥i +P⊥i PjPi)− ∑
j∈Vl

ai j(PiPjP⊥i +P⊥i PjPi)

for i ∈ Vu (similar for i ∈ Vl), where P⊥ = I−P and Pi’s are
n×n rank p projection matrices.
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1 Introduction and problem formulation

Hegselmann-Krause (HK) model is one of the most impor-
tant opinion dynamics characterized by bounded confidence
interactions [1]:

ẋi(t)= ∑
j:|xi(t)−x j(t)|<1

(x j(t)−xi(t)), for all i∈I = {1, . . . ,n},

where xi is the opinion of agent i. In many social inter-
actions, the group of individuals does not remain constant
since new agents may join the system and others leave, gen-
erating an open HK dynamics. In the open system, the dy-
namics in continuous time of the agents is characterized by
(1), and the additional changes are due to arrivals and de-
partures, that generate a time-varying set of agents I (t).

Definition 1 (Departure) We say that an agent j ∈ I (t−)
leaves the system at time t if I (t+) = I (t−)\{ j}.
Definition 2 (Arrival) We say that an agent j joins the sys-
tem at time t if I (t+) = I (t−)∪{ j}.
Assumption 1 (Departure process) The departure instant
of an agent j is determined by a homogeneous Poisson pro-
cess N( j)

t with rate λd > 0 associated with the agent.

Assumption 2 (Arrival process) The arrival instants are
determined by a homogeneous Poisson process N(A)

t with
rate λA > 0.

Figure 1: Evolution of the opinions for an open HK dynamics.

2 Lyapunov functions in open HK dynamics

The common Lyapunov functions used for the analysis of
the HK dynamics are based on global disagreement. One of
their main drawbacks is that their asymptotic values are not
zero when the system presents several clusters. In the con-
text of the open HK dynamics we would like to have func-
tions converging to zero at least for a closed dynamics, such

that any deviation from the zero value is due only to the im-
pact of arrivals and departures. For this reason, we propose
potential Lyapunov functions based on local disagreement.

Function U(x): we measure the disagreement with respect
to the average in each cluster:

U(x) :=
1
n

n

∑
i=1

(xi− x̄i)
2, (1)

where x̄i is the average of the states of the agents correspond-
ing to the cluster to which xi belongs.

Function V (x): we restrict the disagreement to the set D =
{i, j : |xi(t)− x j(t)|< 1} by defining:

V (x) :=
1
n2 ∑

i, j:|xi−x j |<1
(xi− x j)

2. (2)

In Fig. 2 we can observe that the Lyapunov functions based
on local disagreement have a non-zero asymptotic value
only in the open scenario.

Figure 2: Evolution of the Lyapunov functions for closed and
open HK dynamics with λA = 5.
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1 Introduction

Nowadays, the engineering systems that are being designed
and manufactured are more and more complex. These sys-
tems often consist of many components, possibly designed
by distinct teams. In order for the integrated system to have
the desired dynamic behavior, however, all individual com-
ponents must not only do their job properly, but also must
work together nicely with the other components. This is
where the notion of contracts comes in [1].

2 Contracts

Contracts are mathematical specifications on the behavior of
a dynamical system of the form

Σ : ẋ = Ax+Bu+Fd, y =Cx,

with state x, input u, output y and disturbance d. Now, for
this type of dynamics for the components, a contract basi-
cally specifies the inputs that are allowed to be fed to our
system Σ and the corresponding outputs that we then ex-
pect. In particular, we define contracts on the basis of: (1)
assumptions given by

A : ẋA = AAxA +FAdA, uA =CAxA,

which specify what inputs uA are allowed to be fed to our
system Σ; (2) guarantees given by

G : ẋG = AGxG +FGdG,

[
uG
yG

]
=CGxG,

which specify what input-output trajectories (uG,yG) we ex-
pect to get when feeding inputs uA to our system Σ. With
this, a contract C is defined as a pair C = (A,G).

Having defined contracts, we, of course, need to formulate
what it means for a system Σ to satisfy a specific contract
or not. In particular, we refer to this as implementation and
say that a system Σ implements a contract C = (A,G) if
the interconnected system A×Σ can be mimicked by G in
such a way that the input-output data from the first (uA,y)
is indistinguishable from that of the latter (uG,yG). In other
words, the behavior of the interconnection is captured in the
behavior of the guarantees. A depiction of this can be found
in the figure below.

A

dA

Σ

d

uA = u y

uA

⪯ G

dG

uG

yG

3 Results

In this context, we develop mathematical tools for the fol-
lowing properties:

1. implementation: a way of analyzing whether or
not individual components meet the requirements as
stated in their associated contracts.

2. refinement: a way to compare contracts.

3. composition: a way of defining a contract on the in-
terconnection of a finite number of components on the
basis of component contracts.

4 Discussion

Here, we would like to emphasize the importance of
contracts, namely that, using contracts, complex multi-
component engineering systems can be analyzed by analyz-
ing each of its components with respect to their associated
contract only. In particular, refinement allows us to compare
the contract of one component to that of a possibly improved
version of that component, which may allow for substitution
of the former component by the latter. Furthermore, compo-
sition allows us to investigate what the overall contract of a
multi-component system looks like. Thus, the analysis done
to develop the mathematical tools (which is mainly based on
[2]) allows for contracts to be used for modular design and
easier analysis of large, interconnected systems.
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1 Introduction

Distributed formation controllers for networked mechanical
systems have proven successful in reducing heavy compu-
tational burden, communication range, and unreliability in
large-scale networked systems by using only local informa-
tion of the neighboring agents. However, unstable behav-
iors and error amplification in large-scale networked sys-
tems may occur as the number of agents increases. This
study investigates a distributed formation tracking control
law for large-scale networks of mechanical systems. In par-
ticular, we adopt a distributed parameter approach to prove
the Scalable Exponential Stability (SES) of the network for-
mation, i.e., the scalability with respect to the network size
and the specific formation preservation.

2 Problem Statement and Network control
Consider a large-scale networked system composed of N ∈
N agents. Each agent i is modeled as a port-Hamiltonian
mechanical system, i.e.,[

q̇i

ṗi

]
=

[
0n In

−In−Ri

][
∇qiHi(qi, pi)

∇piHi(qi, pi)

]
+

[
0
In

]
ui,

Hi(qi, pi)=
1
2 p>i M−1

0 pi +Ui(qi).

(1)

where qi, pi,ui ∈ Rn are the position, the momenta, and the
input of each agent i, respectively. Moreover, M0 ∈ Rn×n

is the mass matrix, Ri ∈ Rn×n is the positive semi-definite
damping matrix and Ui : Rn → R denotes the potential en-
ergy of the agent i. Hence, the control objectives are

lim
t→∞

∥∥qi(t)−q j(t)−∆i, j
∥∥ = 0, ∀i, j ∈BL∪BF | i∼ j

lim
t→∞
‖qi(t)−qr,i(t)‖ = 0, ∀i ∈BL

lim
t→∞
‖p j(t)− pr,i(t)‖ = 0, ∀ j ∈BL∪BF , ∃i ∈BL

(2)
where BL and BF denote the non-empty sets of leaders
and followers, respectively. Besides, qr,i(t) and pr,i(t) ,
M0q̇r,i(t) are the reference trajectory position and momenta,
respectively. And ∆i, j indicates the desired formation geom-
etry between the pair of agents (i, j). In addition, we require
the network to exhibit the SES property.

Definition 1 A networked system with N ∈ N agents is said
to be SES if there exist constants c ≥ 0 and α,λ > 0, such
that, for any initial condition xi(t0), i ∈N := {1,2, ...,N},
satisfying max

i∈N
‖xi(t0)‖< α , the solution xi(t), i ∈N , exists

for all t > t0 and satisfies
max
i∈N
‖xi(t)‖ ≤ ce−λ t ·max

i∈N
‖xi(t0)‖, ∀N ∈ N. (3)
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Figure 1: Unscalable stable behavior of a networked system.
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Figure 2: Scalable behavior of a SES networked system.

According to the notion of SES, the state trajectories of
the networked system remain bounded for any N ∈ N, i.e.,
boundedness is independent of the size of the network.
Hence, the performance of the networked system is scal-
able. Consequently, the stability of the networked system is
not jeopardized by adding or removing agents.

3 Main Results
We propose a distributed control protocol based on the track-
ing interconnected and damping assignment passivity-based
control method (see [1]). Then, we derive a partial differen-
tial equation (PDE) approximate model of the closed-loop
system that gives a 2-dimensional perspective of the net-
worked system. Therefore, the following results are proved:
• The closed-loop system is realized as a spatial dis-

cretization of the PDE model.
• The closed-loop networked system is SES and the for-

mation control objectives (2) are achieved.
Figure 1 illustrates an unscalable behavior, while Figure 2
shows the results of our controller, where the error responses
are not amplified when increasing the number of agents in
the network.
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1 Introduction

This paper studies stability of switched systems that are
composed of a mixture of stable and unstable modes with
multiple equilibria. The main results of this paper in-
clude some sufficient conditions concerning set convergence
of switched nonlinear systems. We show that under suit-
able dwell-time and leave-time switching laws, trajectories
converge to an initial set and then stay in a convergent
set. Based on these conditions, LMI conditions are derived
that allow for numerical validation of practical stability of
switched affine systems, which include those with all unsta-
ble modes. Two examples are provided to verify the theoret-
ical results.

2 Problem formulation

Consider switched systems in the form of

ẋ(t) = fσ(t)(x(t), t), x(t0) = x0, (1)

where x(t) ∈X ⊆Rn is the state vector, t0 ∈R is the initial
time and x0 ∈X is the initial value. The main objective of
this paper is to propose a sufficient condition that guaran-
tees the switched system (1) is set convergent with respect
to switching law σ(t), which include the case when not all
modes of (1) are stable and when none of the modes is sta-
ble.

3 Main Result

We define N(k), Nα(k), L(k), which are a subset of X and
parametrized by positive constant k > 0. These sets will be
used in our main result to define the attractive invariant set
of the switched systems. An illustration of these sets for two
modes can be seen in Fig.1.

Theorem 1 Suppose that for every q ∈Q there exists Vq :
X × [0,τq,max)→R+ satisfying V̇q(ξ ,τ)≤ ηqVq(ξ ,τ), and
Vp(ξ ,0) ≤ µqVq(ξ ,τ), for all ξ ∈X \N(k), p,q ∈Q, and
τ ∈ [τq,min,τq,max), with a given ηq, µq and k > 0. Then for
every switching signal σ : R+→Q satisfying the following
dwell and leave time condition

τq > max
{
− ln µq

ηq
,τq,min

}
∀q ∈S , and

τq < min
{
− ln µq

ηq
,τq,max

}
, ∀q ∈U .



 (2)

the following properties hold for the state trajectory of the
switched system (1):

(i) there exists T = T (x0)> 0 such that x(T ) ∈ N(k);

(ii) for any time t ∈ [T,+∞), the trajectory will stay in L(k),
i.e. x(t) ∈ L(k);

(iii) for all starting points x0 ∈ Nα(k), the trajectory of
switched system (1) remains in the set L(k), i.e. x(t) ∈
L(k).

Figure 1: An illustration of the set constructions for two
modes.

4 Simulation Results

Example: Let us consider the switched system composed
of both unstable and stable subsystems, Figure 2 shows that
when the trajectory starts on the boundary of N(α), the tra-
jectory stays in L(k) for all time.
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Figure 2: The plot of trajectories of switched system in
Example, the green solid line is L(k), the red solid line is
Nα(k), the orange line is N(k).
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1 Introduction

This paper investigates the leader-follower formation con-
trol task for a team of mobile agents. A new control method
that requires no information about the leader’s motion di-
rection is proposed. Taking advantage of a virtual tensegrity
framework, each follower agent measures the relative posi-
tions of its neighbors in its local coordinate system; the mo-
tion of each follower is governed by the stresses of the con-
nections of the underlying virtual tensegrity framework, and
these stresses become constant in their steady states. The
advantage of not requiring the knowledge of the leader’s
motion direction is not requiring the alignment of the fol-
lower agents’ coordinate systems. Local stability is proved
for the target formation movement of our proposed method,
and simulation results further provide verification.

2 Main result

Consider a group of n agents including one leader agent,
moving in a 2-dimensional plane. The configuration of the
formation is denoted by p ∈ R2n, which can be obtained by
stacking the x and y coordinates of agents as follows:

p=
[

px
⊤ py

⊤ ]⊤=[p1x, p2x, . . . , pnx, p1y, p2y, . . . , pny]
⊤. (1)

Each agent’s state pi =
[

pix piy
]⊤, i ∈ {1,2, . . . ,n} is gov-

erned by the single-integrator model. The leader agent’s
state pl =

[
plx ply

]⊤ is guided under direct velocity input,
where l denotes the leader agent’s label; the follower agents
are controlled by the virtual force F =−(I2⊗Ω(p)) p from
the underlying virtual tensegrity framework, where Ω ∈
Rn×n is the stress matrix [1]. For a follower agent j, the
virtual force on agent j is given by f j =

[
Fj Fj+n

]⊤, and
the control law u j is given by

u j = f j =−∑k∈N j
Ω jk (pk− p j), (2)

where N j denotes the set of labels of agent j’s neighbors.

Now, given a configuration p∗=
[

p∗x
⊤ p∗y

⊤
]
⊤ of the desired

formation in an arbitrary coordinate system, and suppose the
leader agent is moving at a constant velocity, of which the
speed sl is known by the follower agents, we use a two-step
method for the controller design of the followers.

Note that this method deals with the formation control prob-
lem where the leader is moving, with its desired relative po-
sition not coinciding with the formation’s center.

Step 1: Label the leader agent as agent 1, and the follower
agents from 2 to n. Calculate the stress matrix at
the desired configuration p∗, i.e. Ω(p∗) ∈ Rn×n.
One solution of Ω(p∗) is given by Ω(p∗) = DD⊤,
where D is a vector in the form of D = kd =
k
[
−(n−1) 1 . . . 1

]⊤, and k can be solved from

k =± 4

√
sl

2

(d p∗x)
2 +
(
d p∗y
)2 . (3)

Step 2: Allocate cables and struts among agents according
to Ω(p∗), and design the member function for each
allocated member. Finally, from Ω(p∗), p∗, and
each member function, calculate the stress matrix
Ω(p) at any configuration p and derive the control
law of each follower from the virtual force F .

Remark : Proof of the existence of Ω(p∗), interpretations of
Step 1, design of the member functions, and derivation of
Ω(p) are omitted in this abstract due to limitations in space.

3 Simulation results

In a four-agent case, we assign the desired formation as a
unit square. The simulation results are shown below:

Figure 1: Member length errors and follower velocity errors
converge to zero; the trajectories of the overall formation.
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1 Introduction
Hierarchical multi-agent systems (H-MAS) are important in
many applications, such as modular multilevel converters
(MMCs), microgrids, and water pumping systems [1]. In the
examples above, a leader like the grid operator coordinates
the control actions of the rest of the system’s agents (follow-
ers) to reach a common goal (a consensus value), like a cer-
tain amount of power demand. Calculating and coordinat-
ing control actions is a challenge that grows in complexity
depending on the common goal and system characteristics.
This task is even harder if the H-MAS has a topology that
changes over time or if it is limited in some way, like by
having a limited number of active agents.

2 Motivation
In this paper, we refer to H-MASs with changing topolo-
gies as time-varying hierarchical multi-agent systems (TH-
MAS) as it is the case with, e.g., MMCs and water pumping
systems. In these situations, limiting the number of active
agents can make them last longer or help reach a common
goal. Therefore, it is of interest to investigate if consensus
can be reached in a H-MAS with a leader-follower architec-
ture and with a time-varying set of active agents. Figure 1
depicts a general representation of these systems.

Higher Layer

Lower Layer

Controller

Figure 1: TH-MAS illustration.

For the studied TH-MAS, the agents dynamics is considered
as

Σi : xi(k+1) = Aixi(k)+qi(k)Biui(k), (1)

where w ∈ R, xi and ui ∈ R are the ith agent state and con-
trol input, respectively and qi ∈ {0,1} is a selection variable

determining which agents are controlled at each time instant
k. The control objective is to achieve consensus among the
agents, such that

x1(k) = . . .= xi(k) = . . .= xN(k) = xL(k) (2)

subject to N

∑
i=1

qi(k) = σ(m), ∀k = mM, (3)

where σ(m) ∈ {1, . . . ,N} is a signal coming from a higher
control layer to determine the active agents.

3 Approach
For reaching consensus in a TH-MAS, we propose a switch-
ing algorithm that will coordinate the control actions by de-
termining which followers should be active at any discrete
time instant. Moreover, based on fundamental results from
[2] and [3], we prove that under the newly developed switch-
ing algorithm, the states of all follower agents reach con-
sensus. For evaluating the results of the proposed method,
we tested the proposed control algorithm in two simulation
examples describing a MMC and a water pumping system.
Partial results are shown in Figure 2.

 

Figure 2: Pump flows using the proposed switching algorithm.
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1 Introduction

A Gaussian Process (GP) learns functions from noisy data
[1], which can be collected from the environment using
sensors. Considering an array of sensors, we explore how
including this physical knowledge can be used to learn a
function. Our goal is to use an array of magnetometers to
learn the ambient magnetic field which is useful in mag-
netic field simultaneous localisation and mapping (SLAM)
[2]. In SLAM, sensor locations are the inputs and the mea-
sured magnetic field is the output to the GP. Normally, GP
regression assumes deterministic inputs but in SLAM, input
locations are stochastic. One way of to handle noisy inputs
is noisy input GP (NIGP) [3]. We extend on this method, by
including the physical knowledge that sensors are placed on
an array, such that the inputs become fully correlated.

2 Previous work

In GP regression, data y is collected from sensor measure-
ments at locations x and is used to learn a function f (x).
The posterior is normally distributed with predictive mean
µ∗ and covariance Σ∗∗ as

f (x∗)∼N (µ∗,Σ∗∗),

µ∗ = K(x∗,x)(K(x,x)+Σy)
−1y,

Σ∗∗ = K(x∗,x∗)−K(x∗,x)(K(x,x)+Σy)
−1K(x,x∗).

(1)

Here, Σy is sensor noise covariance and K(x,x) is a kernel
function. The * denotes a prediction location. Here, we as-
sume deterministic inputs, where we have stochastic inputs.

3 Our method

In NIGP, every input location is considered independent. We
place multiple sensors on an array, introducing rigid-body
constraints, which we include in the matrix H. This creates
correlations between input locations, which allows us to take
more information from the posterior gradient. The resulting
predictive posterior for our method is:

f̃ (x∗)∼N (µ̃∗, Σ̃∗∗),

µ̃∗ = K(x∗,x)(K(x,x)+Σy + Σ̃x(x))−1y,

Σ̃∗∗ = K(x∗,x∗)−K(x∗,x)(K(x,x)+Σy + Σ̃x(x))−1K(x,x∗),

Σ̃x(x) = ∇T f (x)HΣxHT ∇ f (x),
(2)

where Σx is the input covariance and ∇ f (x) is the gradient.

4 Results

We compare our method against NIGP and GP in with an
array of 3 sensors. The results are shown in Figure 1. GP
overfits and has a large RMSE of 0.334, as it neglects input
uncertainty. NIGP has a smaller RMSE of 0.193 than GP,
but has a larger variance. In our method we provide more
information in the form of correlations, which reduces the
variance and results in an RMSE of 0.133.
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Figure 1: Regression with GP (green), NIGP (blue) and our
method (orange), all with mean and a confidence in-
terval of 95%. Data are in red and the latent function
f (x) is in grey.
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Université Chatolique de Louvain
gianluca.bianchin@uclouvain.be

Emiliano Dall’Anese
Department of Electrical Engineering

University of Colorado Boulder
emiliano.dallanese@colorado.edu

Jorge Cortés
Dept of Mechanical Engineering

University of California San Diego
cortes@ucsd.edu

Miguel Vaquero
School of Science and Technology

IE University
mvaquero@faculty.ie.edu

In this work, we study k-dimensional agreement problems,
whereby a group of agents seeks to compute k linearly in-
dependent weighted means of a vector of initial estimates
whose entries are known only locally. This problem is espe-
cially relevant in distributed computing and sensing appli-
cations, where a group of agents is interested in evaluating
several independent functions at a common point by run-
ning a single distributed algorithm. We propose the use of
continuous-time linear protocols for this task, and we show
that linear dynamics can agree on quantities that are oblique
projections of the vector of initial estimates. We provide
necessary and sufficient conditions characterizing all proto-
cols that can achieve an agreement, and we propose a design
procedure for constructing such protocols. Overall, our re-
sults suggest that agreement requires the use of communi-
cation graphs with higher connectivity as compared to con-
sensus algorithms; more precisely, we relate the existence of
Hamiltonian decompositions in a graph with the capability
of that graph to sustain an agreement protocol.

Synchronization algorithms and consensus protocols are
central to many network coordination problems, includ-
ing rendezvous, distributed convex optimization, and dis-
tributed computation and sensing. Although an extensive
literature has been developed on consensus-based processes
– whereby the states of the network nodes asymptotically
reach a common value that is a weighted mean of the agents’
initial estimates [1, 2] – in many applications it is instead
of interest to assign, asymptotically, k ≥ 1 independent
weighted means (i.e. whose vectors of weights are linearly
independent) of the initial estimates. Relevant examples of
this problem include distributed computation [3], where the
weighting accounts for different desired outcomes, task allo-
cation algorithms [4], where weights account for heteroge-
neous computational capabilities, distributed sensing [5, 6]
where the weighting is proportional to the accuracy of each
sensing device, and robotic formation [7] where one agent
achieves a certain configuration relative to another agent.

Given a vector x(0), describing the initial estimates of the

agents and an arbitrary matrix W of rank k describing de-
sired mean weights, we say that the group reaches a k-
dimensional agreement if, asymptotically, the agents’ states
converge to Wx(0). As is commonly done, we model the
flow of information between agents using a directed graph;
our goal is to identify what classes of graphs are sufficiently
rich to enable k-dimensional agreement and to determine,
when possible, a distributed agreement protocol compatible
with such graph.
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1 Spectral identification of networks

Spectral network identification aims at estimating the eigen-
values of the network Laplacian matrix from data. This
framework allows to infer global network information (e.g.,
mean node degree, bounds on minimal and maximal de-
grees, etc.) from local observations at a small number of
nodes. It was initially developed for networks of diffusive-
coupled units [3], [4], and has not be used for applications
that require other types of coupling. In this work, we fill
this gap by considering spectral identification in the case of
pulse-coupled oscillators, which is the prototypical model in
neuroscience.

2 Pulse-coupled oscillators

We consider a network of N identical weakly pulse-coupled
phase oscillators θi ∈ S described by the dynamics

θ̇i = ω +ε
N

∑
j=1

∑
k∈N

AAAi j Z(θi(t))δ (t−τ(k)j ), i = 1, . . . ,N (1)

where ω is the natural frequency, AAAi j are the entries of the
network adjacency matrix AAA, Z : S→ [0,2π[ is the so-called
phase response curve (PRC), and {τ(k)j }k∈N is a sequence of

firing (i.e., spiking) times such that θ j(τ
(k)
j ) = 0. Moreover,

we assume that the coupling is weak, i.e., ε ≪ 1, and that
the oscillators synchronize, i.e., limt→∞ θ j(t) = θ ∗(t) for all
j (with θ̇ ∗ = ω).

We measure spiking times series {τ(k)j }k∈N for a few nodes
j and we aim at estimating (some information on) the eigen-
values of the network Laplacian matrix LLL (i.e., LLL = DDD−AAA,
where DDD is the matrix of in-degrees).

3 Stroboscopic map and weak coupling

Denote θ̄i[k] := θi(kT ) and define the stroboscopic map SSS :
SN → SN such that

θ̄i[k+1] = SSSi(θ̄1[k], . . . , θ̄N [k]).

Under the weak coupling assumption, we can use averaging
techniques to approximate the Jacobian matrix of the stro-
boscopic map by

JJJ = III + εZ′(0)LLL. (2)

It follows that we can recover the spectrum of L from the
spectrum of J.

4 Numerical experiments

In practice, the procedure consists of three main steps:

1. Estimate the sequence of phases from measured spik-
ing time sequences.

2. Estimate the eigenvalues of the Jacobian matrix by
using the DMD algorithm [2] with the approximated
phases.

3. Identify the eigenvalues of the Laplacian matrix using
equation (2).

This procedure will be illustrated on synthetic spiking time
series generated by the dynamics (1). In particular, we will
report on preliminary results such as estimating the number
of clusters in networks of varying sizes using the spectral
gap of the identified Laplacian spectrum.

These early findings open the door to applications in neuro-
science, e.g., performing the spectral identification on pulse-
coupled FitzHugh – Nagumo neurons [1].
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1 Introduction

Electrochemical impedance spectroscopy (EIS) is a power-
ful data-driven technique for estimating the impedance of a
Li-ion battery from current and voltage measurements. In
classical EIS, as implemented in commercial cyclers and
potentiostats, the battery impedance is estimated nonpara-
metrically, i.e. in a discrete set of excited frequencies. The
nonparametric impedance estimate is then often interpreted
by means of an equivalent electrical circuit model (ECM),
whose components relate to the physical processes occur-
ring in the battery. The idea of this research however, is
to estimate the battery impedance parametrically, by using
such an ECM as underlying parametric model. Therefore,
we propose a consistent parametric estimation algorithm in
the frequency domain, based on a fractional order model of
the battery impedance. The parametric impedance estimate
has the advantage that it can be evaluated in every frequency
of the frequency band of interest. Moreover, we are not lim-
ited to a single sine or odd random phase multisine exci-
tation signal. Instead, the parametric estimation algorithm
works for any persistently exciting signal, like for example
a Gaussian white noise excitation signal. The parametric es-
timation algorithm is first validated on simulations and then
applied to measurements of commercial Samsung 48X cells.

2 Impedance based battery model

A Li-ion battery can be modelled as a voltage source,
called the open circuit voltage (OCV), in series with the
impedance. The measured input and output signals are then
respectively the current through and the voltage over the bat-
tery. For now, the battery impedance is assumed to be a
linear time-invariant (LTI) system. In practice, this means
that we have to measure in steady state, so after relaxation,
with a small amplitude zero mean excitation signal. Indeed,
since the relationship between the current and the voltage in
a battery is inherently slightly nonlinear, the amplitude of
the excitation current must be kept sufficiently small to sat-
isfy the linearity assumption. If, in addition, the excitation
current is also zero mean, the state of charge (SOC) of the
battery will remain approximately constant after relaxation,
such that the time-invariance assumption is fulfilled as well.

The battery impedance can be modelled parametrically by
a Randles ECM with a Warburg element to model the dif-
fusion, which is the main physical process in a battery at
low frequencies. The Warburg impedance, and thus also the
total battery impedance, are functions of the Warburg vari-
able

√
s, where s denotes the Laplace variable. Hence, in

the frequency domain, diffusion results in a rational transfer
function in

√
s. In the time domain, this corresponds to a

so-called fractional differential equation (FDE) [1].

3 Parametric estimation algorithm

The equation error of the FDE, computed in the frequency
domain, is linear in the parameters, so that its minimisation
becomes a total least squares (TLS) problem, which can be
solved with the singular value decomposition of the regres-
sion matrix. Weighting the regression matrix with the vari-
ances of the equation error makes the estimation consistent.

Figure 1: Bode plot of the nonparametric (dots) and parametric
(lines) impedance estimates at different SOC levels.
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1 Introduction

Hamiltonian neural networks (HNNs) [1] are a physics-
based modeling tool in which Hamiltonian mechanics
are embedded as prior knowledge in the neural net-
work. Although HNNs have been successfully applied
to model a wide range of academic examples, their ap-
plication in modeling engineering systems remains chal-
lenging. In the HNN approach, it is assumed that noise-
less data records of the state and its time derivatives
are available, and that the system is energy conserva-
tive. However, real-life engineering systems are, in most
cases, subjected to inputs, the measured data records
are noisy and they are also energy dissipative. The cur-
rent study addresses modeling physical systems with
inputs and noisy measurements. In order to handle the
noise in the measurements properly, an output-error
model structure is introduced in the HNN approach,
which results in the so-called output-error Hamiltonian
neural network (OE-HNN) method. In addition, the
introduction of the generalized Hamiltonian theory to
OE-HNNs enables us to include external inputs into the
approach [2].

2 Proposed method

In Hamiltonian mechanics, the total energy of the sys-
tem Etot is conserved and defined as the Hamiltonian
of the positions q(t) and momenta p(t). In the general-
ized version of Hamiltonian theory, the inputs u(t) are
added to the relation with G as the input matrix

q̇ =
∂H

∂p
, ṗ = −∂H

∂q
+Gu(t). (1)

We consider systems with continuous-time state-space
equations as ẋ(t) = f(x(t),u(t)),

y(t) = Cx(t) + v(t),
(2)

in which x(t) = (q(t),p(t))⊤, and f describes the evolu-
tion of x, i.e., the dynamics of the system. The output
measurements y(t) are contaminated by v(t), a zero-
mean i.i.d. (white) noise with finite variance. It is
assumed that C = I. Here, the goal is to train the neu-
ral network which represents the parameterized Hamil-

This work is part of the DAMOCLES research project, which
received funding from the Eindhoven Artificial Intelligence Sys-
tems Institute, as part of the EMDAIR funding program.

tonian Hθ. During the training of the neural network
via backpropagations, derivatives of the neural network
(Hθ) with respect to states, x, are calculated via auto-
matic differentiation resulting in the state time deriva-
tives. These state derivatives are fed into an ODE-
solver to predict the states at the next time step. The
details of the training procedure are depicted in Figure
1 in which the loss function is defined as

min
θ

N∑

k=1

1

N
∥y(kTs)− ŷ(kTs)∥2

s.t. ˙̂x(t) = J
∂Hθ

∂x̂
(t) +Gu(t)

ŷ = Cx̂(t),

(3)

where ŷ(kTs) is the the simulated model output with

Ts as sampling rate, and J =

[
0 I
−I 0

]
.
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Figure 1: Output-error Hamiltonian neural network.

3 Example

In order to illustrate the performance of the proposed
OE-HNN approach, two connected spring-mass systems
subjected to a multisine input is studied. In Figure 2,
the competency of the proposed approach in simulating
the system is evident.

Figure 2: Simulated vs measured position of the second
mass (q2).
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1 Introduction
Previous work of our research group has shown how the
least-squares optimal realisation of an autonomous linear
time-invariant (LTI) system can be obtained by solving
a multiparameter eigenvalue problem (MEVP) [3]. The
globally optimal solution(s) of the non-convex optimisation
problem can be found via the eigentuples of the MEVP. An
alternative formulation of the problem, based on a structured
total least-squares problem [1], is given by a so-called Rie-
mannian singular value decomposition (SVD), which can be
solved using a heuristic method [2]. We compare both ap-
proaches, investigate how they relate to each other, and try
to extend the latter such that global optimality is guaranteed.

2 Dynamic total least squares (DTLS)
Given a sequence of single-input single-output (SISO) data
www =

[
uuuT yyyT

]T ∈ R2N , we wish to identify an LTI model

that has ŵww =
[
ûuuT ŷyyT

]T ∈ R2N , an approximation of the
observed data, in its behaviour (i.e., ŵww exactly satisfies the
model equations). The model is chosen so that the 2-norm
of the misfit w̃ww = www− ŵww is minimised.

The dynamic total least squares (DTLS) realisation problem
is formulated as follows:

min
aaa,bbb

σ2 = ∥ũuu∥2
2 +∥ỹyy∥2

2 = ∥uuu− ûuu∥2
2 +∥yyy− ŷyy∥2

2 ,

s.t.
n

∑
i=0

aiŷk+n−i =
n

∑
i=0

biûk+n−i k = 0, . . . ,N−n−1 ,

a0 = 1 ,

(1)

where aaa,bbb ∈ Rn+1 contain the coefficients of the nth or-
der difference equation governing the dynamics of the LTI
model. This model class is a special case of the misfit-
versus-latency framework [4]. Figure 1 schematically illus-
trates the relations given in (1).

LTI model: b(z)
a(z)ûuu ŷyy

+ +

yyyuuu

ũuu ỹyy

Given data

Figure 1: Schematic overview of the identification problem. The
given input/output data (uuu,yyy) is decomposed in a regu-
lar part (ûuu, ŷyy) that satisfies the LTI model, and a misfit
part (ũuu, ỹyy), the 2-norm of which is to be minimised.

3 MEVP
Notice that the DTLS problem of (1) is of multivariate poly-
nomial nature: the objective function is a sum of squares,
and all the constraints are multivariate polynomials in the
unknowns (ûuu, ŷyy, aaa, and bbb). Upon invoking Lagrange mul-
tipliers, the first order necessary conditions for optimality
can be composed. This results in a system of multivari-
ate polynomial equations, which can be reformulated as an
MEVP, the eigentuples of which characterise all the station-
ary points of the identification problem [3]. After evaluation
of the eigentuples in the objective function, the globally op-
timal solution(s) can be identified.

4 STLS & Riemannian SVD
An alternative, but equivalent, approach to solve the DTLS
problem is given by approximating a “double Hankel” ma-
trix A =

[
Y U

]
constructed from the observed data by a

rank deficient matrix B, which has the same affine matrix
structure as A, such that the objective σ2 in equation (1) is
minimal. The minimising matrix B is related to the singular
triplet (uuu,τ,vvv) with smallest singular value of the so-called
Riemannian SVD [2]:

Avvv = Dvvvuuuτ , uuuTDvvvuuu = 1 ,

ATuuu = Duuuvvvτ , vvvTDuuuvvv = 1 ,
where τ is the (unknown) singular value and uuu and vvv are the
corresponding singular vectors. The latter corresponds to
the model parameters: vvv =

[
aaaT bbbT

]T
. The positive definite

matrices Dvvv and Duuu are nonlinear weighting matrices, with
elements quadratic in the components of resp. vvv and uuu.

We derive the connection between both formulations and
investigate whether we can we use root-finding algorithms
to solve for the smallest singular triplet of the Rieman-
nian SVD, leading to the globally optimal solution(s) of the
DTLS problem.
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1 Introduction
We consider the identifiability of a network matrix G(q),

where the network is made up of n node signals stacked in
the vector w(t) = [w1(t) w2(t) · · · wn(t)]⊤, known exter-
nal excitation signals r(t), measured node signals y(t) and
unmeasured noise v(t) related to each other by:

w(t) = G(q)w(t)+Br(t)+ v(t)

y(t) =Cw(t),
(1)

where matrices B and C are binary selections indicating re-
spectively the nB excited nodes and nC measured nodes,
forming sets B and C respectively.

The nonzero entries of the transfer matrix G(q) define the
network topology: Gi j(q) is the transfer function from node
j to node i, represented by an edge ( j, i) in the graph. Some
of those transfer functions are known and collected in ma-
trix G•(q), and the others are unknown, collected in matrix
G◦(q), such that G(q) = G•(q)+G◦(q).

We assume that the input-output relations between the ex-
citations r and measurements y have been identified, and
that the network topology is known. From this knowledge,
we aim at recovering an entry of G◦(q), or a subset of them.

Example 1.

w2

w1

w3

r1

y2 r2

y1

G21
G31

G23

G13

G◦ =




0 0 G13
0 0 G23
0 0 0


 , G• =




0 0 0
G21 0 0
G31 0 0


 , B =




1 0
0 0
0 1


 ,

C =

[
1 0 0
0 1 0

]
G13 and G23 are identifiable.

A first line of work extends the classical closed-loop iden-
tification techniques to identify a single module, see e.g. [1].
A recent approach employs graph-theoretical tools to derive
identifiability conditions on the graph of the network. Us-
ing this approach, [2] addresses the particular case where all
nodes are excited/measured. In the general case of partial
measurement and excitation, [3] introduces a local version
of identifiability and derives algebraic necessary and suffi-
cient conditions. In this work, we consider local identifiabil-
ity with partial excitation and measurement. From the con-
ditions of [3], we derive a path conditions which generalize
the results of [2] when not all nodes are excited/measured.

* Work supported by the “RevealFlight” ARC at UCLouvain, and by the
MIS grant “Learning from Pairwise Data” of the F.R.S.-FNRS.

2 Problem reformulation
Starting from the definition of a network system in (1),

we first define T (q)≜ (I−G(q))−1, which is assumed to be
proper and stable. The input-output model of (1) is:

y(t) =C T (q) B r(t)+ ṽ(t),

where ṽ(t) ≜ C T (q)v(t). We assume that r(t) is suffi-
ciently rich so that, for any B and C, C T (q)B can be consis-
tently estimated from {y(t),r(t)} data. From the knowledge
of C T (q)B, the aim is to identify G◦(q). This motivates the
following definition, which restricts the usual generic iden-
tifiability from [2] to non-discrete sets of solutions.

Definition 1. The module Gi j is locally identifiable at G
from excitations B and measurements C if there exists ε > 0
such that for any G̃ with same zero and known entries G• as
G satisfying ||G̃−G||< ε , there holds

C T̃ (q)B =C T (q)B⇒ G̃i j = Gi j, (2)

where T̃ (q) = (I− G̃)−1. Gi j is generically locally identifi-
able if it is locally identifiable at almost all G.

3 Results
In [3], a linearization of (2) yields a necessary and suffi-

cient condition for generic local identifiability, based on the
generic rank of a matrix K constructed from B,C and T .

In this work, we show how the generic rank of K relies
on the generic rank of certain particular transfer matrices.
Besides, we know from [2] that the generic rank of a transfer
matrix can be characterized as paths in the network graph.

Combining those results allows to derive a necessary con-
dition and a sufficient one for generic local identifiability in
terms of paths in the network, which will pave the way for
further developments in the subject.
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1 Problem description and research questions

For analysing the identifiability of a network, we typically
assume that all node signals can be measured [1]. However,
some node signals might be unmeasurable. Sometimes, the
dual case is studied, in which it is assumed that all node
signals can be excited. This results in dual identifiability re-
sults, but also in very expensive experiments (as actuation
is usually more expensive then sensing). Similar as before,
it might be impossible to excite some node signals. To con-
sider networks with unmeasurable and unexcitable node sig-
nals, we need to be more flexible in the experimental setup.

Our main research question is

Question 1: What conditions are needed to obtain identi-
fiability of a diffusively coupled linear network?

In this general setting, we avoid the assumption that all node
signals are measured or that all node signals are excited [2].
The identifiability conditions will include restrictions on the
number (and possibly locations) of actuators and sensors.
Therefore, we can also answer the question

Question 2: Where to place the instruments to obtain iden-
tifiability of a diffusively coupled linear network?

2 Diffusively coupled linear network

A diffusively coupled network is characterized by symmet-
ric interconnections and therefore, it is typically represented
by an undirected graph. This network is modelled as

A(q−1)w(t) = B(q−1)r(t)+v(t), y(t) =C(q−1)w(t), (1)

with node signals w(t); excitation signals r(t); process
noises v(t) = F(q)e(t) modelled as filtered white noise;
measured signals y(t); with symmetric polynomial matrix
A(q−1) = ∑na

k=0 Akq−k with A0 typically not equal to I and
A−1(q−1) stable; polynomial matrices B(q−1) and C(q−1);
and delay operator q−1, i.e. q−1w(t) = w(t − 1). The
symmetry of the diffusive couplings is incorporated in the
model (1) by the symmetry of A(q−1).

1This project has received funding from the European Research Coun-
cil (ERC), Advanced Research Grant SYSDYNET, under the European
Union’s Horizon 2020 research and innovation programme (grant agree-
ment No 694504).

The input-output mapping of (1) is given by

y(t) = Tyr(q)r(t)+ v̄(t), v̄(t) = Tye(q)e(t), (2)

with rational transfer function matrices

Tyr(q) =C(q−1)A−1(q−1)B(q−1),

Tye(q) =C(q−1)A−1(q−1)F(q).

3 Approach

To analyse the identifiability of the network, we consider the
uniqueness of the network model in the selected network
model set. In other words: What conditions are needed to
obtain a unique network model from experimental data? To
answer this question, we analyse the input-output mapping
(2), while making extensive use of the symmetric nature of
the interconnection structure.

4 Result

Result 1: Identifiability conditions for of a diffusively cou-
pled linear network.

The obtained identifiability conditions are much simpler
than the ones for directed or nonsymmetric networks, due
to the symmetry of the couplings that significantly reduce
the degrees of freedom in the network model.

Result 2: A very simple instrumentation placement condi-
tion for identifiability of a diffusively coupled network.

Moreover, the identifiability conditions (and thus also the
condition for actuator and sensor placement) can also be ap-
plied to a (diffusively coupled linear) subnetwork or single
interaction.
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1 Introduction and problem formulation

Traditionally, the network identification problem has been
mainly restricted to linear transfer functions. However, most
of the networked dynamical system are characterized by
nonlinear interactions among the nodes (e.g., neural net-
works, power networks) and hence conditions for the net-
work identification need to be derived for the nonlinear case.

For a network composed by n nodes, we consider that the
output of each node i is given by:

yi(k) = ∑
j∈Ni

fi j(y j(k−1))+ui(k−1), for all i ∈ {1, . . . ,n},

(1)
where fi j is a nonlinear function, Ni is the set of in-
neighbors of node i, and ui is an external excitation sig-
nal. Notice that when the nonlinear functions fi j are polyno-
mial, the model (1) is an approximation of the well-known
Volterra-series formulation since each y j(k−1) can also be
considered as an input for the node i [1].

We assume that all the nodes are excited and the topology
of the network is known; this implies that we know which
nodes are connected by nonzero functions. The objective is
to determine which nodes need to be measured to identify
all the nonlinear functions in the network.

2 Path graph

To highlight the difference with the linear identification
problem, we focus on a path graph due to its importance
in the determination of conditions for the identifiability of
linear networks [2], [3]. We consider the path graph with 3
nodes presented in Fig. 1. We excite all the nodes (u1,u2,u3)
and measure only the sink (y3). It is well known that in the
linear case, for this graph topology we only need to measure
the sink to identify all the transfer functions of the network
thanks to the superposition principle [2]. However, this is
not true for the nonlinear case.

1 2 3

u1 u2 u3

f3,2f2,1

Figure 1: Nonlinear functions in a path graph with 3 nodes.

Let us assume that the function f32(x) = a2x is linear, and
the function f21 is analytic and f21(0) ̸= 0 (e.g., cos(x), ex).

Thus, the function f21 can be expressed as f21(x) = a1 +
p(x), where p(x) corresponds to the higher order terms of
the Taylor series associated with f21.

Based on the excitation signals and the measurement of the
sink, we assume that a perfect identification of the function
F is obtained:

y3(k)=F(u1(k−1), . . . ,u1(k−m1), . . . ,u3(k−1), . . . ,u3(k−m3)).

In our case, we get:

y3(k) = u3(k−1)+a2u2(k−2)+a2g(u1(k−3))+a1a2.
(2)

Unfortunately, due to the linear function f32, the constant
a1a2 cannot be identified since it could be part of f21 or f32
or both. For instance, the alternative functions f̂21(x) = p(x)
and f̂32(x) = a2x+a1a2 would generate the same nonlinear
function (2). Although this analysis was performed in a path
graph with 3 nodes, it is valid for any path graph with m > 2
nodes. This shows that unlike the linear case, in a path graph
there exist nonlinear functions that cannot be identified by
only measuring the sink.

Since the presence of constant factors in the nonlinear func-
tions makes a network not identifiable, it is necessary to re-
strict the identification problem to a class of functions sat-
isfying f (0) = 0. Finally, it is possible that the nonlineari-
ties in the functions generate a unique flow of information
through each path in a network, providing conditions for the
identification that differ with respect to the linear case.
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1 Introduction

Developing optimized motion planning algorithms is a cen-
tral topic in the robotics field. Among the possible applica-
tions, industrial ones largely benefit from fast optimized tra-
jectory planning algorithms, as they play a significant role
in improving efficiency, energy consumption, safety, etc.
This work targets motion planning in highly structured en-
vironments. Currently employed approaches tend to be cau-
tious and conservative, allowing only motion with limited
speeds and along predefined paths. On the other hand,
optimization-based methods are typically too computation-
ally intensive for cost-effective real-time implementation.
The purpose of this work is to develop a strategy that pro-
vides optimal solutions with respect to economic objectives
(such as time, energy consumption, footprint) at a low com-
putational cost. Furthermore, predictability of the solution
should be enforced, as well as the possibility of shaping the
trajectory based on the application at hand.

2 Proposed approach

The proposed approach breaks down the motion planning
problem into three main strategies:

1. A set of application-specific motion primitives is devised
offline to obtain predictable and human like trajectories;

2. A high-level optimal routing strategy is in charge of find-
ing a globally optimal motion corridor;

3. A low-level optimal motion planner determines the op-
timal trajectory by partitioning the corridor in segments
and, for each of them, deciding whether to assign a mo-
tion primitive or to solve a full-blown optimal control
problem, where most effective.

3 Current work
A preliminary study is performed to address the corri-
dor partitioning task. Initially, the time-optimal trajectory
within an L-shaped corridor (see Figure 1) is analyzed, to
devise a smart partition for this kind of corridors. We as-
sume that the start and final position are given, with free ori-
entation. A kinematic bicycle model describes the robot mo-
tion, where the control inputs are the velocity v and the steer-
ing angle δ , both upper and lower limited. The problem is
formulated as a multi-stage optimal control problem, where
the corridor is defined by two orthogonal rectangles and the

Figure 1: Path obtained by solving an optimal control problem
within a corridor. A possible partition includes three
segments, where three primitives can be selected.

condition to remain within their bounds is modeled as done
in [1]. The solution turns out to be the sequence of three tra-
jectory pieces: (1) a line segment with δ (t) = 0, v(t) = vmax
for t ∈ [t0, t1), (2) a circular arc with δ (t)= δmax, v(t)= vmax
for t ∈ [t1, t2), and (3) a second line segment for t ∈ [t2, t f ].
Such solution can be derived analytically, since the second
trajectory piece is part of a circle whose center and radius
can be computed, knowing the parameters of the bicycle
model and the size of the corridor. Then, the entire trajec-
tory is constructed as: a line segment passing through the
initial point and tangent to the circle, an arc belonging to the
circle, and a line segment passing through the final point and
tangent to the circle.
In future work, more complex scenarios and robot models
will be considered and the influence on the solution of dif-
ferent applications will be investigated.
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1 Introduction

Acoustic anechoic chambers are designed to absorb
acoustic waves at its boundaries. In practice, low-
frequency sound will be reflected at the walls due to
limitations of the passive absorption measures. Ac-
tive noise control is effective at lower frequencies, which
makes this a promising addition to the passive wall ab-
sorption. Typical chamber dimensions are large, re-
quiring a larger number of sources and sensors for sat-
isfactory performance. The computational complexity
increases rapidly for growing system sizes. This work
proposes an efficient scheme to compute a finite impulse
response controller, demonstrated by a multichannel
example.

2 Approach

The proposed scheme is based on the work presented
in [1], but substituted with the frequency-domain de-
rived filters from [2], to reduce computational complex-
ity. This results in the scheme as shown in Fig. 1.

Figure 1: Block-scheme of the proposed algorithm [3].

The filter ˆ̄Fw(z) is the prewhitening filter that applies
prewhitening and decorrelation. The filter ˆ̄Gmi(z) is the
preconditioning filter, and the filter ˆ̄Gai(z) is the adjoint,
which together decouple the system. These filters need
an appropriate number of delay samples in order to
ensure causality.

3 Simulation

The performance of the algorithm is shown using a 4-
channel setup. The objective of the system is to reduce
the reflections from the walls of the chamber, with the
idea of improving an acoustic anechoic chamber. The
decoupling of the plant for the first two channels is

shown in Fig. 2. It can be seen that the plant is ef-
fectively diagonalized.
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Figure 2: Decoupling of the plant using the filters ˆ̄Gmi(z)
and ˆ̄Gai(z).

The convergence of the algorithm is shown for the first
two channels in Fig 3, where the controller converged
to 13 dB reduction on the first channel and 14 dB on
the second channel.

-0.01

0.01

1 2 3 4

× 10
4

-0.01

0.01

S am p le s [N ]

Training filter coefficients C(z): performance

A
m

pl
itu

de
 [P

a]

Figure 3: Convergence of the controller performance
while running the proposed scheme.
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1 Introduction and problem description

Model predictive control (MPC) is a widely adopted
optimization-based control strategy, where at each time in-
stance a receding-horizon optimal control problem is solved
to obtain the control input. Reducing the computation time
of the receding-horizon optimal control problem is a well-
established field of research. However, for a large class
of control problems, where the system is constrained by
many state constraints, the existing techniques are typically
not highly effective in obtaining a real-time feasible control
law. To fill this gap, we propose a new online constraint re-
moval framework: constraint-adaptive MPC (ca-MPC). In
so-called exact ca-MPC, we adapt the imposed constraints
by removing, at each time-step, a subset of the state con-
straints in order to reduce the computational complexity of
the receding-horizon optimal control problem, while ensur-
ing that the closed-loop behavior is identical to that of the
original MPC law.

To obtain an exact ca-MPC scheme, we seek state-
dependent index sets Ai : Rn ⇒ Nc (i.e., Ai(xxxk) ⊆
{1,2, . . . ,nc} =: Nc, where nc denotes the number of state
constraints) for each step in the horizon i ∈ NN , such that
the minimizer of

minimize
uuui−1|k, i∈NN

∑
i∈NN

xxx>i|kQQQxxxi|k +uuu>i−1|kRRRuuui−1|k, (1a)

subject to xxxi|k = AAAxxxi−1|k +BBBuuui−1|k, i ∈ NN , (1b)

fff jxxxi|k ≤ h j, j ∈ Ai(xxxk), i ∈ NN , (1c)

uuui−1|k ∈ U⊆ Rm, i ∈ NN . (1d)

is equivalent to the minimizer of (1) when choosing
Ai(xxxk) = Nc. In (1), xxx ∈ Rn, uuu ∈ Rm denote the state and
input, QQQ, RRR, AAA, BBB denote positive definite cost matrices and
state space matrices of appropriate dimension, and fff j, h j
denote the j-th state constraint.

Ideally, the cardinality of Ai(xxxk) is low, thereby, achieving
a large reduction in state constraints, and, thus, a reduc-
tion in computational complexity. Note, in order to reduce
the computational complexity of (1), computing the sets
Ai(xxxk), i ∈ NN themselves must be computationally cheap.

2 Methods and results

By exploiting forward and backward reachability, and the
optimization-based nature of (1), we can bound the pre-
dicted states by p ellipsoids [1], i.e., xxxi|k ∈

⋂
j∈Np Ei, j(xxxk)

for i ∈NN . Here, Ei, j(xxxk)⊂Rn denotes an ellipsoid that de-
pends on the current state (and possibly more data available
at time step k).

Given p ellipsoids that bound the predicted states, we define

the index sets Ai(xxxk) as

Ai(xxxk) = {l ∈ Nc | ∃x ∈ Ei, j(xxxk), j ∈ Np, s.t. fff lxxx > hl}. (2)

Intuitively, (2) removes all state constraints that cannot be
violated by any state for some ellipsoidal bound Ei, j(xxxk).
For example, any state constraint that is not forward reach-
able subject to the system dynamics and input constraints
can be removed. Note that (2) admits a closed-form solution
that computationally cheap to check [1], which is crucial to
obtain a real-time feasible ca-MPC scheme.
We applied our ca-MPC scheme to an MPC controlled hy-
perthermia treatment using virtual population model [2].
Loosely speaking, a hyperthermia treatment aims to heat the
tumor with external actuators while keeping healthy tissue
temperatures below a certain threshold. Hence, each dis-
crete location in the patient model has temperature upper
bound, resulting in 105 state constraints for each step in the
horizon. Figure 1 shows the percentage of state constraints
included in the ca-MPC problem over the duration of a treat-
ment for a horizon N = 5. Note that only a small percentage
of the state constraints are required to obtain the exactly the
same minimizer as for the full MPC problem. Moreover, the
time required to obtain the control input is approximately 5
seconds using our ca-MPC setup, while the original MPC
problem was intractable.

Figure 1: Percentage of total state constraints included in the
ca-MPC optimization problem over the duration of the
simulated hyperthermia treatment.

3 Conclusion

Online constraint removal for MPC is shown to be an ef-
fective strategy to accelerate the optimization problem with-
out sacrificing performance with respect to the original MPC
setup. In our hyperthermia case-study, we obtained a con-
straint reduction of more than 99.5%, yielding a tractable
large-scale MPC feedback law.
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1 Introduction

Robust optimal control has been proved to be effective in
many applications. Designing robust optimal controller for
uncertain linear systems usually entails computing optimal
control actions and/or control policies to immunize against
all possible uncertainties. It should be pointed that most
of the existing robust optimal control schemes consider the
case that uncertainties reside in fixed uncertainty sets and
also assume perfect state measurement. However, in sev-
eral domains, especially in operating modern energy and
building systems, the admissible region of uncertainties is
unknown and adjustable. In addition, perfect state measure-
ment is also not practical in reality for some applications.

In this work, we investigate the robust optimal control for
uncertain linear systems with uncertain measurement er-
rors and additive disturbances, which all reside in adjustable
sets. Under the restriction of linear constraints and objective
functions, two types of feedback control policies are investi-
gated, and a bilinear optimization problem is formulated to
compute the optimal size/shape of the adjustable uncertainty
sets and the corresponding robust optimal control policy.

2 Problem Formulation

Consider the robust optimal control problem for the follow-
ing linear uncertain systems:

xk+1 = Axk +Buk +wk (1)

where xk ∈ Rnx is the system state, uk ∈ Rnu is the control
input, and wk ∈Rnw is the unknown disturbance. The objec-
tive function is J = ∑N−1

t=0 lt(xt+1,ut), where lt(xt+1,ut) is a
linear function in xt+1 and ut . In our design, it is assumed
that system state xk cannot be accurately measured, and its
measurement is denoted as x̂k. The measurement error is
defined as ek := xk− x̂k. In addition, we assume that the un-
certain disturbance wk is not measurable, and its estimation
is computed as ŵk := x̂k+1−Ax̂k−Buk.

∗ The work was supported by the Brains4Buildings project under the
Dutch grant programme for Mission-Driven Research, Development and
Innovation (MOOI).

Under the restriction that the system state and input con-
straints and the adjustable uncertainty sets of the measure-
ment error E and the additive disturbance W are polyhe-
dra, we investigated two types of control laws: affine state
feedback control policy usf and affine disturbance feedback
control policy udf, which are defined as

usf
t =

t

∑
k=0

Lt,kx̂k +gt , t = 0, · · · ,N−1 (2)

udf
t =

t−1

∑
k=0

Mt,kŵk + vt , t = 0, · · · ,N−1 (3)

where Lt,k ∈ Rnu×nx , gt ∈ Rnu , Mt,k ∈ Rnu×nw and vt ∈ Rnu

are design parameters to be determined. Our design objec-
tive is to compute the optimal shape/size of the admissible
uncertainty sets E and W while determining the correspond-
ing optimal control policy so that the system constraints are
satisfied for all admissible uncertainties ek ∈ E and wk ∈W .

3 Contribution

The contributions of our work are summarized as follows:
• Firstly, it is proved that the state feedback control pol-

icy (2) and the disturbance feedback control policy
(3) are equivalent. Put differently, the feasible set of
initial states for both two control policies are identi-
cal. Also, given a feasible state feedback policy usf,
an equivalent feasible disturbance feedback policy udf

exists to give the same state and input sequences.
• Secondly, a bilinear optimization problem is formu-

lated based on the duality of linear optimization to
compute the optimal size/shape of the adjustable un-
certain sets W and E while simultaneously computing
the corresponding robust optimal control law udf

t .
• Finally, the proposed design is illustrated in a case

study of building temperature control to validate its
effectiveness.

Please refer to [1] for the details of our proposed design.
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1 Introduction

Dealing with uncertainty is one of the major challenges in
control of dynamical systems. Various techniques, ranging
from robust to stochastic control, have been proposed to take
into account the uncertainty in the controller design. For ex-
ample, stochastic model predictive control (SMPC) consid-
ers constraints that have to be satisfied with a desired level
of probability (also known as chance constraints). However,
SMPC problems are usually challenging to solve analyti-
cally, as they require the computation of multivariate inte-
grals over the distribution of the uncertain parameter.

Randomized algorithms, such as the scenario approach [1],
have received a lot of attention, as they allow to solve
stochastic programs in an efficient manner. In the next sec-
tions, we highlight the main results for the scenario ap-
proach, and discuss its implementation in control algorithms
for piecewise affine (PWA) systems, considered as they are
the simplest extension of linear models that allows to cap-
ture nonlinearities in the system dynamics. Including uncer-
tainty in PWA models is however challenging, so we present
some open problems in SMPC for PWA systems.

2 The scenario approach

The scenario approach is a randomized method to solve
stochastic programs. By drawing a number N of samples of
the uncertain parameter, a chance constraint is replaced by
a set of N deterministic constraints, leading to a determinis-
tic scenario program. In [1], a lower bound on the number
of samples is provided, so that a feasible solution for the
scenario program is also feasible for the original problem
with high probability, independently of the actual distribu-
tion of the uncertain parameter. Furthermore, although the
original results in [1] are valid for convex constraints only,
some recent works have extended the validity of the method
to non-convex programs as well.

3 Scenario-based control of piecewise affine systems

A chance-constrained optimal control problem can be com-
putationally intractable as soon as the uncertainties follow
a non-Gaussian distribution, or nonlinearities occur in the
dynamics. This is the case for PWA systems as well. An op-
timal control problem for a PWA system is in general non-
convex, and the computational complexity can rapidly grow
as the prediction horizon, state and input dimension grow.

When the system is affected by uncertainty, analytical so-
lutions to the stochastic control problem are in general not
possible due to the nonlinear nature of the system dynam-
ics. Randomized algorithms represent an appealing tool to
provide tractable solutions to SMPC of PWA systems, lever-
aging in particular some recent results on the scenario ap-
proach for stochastic non-convex programs [2].

4 Open issues and research directions

The ultimate goal of our research is the derivation of an ef-
ficient scenario-based stochastic control algorithm for PWA
systems capable of handling various sources of uncertainties
in an efficient manner.

Some of the main challenges are the following. First of all,
the scenario-based control algorithm must provide guaran-
tees for chance constraint satisfaction, despite the presence
of non-convex constraints originating from the hybrid nature
of the system. The second aspect is that the computational
burden of the scenario program should still be suited for on-
line optimization, and the solution should not be overly con-
servative. For this, some inherent properties of PWA sys-
tems might play an important role to derive the least conser-
vative bound on the number of samples required to obtain
chance constraint satisfaction. Third, we may consider to
trade off mathematical guarantees in favor of saving com-
putational resources, in case the resulting scenario-based
SMPC problem is not amenable for online optimization. To
tackle this point, we plan to leverage clustering algorithms,
scenario reduction techniques, or importance sampling algo-
rithms, to define sets of representative scenarios with a lower
sample complexity than the original scenario program.
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1 Motivation

Climate change and recent geopolitical implications in-
crease the awareness of residential thermal energy con-
sumption, thereby boosting the interest in optimizing
heating, ventilation, and air conditioning (HVAC) sys-
tems that provide heating in residential buildings

2 Building Thermal Dynamics

The thermal dynamics of a building can be modeled
with the electrical analogy of a resistance-capacitance
circuit, with heat flow instead of the flow of charge [1].
To this end, consider a building with multiple zones i =
1, ..., n as shown in Figure 1. The zones are divided into
two groups. The first group consists of zones equipped
with a (variable air volume (VAV) box. The second
group is other spaces, like walls, windows, empty rooms,
and furniture. The overall heat flow balance for both
groups can, respectively, be described by

CiṪi =
Ta − Ti

Ri
+
∑

j∈Ni

Tj − Ti

Rij
+ ai(T

s
i − Ti)mi + qi

and

CiṪi =
Ta − Ti

Ri
+
∑

j∈Ni

Tj − Ti

Rij
,

where Ti is the temperature of zone i, Tj the temper-
ature of adjacent zones, Ri and Rij are the resistances
between the ambiance and zone i and between zone i
and j, respectively, Ts is the temperature of the sup-
plied heat, ai is specific heat of the supplied air, mi is
the mass flow rate, and qi is the heat gain from external
factors like humans. The collective dynamics results in
a bilinear model that severely complicates the design of
computationally tractable controllers. To address this
issue, we replace the terms ai(T

s
i − Ti)mi with linear

terms ai(T
s
i − T̂i)mi where T̂i is the initial condition

for the temperature of zone i. The dynamics of the
approximated system in matrix form is then

CṪ = RTa1− (R+ L)T +BG(T̂ )m+Bq, (1)

where T , q and m are collections of Ti, qi, and mi,
respectively.

3 Optimization Problem

The optimization problem to be solved includes thermal
comfort of occupants ||T−r||2 and energy minimization

Ta
TiTj1 Tj2

Tj3

Tj4

qi

Ts

Figure 1: Basic topology of a building

f(m), i.e.,
min
T,m

||T − r||2 + f(m),

subject to the steady state of the building’s thermal dy-
namics 1, where r is the temperature setpoint which is a
random variable coming from a probability distribution
approximated by data from end users [2].

4 Methodology and Outlook

Currently, we are exploring two techniques to solve the
optimization problem with stability guarantees. One
of the possible solutions is using a model predictive
control framework and exploiting the turnpike property
due to the strict dissipativity of the thermal dynamics.
Another solution includes formulating the problem as
a port-Hamiltonian system (or Brayton Moser system)
and using equilibrium-independent passivity properties
to establish the desired results.
As a future prospect, we also plan to incorporate the
human model described by human values and behaviors
toward the consumption of energy in the system from
an environmental psychology point of view.
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1 Introduction

Dynamic programming has been applied to a wide variety
of problems in several areas. However, the curse of dimen-
sionality limits the applicability of this idea. One of the ap-
proximate methods that have been proposed is relaxed dy-
namic programming (RDP) [1], which relaxes the demand
for optimality in order to reduce the complexity. It provides
a method to approximate the optimal value function with a
guarantee that the resulting (suboptimal) solution is within a
prespecified factor from the optimal one. Such a suboptimal
policy results from a parameterized approximate cost-to-go,

Vk(x) = min
p∈Jk

p(x), (1)

and the complexity of this cost-to-go determines the com-
plexity of the policy. Typically the more stringent the factor
from the optimal cost is, the larger the complexity. How-
ever, RDP does not give any theoretical guarantees on the
complexity, which might grow unbounded. To tackle this is-
sue, we propose to rather find the best constant factor away
from optimality for an a priori complexity bound. We show
that for a large class of problems where the cost-to-go is the
minimum of a set of quadratic functions, this factor can be
found by solving LMIs. Through a numerical method we
show the effectiveness of our policy.

2 Proposed approach

Different forms of p(x) are considered for several types
of applications: (i) switched linear systems with quadratic
costs [1], (ii) linear time-invariant (LTI) systems with piece-
wise linear costs [1], (iii) partially observable Markov deci-
sion processes (POMDPs) with finite state, control and ob-
servation spaces with piecewise linear costs [1], (iv) opti-
mal joint maximum a posteriori probability (JMAP) estima-
tion of the state and mode of a Markov jump linear system
(MJLS) with quadratic costs [2] and (v) linear quadratic con-
trol problems with discretized input. These value functions
can all be written in one general form:

Vk(x) = min
(P,q,r)∈Jk

x⊤Px+q⊤x+ r (2)

for which the complexity can be decreased by constructing
a pruned version J p

k of the set of tuples Jk.

This research is part of the research program SYNERGIA (project
number 17626), which is partly financed by the Dutch Research Council
(NWO).

We can initialize J p
k as an empty set, or with the mem-

bers of Jk for which V (x) achieves the minimum value for
a selected set of points xs ∈ X . Then, for original RDP,
if ∃(P∗,q∗,r∗)× x∗ ∈ Jk×X | x∗⊤P∗x∗+ q∗⊤x∗+ r∗+ ε <
min(P,q,r)∈J p

k
x∗⊤Px∗+q⊤x∗+r with a predefined ε ≥ 0, add

(P,q,r) = argmin(P,q,r)∈Jk
x∗⊤Px∗+q⊤x∗+ r to J p

k and re-
peat this step. If not, the pruning procedure is completed.
As a result, the costs are guaranteed to be within ε of the
optimal value. Because in general the costs can be negative,
ε is additive, similar to [3], instead of multiplicative [1], but
both cases can be covered in the notation explained below.

Instead of predefining ε as an optimality guarantee, we only
add a predefined number of tuples (P,q,r) to the pruned set
J p

k to have a complexity guarantee. Various methods can be
applied to efficiently select this limited amount of elements.
A sufficient condition to add a new tuple (P∗,q∗,r∗) ∈ Jk to
J p

k would for original RDP be if ∃x∗ ∈ X for which

x∗⊤P(ε)x∗+q(ε)⊤x∗+ r(ε)<
n

∑
i=1

αi

(
x∗⊤Pix∗+q⊤i x∗+ ri

)

(3)
with n = |J p

k |, 0≤ αi ≤ 1 ∀i ∈ {1, . . . ,n} and ∑n
i=1 αi = 1.

P(ε) = P∗, q(ε) = q∗ and r(ε) = r∗+ ε for the additive fac-
tor and P(ε) = εP∗, q(ε) = εq∗ and r(ε) = εr∗ for the mul-
tiplicative factor. The condition for when the tuple would
not be added can hence be written as an LMI (details are
omitted here). The minimum value of ε for which all other
tuples would not be added to the pruned set according to this
LMI, provides a (conservative) indication for how far from
optimal the solution will at most be.
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1 Introduction

Accurate and robust trajectory predictions of road users
(RUs) are needed to enable safe automated driving. To do
this, heavily processed datasets are used to develop machine
learning models that leverage as much information as possi-
ble about the environment (e.g. surrounding RUs and road
infrastructure [2]). The original dataset used during training
is later modified synthetically introducing new or faulty data
to evaluate the robustness of the prediction models.

2 Perturbations for Trajectory Prediction Robustness

Perturbations introduce synthetic variations to the dataset to
simulate unrecorded situations or lower data reliability in
order to evaluate and increase robustness of prediction mod-
els. For instance, [1] shows how the removal of irrelevant
RUs (e.g. parked vehicles) impacts predictive accuracy. In-
creasing robustness towards perturbations is often addressed
introducing similar perturbations to the data used for train-
ing the models [1]. However, if the perturbations applied to
the dataset are not representative of what one will encounter
in reality, the models can present erratic behavior (Fig. 1).

3 Methodology & Experiments

To identify the potential performance degradation of predic-
tion models when deployed in a real vehicle, two common
baselines (Constant Velocity and LSTM) [2] and two state-
of-the-art models (MotionCNN [3] and MultiPath++ [4]) are
compared under harsh, yet possible perturbations. Such per-
turbations are illustrated in Fig. 1 and are unavailability of
road information, late detections, and highly noisy heading
angle measurements, which could be given by faulty sensors
or adverse weather conditions [5]. Additionally, the effec-
tiveness of introducing similar perturbations during model
development is investigated.

4 Results & Future Work

Results show that harsh perturbations significantly degrade
performance, with errors increasing up to +1444.8% in
common trajectory prediction evaluation metrics. Introduc-
ing perturbations during training mitigates this performance

Figure 1: Example of vehicle predictions at an intersection using
original (clean) data and perturbed (noisy) data.

degradation, with error increases of up to +87.5%. We ar-
gue that despite being an effective mitigation strategy, per-
turbations during training do not guarantee robustness, since
identification of all possible on-road complications is un-
feasible. Furthermore, severe data degradation (e.g. road
information removal) frequently leads to more accurate pre-
dictions, suggesting that the models are unable to learn the
true relationships between the different elements in the data.
Future work will focus on further analysis of these cases.
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SAFE-UP project under EU’s Horizon 2020 research and
innovation programme, grant agreement 861570.
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1 Introduction

This work focuses on the problem of visual target naviga-
tion, which serves as a key functionality for autonomous
robots as it is the foundation of high-level tasks. To find a
specific predefined object in unknown environments, classi-
cal and learning-based approaches are fundamental compo-
nents of navigation that have been investigated thoroughly in
the past. However, due to the difficulty in the representation
of complicated scenes and prior and accumulated knowl-
edge, previous methods are still not adequate, especially for
large unknown scenes. To address this deficiency, we pro-
pose a novel framework for visual target navigation using
the Large Language Model (LLM). In this proposed frame-
work, visual observation is used to construct the real-time
semantic map and extract the frontiers. Based on the fron-
tiers and target object, the most relevant frontier is selected
by the prediction of LLM as a long-term goal to explore
the environment efficiently. We evaluate our framework on
the simulation platform Habitat [1] and in real world set-
tings. In sharp contrast to many other map-based methods,
our framework selects the long-term goal from the score of
LLM, which is a strong prior knowledge for the exploration.

2 Method

In the visual target navigation task, the agent should navi-
gate to find an object as the appointed category in a scene.
The overall framework is shown in Figure 1.

Leveraging Large Language Models for Visual Target Navigation
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Figure 1: The overall architecture of the target navigation
framework. This framework uses as input the RGB-D im-
ages to generate the semantic and frontier maps, and selects
the long-term goal via the score of LLM. After getting the
long-term goal, the local policy then guides the final action
for the robot.

2.1 Map Representation
Given the sensory input, the semantic map is built based on
RGBD images and the position of the agent. We denote the
semantic map by a K ×M×M matrix, where M×M de-
notes the map size, and K = Cn + 2 is the number of chan-
nels. Cn is the number of semantic categories, and the first
two channels represent the obstacle and explored map. For
the frontier map, the explored edge is extracted by finding
maximum contours from the explored map, and the frontier
map can be represented by the differences between explored
and obstacle maps.

2.2 Language Model for Exploration
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Figure 2: The query string contains the observation of the
frontier is embedded by a pre-trained language model. Then,
a fine-tuned neural network determines a distribution over
the target object labels given that embedding.

The process of the selection of the frontier using LLM is
shown in Figure 2. After obtaining the current semantic and
frontier map at each step, we collect all the semantic cate-
gories around each frontier area and fill the labels into the
query strings separately. Each string is then fed into a lan-
guage model to produce a summary enbedding vector. Fi-
nally, all the embeddings are fed into a fine-tuned neural net-
work head, which produces an (Fn×Cn)-dimensional matrix
of prediction logits corresponding to the object labels, with
the inferred frontier area being the one corresponding to the
maximum value of the output in the target object column.
The centroid of the inferred frontier area can be extracted as
the long-term goal. The path planning method is then used
to guide the robot to explore around the long-term goal.
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1 Abstract

The most challenging part of the parking/docking of ar-
ticulated vehicles at distribution centers is reverse driving
due to the unstable dynamics of the trailer. This paper
presents a cascade feedback-feedforward approach for the
path-tracking of tractor semi-trailers while reversing. The
controller developed is validated with a simulation model
and scaled vehicle experiments.

2 Model and Controller Objective

The tractor semi-trailer under consideration is modeled as a
function of traveled distance along the path (st ) :

x′(st) = f (x(st),u(st)) (1)

With states x(st) = (γ(st) ye(st) ψe(st))
T and using ′ for d

dst
.

The error dynamics in Figure 1 (ye and ψe) are defined us-
ing coordinate transformation, similar to [1]. Considering a
feasible reference path is provided by the path planner.

x′
r(sr) = f (xr(sr),u(sr)) (2)

The objective of the path-following controller is to control
the tractor semi-trailer states such that the reference path is
executed with zero tracking error:

lim
st→∞

||xr(sr(st)− x(st)|| = 0 (3)

In this work, The objective of the path-following controller
is to ensure that the semi-trailer follows the reference path
while reversing and achieving zero tracking error. The con-
trol input along with a complimentary feedforward δ f f ac-
tion thus reads:

u(st) = Kγ γ(st)+Kyye(st)+Kψ ψe(st)+δ f f (κr(st)) (4)

3 Preliminary Results

The path-tracking controller has been implemented on 1:13
scaled tractor semi-trailers, see Figure 2. The closed-loop
response of the tractor-semitrailer tracking a straight line
reference while driving in reverse with an initial lateral off-
set of 0.25m, in both simulation and scaled environment is
shown in Figure 3

References
[1] Y. Kanayama, Y. Kimura, F. Miyazaki and T.
Noguchi, ºA stable tracking control method for an au-
tonomous mobile robot,º Proceedings., IEEE International
Conference on Robotics and Automation,1(384-389),1990.

δ

γ

Reference pathR = 1
κr

ye

ψe

�ey

�ex

L1

L2

vx

L1c

2

1 0

Figure 1: Vehicle-road error model

Figure 2: Distribution center scaled setup at TU/e
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Figure 3: Closed loop response of the simulation model and
scaled vehicle
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1 Introduction

In the field of autonomous driving, fully autonomous park-
ing is one of the most important features that has received a
lot of attention recently from both industry and academics.
Parking space detection, path planning, and path tracking
are the three basic steps that fully automated parking (FAP)
entails. Among them, accurate parking space detection
is a crucial task, as it determines the effectiveness of au-
tonomous parking path planning and tracking efforts.

Parking space detection can be categorized into free-space-
based approaches and vision-based approaches, depend-
ing on the on-board sensors. A free-space-based approach
makes use of range-finding sensors to identify an available
vacant space between vehicles. As a result, it cannot be
used in an open area or parking lot where there are no other
vehicles around. A vision-based approach locates parking
slot markings from wide field-of-view image sensors. The
performance of vision-based approaches is more accurate in
most cases and is independent of nearby vehicles [1].

An autonomous truck-trailer parking maneuvering approach
based on model predictive control was proposed [2], as well
as a linear stabilizing feedback controller for path tracking.
With an external positioning system and in a known park-
ing space setting, this work demonstrates convincing ex-
perimental outcomes for autonomous parking. To achieve
fully autonomous parking, it is necessary to develop on-
board localization and parking space detection methods for
the truck-trailer Autonomous Mobile Robot (AMR).

2 Vision-based localization and parking space detection

Using on-board image sensors, the truck-trailer AMR in
this work locates itself and recognizes parking space online.
This results in fully autonomous parking after combining
with parking maneuvering and tracking methods in [2].

2.1 Hardware and software
The truck-trailer AMR is the in-house developed test setup
driven by a KELO-wheel. Two RealSense T265 Tracking
Cameras—one in the front of the truck and the other at
the back of the trailer—provide image and visual-odometry
sensing data. An angle encoder is attached to the hitching
point of the truck for measuring the angle between the truck

Figure 1: Truck-trailer AMR for lab experiments.

and the trailer. Vision-based localization and parking space
detection algorithms are executed on a Jetson TX2 with a
Robot Operating System (ROS) framework. Two projectors
installed on the ceiling render the parking space environ-
ment on the lab floor.

2.2 Localization and parking space detection
After converting the original images to Bird’s Eye View
(BEV) images, parking spaces are detected in a fashion of
semantic segmentation, i.e., the pixels representing the park-
ing spaces are segmented from BEV images first, a set of
lines that can denote parking space markings are extracted
from segmented pixels, and finally, the coordinates of park-
ing space are inferred from extracted line sets.

To localize the truck-trailer AMR itself, the average of the
visual-odometry data are calculated. After combining lo-
calization and parking space detection results at each times-
tamp, a map of the parking space can be built.
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1 Introduction
Although reinforcement learning (RL) algorithms have
achieved impressive results in games (e.g., Go and Atari
games), they are rarely applied to real-world systems like au-
tonomous driving. The main reason is that typical RL algo-
rithms maximize the cumulative reward by continuous trial
and error, and do not consider the satisfaction of constraints,
especially safety constraints, during the exploration process.
It is still an open problem to rigorously guarantee constraint
satisfaction throughout training for RL algorithms. This pa-
per will leverage popular tools in control theory, including
control barrier function (CBF) and model predictive control
(MPC), to design a regulation module to make sure RL al-
gorithms explore only in the safe space/set. The proposed
method will be applied to the obstacle avoidance task for au-
tonomous vehicles based on several RL baseline algorithms.

2 Problem description
Typical autonomous vehicles can be formulated as the sim-
plified bicycle model based on the no-slip assumption,

ṗx = vcos(θ)
ṗy = vsin(θ)
θ̇ = v

l tan(δ )
v̇ = a

(1)

where (px, py) and v denote the 2-dimension position and
linear velocity of the rear wheel of the vehicle, θ and l
denote the direction and the length of the vehicle. δ and
a denote steering angle and acceleration. This model can
be written in the form of a nonlinear control affine system
ẋ = f (x)+g(x)u, where x = [px, py,θ ,v] and u = [a, tan(δ )].
We assume an accurate model and state estimate are available
in this work. In addition, robots should stay in collision-free
space xt ∈ X f ree constrained by obstacles under input limits
ut ∈U . Therefore, the notion of safety is formalized based
on the concept of set invariance such that hard constraints can
be always satisfied.

Definition 1 (Invariance & Safty) A set S is forward invari-
ant if for every x0 ∈ S, it holds xt ∈ S for all t ∈ I(x0). The
system is safe with respect to the set S if the set S is forward
invariant.

The definition implies that a system remains safe under a par-
ticular control policy only if all solutions that begin in the
safe set remain in the safe set. It is significant to have the
set invariance property when RL algorithms are applied on
safety-critical systems. Since RL algorithms generate actions
(inputs) uRL randomly to collect more data. To avoid catas-
trophic exploring, a safety regulator is designed to enable RL
policy to explore only in the safe set.

3 Approaches

To regulate actions generated by RL algorithms in the safe
invariant set, two promising tools can be utilized, which are
control barrier function (CBF) [1] and predictive safety filter
(PSF) [2]. The effectiveness of the two methods to regulate
RL algorithms will be demonstrated in the case study of au-
tonomous vehicles in cluttered environments.

3.1 Control Barrier Function

Definition 2 Let C ⊂D⊂Rn be the super level set of a con-
tinuously differentiable function h : D→ R. Then h is a con-
trol barrier function if there exists an extended class Ke func-
tion α such that for the nonlinear control affine system:

sup
u∈U

[
L f h(x)+Lgh(x)u

]
≥−α(h(x)).

for all x ∈ D.

CBF can directly generate an admissible input set Scb f which
can empower set invariance property. Therefore, a regulator
based on CBF can be formulated as

minu0 ∥u0−uRL∥
s.t. u0 ∈ Scb f ,

u0 ∈U.
(2)

3.2 Predictive Safety Filter
Unlike CBF, PSF utilizes the superiority of model predictive
control on dealing with constraints to implicitly define a safe
set, whose formulation is based on the discretization of the
system (1)

minxk,uk ∥u0−uRL∥
s.t. ∀k ∈ I[0,N−1] :

xk+1 = f (xk,uk)
xk ∈ X f ree
uk ∈U,
xN ∈ St .

(3)

The main challenge in designing PSF is the construction of
the terminal set St which certifies the set invariance.
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1 Introduction

For marine crafts, tasks such as station-keeping, path- or
trajectory-tracking under weather disturbances depends on
the ability to produce the appropriate forces and torques
through the available set of actuators. A classical control
architecture for surface vessels is usually composed of i) a
top-level part computing the forces and moments needed to
meet the control requirements and ii) a low-level part which
handles the actuator dynamics. The link between these 2
components is the control allocation (CA) which translates
the forces and moments vector τ into actuators inputs u.
Sometimes, the allocation can be incorporated within the
high-level control. Having the control allocation done sep-
arately enables modular design in the control scheme since
all actuator’s constraints can be efficiently handled within
the CA.

Figure 1: Typical control architecture for a marine craft [1]

In the case of an overactuated system, the allocation be-
comes an optimization problem depending on the designer
objectives, such as fuel consumption or wear-and-tear under
the actuators constraints [2]. Overactuation occurs for a sur-
face vessel (SV) with 2 azimuth thrusters - thruster units that
can be rotated by an angle θ about the z axis and produce a
thrust T in a given direction.

2 Problem statement

A marine craft with 2 azimuth thrusters located at
pi = [lx,ily,i]T in a classical 3DOF surge-sway-yaw model
is considered. The approach chosen here is tackling the
control allocation problem (CAP) at its core by considering
it in its initial form with no saturation and angle rate
constraints on the thrusters. The mapping between each
single actuator’s thrust and angles and τ is τ = M(pi)F

Figure 2: Representation of the SV with 2 orientable thrusters

where F = [Fxi,Fyi]
T is the vector of the forces produced

by the i-th actuator on the xy axes and M is the mapping
matrix between the generalised forces and these forces to
be produced.

In this form, the CAP is a unconstrained least-squares prob-
lem whose solution is given by the Moore-Penrose pseu-
doinverse. Unfortunately, this solution is discontinuous in
the angles θi and cannot be applied as it in practice due to
the actuator dynamics. The aim of the research is to come up
with a solver-free and systematic way to build a sub-optimal
solution that ensures the continuity of the solution.
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1 Introduction
Automated Vehicles (AVs) may help reduce the number of
traffic deaths (the 8th cause of death annually worldwide)
and accelerate adoption of sustainable transportation, via
e.g, Mobility as a Service. However, to allow AV adop-
tion, they need to first be safe. Research in [1] shows that
the dominant reason for supervised AV test disengagement
is the occurrence of a Functional Insufficiency (FI). FIs en-
compass deviating function behaviour (possibly in absence
of faults), that leads in turn to unsafe vehicle behaviour in
relevant circumstances, e.g, failing to slow down. To in-
crease safe behaviour without reducing Automated Driv-
ing System (ADS) availability, the Safety Shell was devel-
oped [2]. The Safety Shell uses multiple heterogeneous
channels, as shown in Fig. 1 to cross-compare the world
model (WM) and motion planning (MP) results of each
channel (Ch.), to obtain a risk estimation for each channel’s
plan. This is used to feed an Arbiter algorithm that weighs
safety, availability and preference to select the channel used
for driving. Though [2] showed promise in controlled sim-

Figure 1: The basic architecture layout of the Safety Shell for a
3-channel system, adapted from [2]

ulation environments, it remains an open question whether
the Safety Shell architecture is an effective solution when
applied to more complex traffic situations with e.g, noisy
sensor models and unpredictable occurrences of FIs. In ad-
dition, one of the key questions regarding the benefit of het-
erogeneity is whether heterogeneous channels will not make
the same mistakes at the same time in more realistic circum-
stances, robbing the Safety Shell from its benefits. There-
fore, in this paper we set out to test the Safety Shell algo-
rithm in more realistic simulation environments.

2 Method
The open source CARLA simulator was selected to gener-
ate realistic simulations. The choice for CARLA was based,
among other reasons, on its active competition with open
source ADS channel submissions. Of those open source

ADS channels, [3, 4] were used as channels in the Safety
Shell architecture, next to [5]. Through an AD testbed de-
veloped by NXP, we were able to integrate these channels,
as shown in Fig 2. A proof-of-concept route in a CARLA
environment is tested, both with the Safety Shell and with
single-channel control (by fixing the channel selector in Fig.
2). AV behaviour performance is evaluated with respect to
travel time on a fixed route (lower is better), collisions and
red light violations.

Figure 2: Schematic diagram of the used system.

3 Preliminary results
Independently, two channels [4, 5] complete the 1 km urban
test route quickly, but cause collisions. Two channels vi-
olate red light rules (1x [3] and 8x [5]). The three-channel
equipped Safety Shell completes the route without collisions
or red light violations 15% faster than the safest individual
channel [3]. Though preliminary, these results vindicate the
potential benefit of the Safety Shell concept.
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1 Introduction

Micro Air Vehicles (MAVs), with higher agility and a lighter
design, hold a lot of potential for real-world operations such
as surveillance, exploration, and indoor detection. MAV
swarms can further compensate for the limited power and
mobility of a single MAV. Successful operation of MAV
swarms requires an accurate relative localization scheme
that provides position feedback among agents for perform-
ing higher-level tasks collaboratively.

Infrastructure-free relative localization schemes using only
onboard sensors are favorable due to their simple setup and
low cost. Ultra-wideband (UWB) has recently drawn a lot
of attention in aerial robot localization tasks [1] owing to its
superior communication capabilities and accurate distance
measurements. Therefore, equipping MAVs with UWB is a
lightweight and economic solution for the relative localiza-
tion purpose in swarming. However, in indoor cluttered en-
vironments, the UWB noise is heavy-tailed due to non-line-
of-sight and multi-pathing effects, which degrade the local-
ization performance. The kernel-induced Kalman filter [2]
has demonstrated its effectiveness in handling heavy-tailed
noise, thus applying it to solve the state estimation problem
in relative localization using UWB has great potential.

2 Problem formulation

An agent i in the swarm is required to estimate the rela-
tive position pi j = [xi j,yi j,zi j]

⊤ of its neighboring agent j
in the body-centered horizontal frame of agent i using the
inter-distance yi j measured by UWB two-way ranging and
the velocities vi (v j) in the body-centered horizontal frame
of agent i ( j). In addition, the relative heading ψi j is also
included to characterize the coordinate transformation be-
tween different body frames. The system governing the rel-
ative motion is

ẋi j =

[
ψ̇ j− ψ̇i

R(ψi j)v j−vi− ψ̇iSpi j

]
, yi j = ∥pi j∥2 +ν ,

where the state is xi j = [ψi j,p⊤i j ]
⊤, the inputs are the head-

ing rate ψ̇i (ψ̇ j) and velocity vi(v j) which are all perturbed
by additive Gaussian noise, and the output is yi j which is
affected by the heavy-tailed UWB noise ν . The matrices

Figure 1: Peer-to-peer relative localization of MAVs in indoor
cluttered environments using UWB ranging

R(ψi j) and S are given as

R(ψi j) =

[
cos(ψi j) −sin(ψi j) 0
sin(ψi j) cos(ψi j) 0

0 0 1

]
, S =

[
0 −1 0
1 0 0
0 0 0

]
.

Note that the system is nonlinear. Now the main goal is to
design a computationally efficient nonlinear filtering algo-
rithm that can run online and provide accurate state estima-
tion in the presence of heavy-tailed measurement noise.

3 Open issues
The kernel-induced Kalman filter [2] modifies the basic
Kalman filter by introducing a kernel-induced error to re-
place the mean squared error used in the Kalman filter.
The resulting algorithm requires an inner-loop fixed-point
iteration to compute the posterior estimate. Monte Carlo
simulations have shown that the Versoria kernel-based ex-
tended Kalman filter (EKF) provides more accurate localiza-
tion than the standard EKF in various flight conditions. The
next topics for future research are parametric kernel design
and online adaptive kernel tuning which aim to deal with
continuous changes in the environment. Besides, to reduce
the computational complexity, an event-triggered mecha-
nism can be leveraged as the posterior state update is only
necessary when the estimates significantly deviates from the
erroneous measurements.
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1 Introduction

Being able to utilize intentional impacts in robotic manipu-
lation can allow for faster execution of tasks where humans
currently excel in terms of speed, such as depalletizing. In
this work, we propose and experimentally validate a novel
control framework for dual-arm robotic manipulation of ob-
jects under nominally simultaneous impacts. This frame-
work is built on earlier works on reference spreading, intro-
duced in [1] and extended in [2] and references therein.

2 Approach

In this work, we consider time-based tracking control of
both robot arms using position and velocity feedback, as
well as a feedforward wrench. Both the velocity reference
and the desired wrenches experience jumps at the nominal
impact time, which is inevitably different from the actual
impact time. To avoid peaks in the input signals as a result
of a mismatch in impact times, the velocity reference and de-
sired wrench are extended around the nominal impact time
to create a separate ante- and post-impact reference, which
overlap around the nominal impact time. This is used to
control the setup through three distinct control phases. First
is an ante-impact phase, using the extended ante-impact ref-
erence. This is followed by an interim phase, which initially
disables velocity feedback and takes a convex combination
of the ante- and post-impact desired wrench. Finally, a
post-impact phase is entered, which uses the extended post-
impact reference. By switching from the ante-impact phase
to the interim phase based on impact detection, and by ini-
tially disabling velocity feedback in the interim phase, input
peaks resulting from a mismatch in real and nominal impact
times or unexpected separated impacts are avoided.

3 Experimental results

Validation is performed using a setup consisting of two
Franka Emika Research 3 robots with flat silicone end ef-
fectors, as is shown in Figure 1. In Figure 2, the velocity
signal and input force can be seen for one of the robots under
naive tracking without reference spreading, under reference
spreading control without entering an interim mode, and on
the proposed approach, reference spreading with an interim
mode. The results show that around the impact time, when
the velocity vy jumps, the proposed approach only shows a
minor jump in input force fy compared to the other two base-
line approaches, showing the effect of our control strategy.

Figure 1: Depiction of the dual-arm setup, image taken from [3].

Figure 2: Normal velocity and input force of one of the robots
during experiments with different control strategies
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1 Introduction

In order to perform daily-living tasks, humans need to con-
stantly interact with articulated objects (i.e. objects com-
posed of a set of bodies connected by joints) such as doors,
drawers, laptops, jars, etc. Performing these tasks is espe-
cially difficult for users with motor impairments. Assistive
robotic solutions often rely on teleoperation joysticks that
allows users to control 2 DoF or 3 DoF at a time. Neverthe-
less, these solutions are known to require a lot of effort from
the users, especially during tasks that involve the interac-
tion with articulated objects. Thus, in this work, we present
a shared control method for interacting with articulated ob-
jects, targeted for people with motor impairments.

2 Methodology

In this work we adopt ideas of the task frame formalism
[1] in order to propose a shared control method that can
assist users during teleoperation of articulated objects with
unknown geometric properties, by means of a 6 DoF joy-
stick. Our method leverages an online (discrete) classifier to
determine the type of articulated object and an online (con-
tinuous) interactive perception algorithm to estimate the po-
sition and the orientation of the corresponding joint. A task
frame is then selected so that it is attached to the moving
body, its origin is located at the estimated position, and one
of its axes is aligned with the joint axis. The proposed shared
control method then keeps the resulting velocity in this joint
axis and downscales the rest. Initially no downscaling (i.e.
no assistance) is applied, and while gathering additional in-
formation gradually more downscaling is applied to achieve
seamless assistance. In this way we attempt to reduce the
cognitive load and improve the performance of people while
interacting with such objects during daily-living tasks.

This work fits within a constraint-based reconfigurable and
adaptable framework for assistive robotics that we intro-
duced in [2]. Thus, additional assistive strategies to the ones
described in this text can be also be added.

3 Results

We performed two preliminary experiments where we com-
pared the execution without assistance and with assistance.
In both cases one inexperienced user interacted with the lid

Figure 1: Preliminary experiments with a box as the articulated
object (a) without assistance and (b) with assistance.

of a light-weight cardboard box (not fixed to the table) and
the force/velocity commands were executed by means of a
velocity-resolved admittance controller that uses force and
torque measurements.

The comparison showed two performance improvements: i)
a higher interaction velocity could be obtained by the user,
and ii) the box did not move with respect to the table as it
was intended. Fig. 1 shows two overlapping snapshots for
each of the experiments. It can be observed that without the
assistance the box was constantly dragged around the table
as a result of non-accurate motions performed by the user.
We plan to perform more rigorous experiments with objects
with prismatic and revolute joints as future work.
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1 Abstract

Adaptive grip is an important part of robotic grippers to al-
low for the successful manipulation of irregularly shaped
objects with (possibly unknown) material properties. Cur-
rently, external microprocessors with neural networks (NNs)
can be used to train and optimize gripping behavior to com-
plete tasks. However, these systems use standard CMOS-
architectures, which are both time- and energy-inefficient
for the training and operation of NNs. This results in a re-
quirement of sufficient computational power and an external
power source for basic operation and subsequently online
training would be impossible on such a system.

Neuromorphic engineering is a developing field focussing
on the development of systems mimicking biological neu-
ral systems such as brains and nerves [1, 2]. To reduce the
computational and power load on the system to allow for
local training on mobile systems, organic electrochemical
transistors (OECTs) can be used to develop neuromorphic
systems. OECT technology has not matured as much as
standard CMOS-based systems, however, these systems are
both time- and energy-efficient for use with NNs due to their
internal memory and their application in analog calculation,
allowing them to be used as nodes in neural network lay-
ers with analog matrix calculation. We aim to leverage this
technology into developing ‘reflex modules’ that allow for
reflexive responses to properties of held objects. These re-
flex modules can be trained locally to respond to individual
stimuli, and a decision structure can assess the individual
responses and map them to a change in the reference. The
proposed control architecture can be viewed in Figure 1.

Considering that OECTs as a technology has not matured as
much as the more developed field of CMOS-based architec-
tures, we also aim to decrease the required computational
complexity needed to control the system. We can achieve
this by combining rigid and soft structures into the design
of a robotic gripper finger. This semi-soft approach uses
several soft actuators that share a pressure channel, if a pha-
lange of the finger is blocked the rest of the finger can still
form around the object. Additionally, if the tip of the finger
is loaded, a pinch grip can be performed instead. Neither
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Figure 1: Control architecture with reflex modules that assess
measurement data and map a response to a change in
the reference signal.

Figure 2: Semi-soft adaptive gripper with rigid links and soft
pneumatic actuation.

grips requires a special control task, as the compliant design
automatically adjusts its strategy. The premise behind this
functionality can be seen in Figure 2. The rigid structures
aid in fixing the out-of-plane DOF, improving gripping sta-
bility.
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1 Introduction

This paper studies the formation motion problem with non-
holonomic constraints. We propose a gradient-based dis-
tributed formation control law for unicycle agents. In
our control approach, without orientation measurement, all
agents are assumed to agree apriori on the desired speed
and are supposed to move under a distance-rigid formation
in a same velocity. In addition, we provide rigorous stability
analysis of the asymptotic behavior of the n-agent closed-
loop system. Finally, we show numerically the convergence
property of the unicycle agents which eventually form a de-
sired rigid formation and realize orientation consensus.

2 Problem Formulation

In this paper, we utilize unicycle models in the 2D plane to
describe the dynamics of agents. For our control design and
analysis, we define the unit vector of the unicycle heading
hi ∈ R2 and its orthonormal vector h⊥i ∈ R2 in the global
coordinate frame. Accordingly, we use the vectors zk ∈ R2,
ek ∈ R and eθ

k ∈ R to represent the relative position vector,
the distance error and the angular error, respectively, on the
edge Ek = (i, j).

We assume that the agents share the information of the
speed v∗ with its neighbors which is easily achievable in
several multi-agent applicable scenarios, like vehicle pla-
tooning and UAV swarm, by communication. For the multi-
agent unicycle systems Ai, i = 1, . . . ,n, without heading an-
gle measurement, the object of this paper is to design a dis-
tributed control law

[ vi
ωi

]
for agents Ai such that

[
ek(t)
eθ

k (t)

]
→ 0

as t→ ∞ for all Ek ∈ E .

3 Distributed Formation-Motion Control of Unicycles

Using the kinematic offset points [2], we develop the dis-
tributed control law where the inputs are decomposed into
the longitudinal velocity input (e.g., the velocity in the
agent’s direction) and the tangential velocity input (orthogo-
nal to the longitudinal one). Applying the standard distance-

based formation gradient control [1] to these inputs, the dis-
tributed control law for agents Ai, i = 1, . . .n is given by

v =−D(h⊤)B̄Dzr er + v∗1n×1

ω =−1
r

D
((h⊥)⊤)

B̄Dzr er
(1)

where h⊤,(h⊥)⊤ ∈ R|E | are the stacked vectors of h⊤k ’s and
(h⊥k )

⊤’s, respectively for all k ∈ 1, ..., |E |, B is the incidence
matrix, r, zr, er are the distance, the relative position, the
distance error between offset points, respectively.

4 Simulation Results

In this simulation, we consider the formation of four uni-
cycle agents. The trajectories of unicycle agents with the
proposed distributed control are shown in Figure 1 where
the agents are moving in the 2D-plane (x,y).

-25 -20 -15 -10 -5 0 5 10 15 20

X[m]

-5

0

5

10

15

20

25

30

Y
[m

]

agent1

agent2

agent3

agent4

Final edge

Figure 1: The plot of trajectories of four unicycle agents
with the distributed control.
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1 Introduction

Soft grippers are in high demand in robotic applications
as they promise to safely handle complex and fragile ob-
jects [1]. Origami, a traditional art of folding paper, is now
attractive to researchers because it can provide elegant solu-
tions for practical engineering problems [2]. Smart materials
have been used to drive origami structures in place of con-
ventional motors and pumps, which presents opportunities
to make systems more compact and dexterous. Dielectric
elastomers are smart materials and can deform under elec-
trical stimuli. Dielectric elastomers have many advantages
such as fast response and high strain [3], which make them
suitable for gripper applications.

2 The biologically-inspired soft gripper

In this work, we present the design of a novel biologically-
inspired soft gripper, whose structure mimics the Venus fly-
trap plant, as shown in Figure 1. The soft gripper is realized
by combining an origami structure and a dielectric elastomer
actuator. Specifically, the actuator is a minimum energy
structural dielectric elastomer actuator [3], which is embed-
ded in the structure of the soft gripper and drives it. The
actuator consists of a pre-stretched dielectric elastomer film
(3M VHB 4905) and a flexible frame (polyethylene tereph-
thalate, thickness of 180 µm).

3 The fabrication of the soft gripper

The fabrication of the soft gripper is shown in Figure 2.
First, the dielectric elastomer film is stretched with a stretch
ratio of 3 × 3, and a rigid frame is attached to the pre-
stretched film to keep it stretched. The flexible frame is then
attached to the film with the shape of a hollow square. Af-
ter that, the electrodes (carbon grease) are applied on both
sides of the hollow area and the lead wires are connected
to the electrodes. Stiffening frames (polyethylene tereph-
thalate, thickness of 300 µm) are used to constrain the de-
formation of the flexible frame. The origami structure is
attached to the actuator. When the gripper is released from
the rigid frame, the elastic restoring force of the film bends
the frame to its minimum energy state and makes the gripper
open. When an electric field is applied, the DE film expands
and the frame flattens from its initial bent state, allowing the

Lead wire

Origami structure Electroactive 

soft actuator

Figure 1: The Venus flytrap and the proposed soft gripper.

Dielectric elastomer film
Electrode

Lead wire

Flexible frame

Rigid frame

Stiffening frame

Origami structure

Figure 2: The fabrication steps of the soft gripper.

gripper to close. When the electric field is off, the restoring
force of the film makes the gripper open again. The design
of the soft gripper is such that it can (i) clamp objects and (ii)
wrap around objects like a flytrap. In addition, this gripper
works in a continuous manner which provides protection for
fragile objects. The prototype of the gripper has been built
and tested with objects of different shapes and weights.
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1 Introduction

Grasping deformable objects of different sizes, shapes or
stiffness is one of the challenging problems in agricultural
robotics. The guiding idea of this research is to design
and control an under-actuated compliant grasping mecha-
nism where the joints of the gripper are based on flexures
instead of conventional ones. Although these types of joints
reduce the uncertainties due to friction, backlash, or hystere-
sis and provide quite predictable dynamic behavior, external
force measurements are still required in order to design a
high-performance closed-loop interactive control algorithm.
However, in some applications, it is difficult or costly to use
a force sensor on the interaction surface. Therefore, it is
highly desirable to design a control algorithm with a mini-
mal sensing approach. In this study, we discuss the results
of the proposed contact force and contact point estimation
method on a compliant gripper mechanism.

2 System model

Consider a 2-DOF, finger-based gripping mechanism with
two rigid links connected by flexure joints.The equation of
motion of the system can be represented as

Mq̈+Cq̇+Kq = τ (1)

where q is the joint position vector, M is the inertia matrix,
C and K are damping and stiffness matrices respectively.

Figure 1: Schematic of a gripper with flexure joint [4]

3 Approach

The available grippers are mostly designed based on a
quasi-static motion model, which results in slow grasping
strategies[1]. One of the goals of this research is to speed up

the process by considering dynamic grasping. On the other
hand, the estimation of contact force during dynamic grasp-
ing without the use of a force sensor is a challenging task
as contact force is required in interaction control strategies.
Four different estimation algorithms were presented to esti-
mate the contact stiffness and damping of the environment
during the constraint motion [2]. The identified contact stiff-
ness was then used to modify the desired end-effector trajec-
tory during the contact, and impedance control was used to
regulate the position and contact force according to the tar-
get impedance. However, in this work, the contact point was
assumed to be known and a force sensor at the contact point
was used to measure the force. In our proposed method, we
applied an estimaon strategy to estimate the contact a force
and point. By considering the contact force as an unknown
disturbance on the system, the aim is to use disturbance ob-
servers to estimate the contact force through its effect on the
joints as residual torques. The next step is to calculate the
normal contact force as well as the position of the contact
point on the gripper. The pseudo-inverse of the Jacobian
matrix is used to map residual joint torques to normal con-
tact force and estimate the contact point as in [3].
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1 Introduction
Co-simulation has become a cornerstone method for model-
based system development. It constitutes an intuitive ap-
proach to model large and complex systems by dividing
them into subsystems that are easier and faster to integrate.
The simulation of these interconnected subsystems requires
discrete-time communication, i.e., the exchange of the in-
puts and outputs of the subsystems (the coupling variables)
at specific time instants. This exchange is the task of the
co-simulation manager, which not only handles the com-
munication between subsystems, but also compensates for
any inaccuracies. In most cases, this manager contains an
extrapolation algorithm. When the outputs of a subsystem
directly depend on its inputs, direct feedthrough is present,
resulting in an algebraic loop. This algebraic loop can be
resolved by the co-simulation manager either iteratively or
by extrapolating the unknown inputs. However, the latter
can cause accuracy loss and stability issues. This has led re-
searchers to investigate methods to monitor and correct co-
simulation errors, e.g., by adapting the communication step
size of the problem [1, 2]. If adapting the step size is not
possible and some or all subsystems are ‘black boxes’, con-
trol algorithms using only the available coupling data can
compensate for the chosen extrapolation methods, [3, 4].

2 A novel ILC-based approach
In this paper we propose a novel, twofold approach to cor-
rect coupling errors in explicit co-simulation. We formulate
the co-simulation as a control problem, where the manager,
containing the extrapolation method, is the system to be con-
trolled. Firstly, we propose an Iterative Learning Control
(ILC) method, which consists of performing a sequence of
consecutive co-simulation runs. A correction is added to
the co-simulation after every run, based on the information
collected during the run. This yields a correction approach
that does not require using implicit methods, adapting the
communication step size, or modifying interface variables
during runtime, which makes this approach compatible with
real-time execution. In the case of co-simulation, however,
a reference is not available, because the analytic and the
monolithic (numerical) solutions, which could be used to
determine the correctness of co-simulation results, are not
available in most applications of interest. As a consequence,
appropriate assumptions have to be made to provide a valid
reference for the ILC in co-simulation experiments.

This choice of assumption is the second part of the approach:
instead of using an extrapolation method, we assume that the
co-simulation manager delays the output of the subsystem
with direct feedthrough with one time step. This delay leads
to a larger error in the uncorrected co-simulation, but the
resulting system is easier to correct with ILC. A reference
for the ILC now becomes available: the desired subsystem
output value, or the output without time delay. This means
that in the controller we need a time prediction of one time
step, or a non-causal controller, for which ILC is perfectly
suited. If the co-simulation is using an extrapolation method
instead of the proposed time delay, for example zero-order-
hold (ZOH) extrapolation, the exact subsystem output is not
available anymore as a reference signal for the ILC scheme.
The ILC sequence of co-simulations can still converge to
zero tracking error but with an incorrect reference. Calcu-
lating another ILC reference that exactly compensates for
the ZOH error is generally not possible, since the subsys-
tems’ internals are not accessible.

3 Simulation example
To demonstrate our novel twofold approach, we use a pop-
ular benchmark problem, the linear oscillator [3]. We study
the ILC performance and how it compares to the uncorrected
co-simulation. In the presentation, we will show that the
ILC-compensated co-simulation achieves the same accuracy
level as the monolithic co-simulation and thereby outper-
forms all alternatives. For the sake of completeness, we will
also demonstrate the performance in a case where our main
assumption does not hold.
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1 Introduction

Iterative learning control (ILC) improves tracking perfor-
mance trial by trial. In practical applications of ILC, the
repetitive process may end up early by accident and the ac-
tual trial length varies. The ultimate goal of dealing with
non-uniform trial lengths in ILC is to try to make the track-
ing performance as good as the identical case. In other
words, try to increase the convergence speed along the trial
axis in view of less information for learning. In this paper,
the optimal ILC framework is employed to solve this issue.
The alternating (successive) projection method is modified
to adapt to the trial-varying situation with input constraints.

2 Problem Formulation

The illustration of the non-uniform trial lengths in ILC is
as follows. The actual trial length Nk is set to vary in
{N−,N−+1, . . . ,N}, where N− and N respectively denote
the minimum and maximum lengths that occur in a particu-
lar application.

The lifted model with the same trial length N is employed,
i.e.

yk = Guk +dk, (1)

where G and dk represent the system model and the effect of
the initial conditions respectively. The discrete-time input
and output sequence uk ∈ R`N and yk ∈ RmN . Define yd ∈
RmN as the desired output. The tracking error vectors of
systems with non-uniform trial lengths can be written as

ek = Fk (yd− yk) , (2)
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Figure 1: The illustration of the non-uniform trial lengths in ILC.
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Figure 2: The illustration of designed alternating projections.

where

Fk =

[
INk ⊗ Im 0

0 0⊗ Im

]
, (3)

and Il denotes the identity matrix with dimensions l× l, and
⊗ denotes the Kronecker product.

3 Alternating Projection Design

Different from [1], multiple sets are introduced to represent
the actual dynamics of the varying trial lengths. The ILC
problem is equivalent to iteratively finding a point in the in-
tersection of the following multiple sets in Hilbert space H

M j =
{
(e,u) ∈ H : e = Fj(yd− y),y = Gu+d

}
, (4)

MJ+1 = {(e,u) ∈ H : e = 0,u ∈Ω} , (5)

where M j and MJ+1 respectively represent system dynam-
ics and the tacking objective. Ω is the input constraint set.
Then, the projection order is designed as (6) and the illustra-
tion can be seen in Fig. 2.

M jk =

{
M j ∈ {M1,M2, . . . ,MJ} , k is odd,
MJ+1, k is even. (6)

4 Ongoing Research

Future work includes the implementation of projections and
developing optimal ILC algorithms for systems with non-
identical trial lengths under input constraints.
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1 Introduction

In UAV systems, a crucial requirement to attain autonomy
is to ensure the security of the flight by avoiding unexpected
obstacles. On the other hand, a collision avoidance algo-
rithm should respond in a short time, maintaining a low
computational cost. A method that aligns with these con-
straints is the artificial potential field forces based on simple
geometrical calculations. However, depending on the po-
sition of the obstacle and the UAV, this strategy generates
oscillations in the trajectory or dead zones. We propose to
represent the attractive and repulsive forces as a switched
system. The switching system is finally analyzed using the
average dwell time that restricts the switching time.

2 Artificial forces as a switching system

The artificial potential field forces approach for collision
avoidance problems is a strategy based on a virtual force
Fi = Fatt +Frep (i = 1, ...,n) that depends on the sum of the
attraction and repulsion forces [1]. This force returns the
desired direction to avoid obstacles. We propose a modi-
fication of artificial forces by segmenting the workspace in
the XY plane and establishing individual forces on each seg-
ment. Figure 1 shows an example of a UAV and an obstacle
with four segments.
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Figure 1: Force map for switching force approach.

Figure 1 presents three attractive forces and a fourth repul-
sive one around the obstacle. The switching of the force de-

pends on the position of the UAV and the two circular areas
around the obstacle.

3 Average dwell time analysis

The average dwell time is used to analyze the stability of the
switched system [2]. If the number of switchings Nσ (τ, t)
over an interval [τ, t) for a given previous value N0 satisfies

Nσ (τ, t)≤ N0 +
t− τ

τa
, (1)

where τa is the average dwell time, then the switched system
is exponentially stable. By controlling Nσ and adding rules
for the switching, we can ensure that the response of the
system is bounded, and in a combination with the artificial
forces the UAV reaches the goal objective while avoiding
collisions. Figure 2 shows an example.
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Figure 2: Average dwell time simulation for a UAV and an obsta-
cle.
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1 Abstract

Core fueling and density control is essential to maximizing
the power production and ensuring safe operation of fusion
reactors [1]. Current development in the control of tokamak
core fueling and density is limited due to the complexity
of the problem. The primary actuators are frozen hydrogen
fuel pellets fired into the tokamak plasma core [2, 3]. This
results in a mixed logical dynamic (MLD) system as the con-
troller must decide whether to launch a pellet or not (i.e., a
discrete actuator). Edge density limits are safety critical,
leading to plasma disruptions if violated [4]. Complicating
matters further, modeling plasma core density and temper-
ature requires continuous nonlinear coupled drift-diffusion
partial differential equations (PDEs) [5]. Finally, to achieve
real-time feedback control, maximum computation time of
the controller cannot exceed the repetition rate of the pellet
injection system (∼ 100ms) [6].

In this work, a mixed-integer (MI) receding horizon con-
trol framework is proposed. State dynamics are discretized
into a system of ordinary differential equations (ODEs) from
the system of coupled nonlinear PDEs using the finite dif-
ference method. The fuel pellets are incorporated into this
model as a fixed point source near the plasma edge. The
optimal control problem is formulated as a model predic-
tive control (MPC) algorithm over a prediction horizon N,
where the xk ∈ Rnx denotes system state (electron density
and temperature) at discrete time k and uk ∈ {0,1} denotes
the binary control decision of whether to fire (1) or not fire
(0) a hydrogen fuel pellet:

minJ(x(k),uk)uk :=
N

∑
i=0
∥(xi|k− xr

i|k)∥2
Q +

N−1

∑
i=0
∥ui|k∥2

R

s.t.
xi+1|k = f (xi|k,ui|k) ∀i ∈ {0, ...,N−1}

Gxi|k ≤ nGw ∀i ∈ {0, ...,N}
ui|k ∈ {0,1} ∀i ∈ {0, ...,N−1},

where Q and R are weighting matrices. The ODE describ-
ing state dynamics f (xi|k,ui|k) is linearized around a desired
control trajectory xr

i|k. The MI-MPC problem is solved using
the Gurobi solver. To improve performance, the optimiza-
tion problem is reformulated as a penalty term homotopy
(PTH) MPC problem [7], compatible with a quadratic pro-
gramming (QP) solver.

Both the MI-MPC and PTH-MPC algorithms achieved good
reference tracking for all prediction horizons tested with-
out violating path constraints. While both methods meet
computational requirements, the PTH-MPC algorithm con-
sistently outpaces MI-MPC in terms of maximum computa-
tional time. Future work will apply both the PTH-MPC and
MI-MPC algorithms to an experimentally validated trans-
port model [8]. Next, the pellet control decision set will be
extended to incorporate variable pellet size, frequency, and
fuel composition. As this will significantly increase compu-
tational costs for the MI control problem, further measures
will be explored to increase algorithm efficiency.

References
[1] L.R. Baylor et al., Nucl. Fusion 47, (2007) 443

[2] P.T. Lang et al., 2012 Nucl. Fusion 52 (2012) 023017

[3] S. K. Combs & L. R. Baylor, Fusion Sci. and Technol.
73:4, (2018) 493–518

[4] M. Greenwald et al., Nucl. Fusion 28, (1988) 2199

[5] Freidberg, J. Plasma Physics and Fusion Energy.
Cambridge: Cambridge University Press, 2007. 453.

[6] Baylor, L. R. et al., IEEE Trans. Plasma Sci. 44:9,
(2016) 1489–1495

[7] S. Sager. Numerical methods for mixed-integer opti-
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1 Introduction

Water distribution networks (WDNs) are large–scale sys-
tems that supply drinking water to consumers over a large
area. The goal of the operation management is to distribute
the water over the network to sustain local consumer de-
mand, while continuously keeping the network pressurized
and minimizing distribution cost. Additionally, the control
action must anticipate on the nonlinear dynamical response
and respect the (nonlinear) system constraints [1]. Model
predictive control (MPC) provides a combination of open–
loop constrained optimization over a prediction horizon and
active feedback according to the receding horizon principle.
In contrary to off–line optimization, which is currently still
widely employed as the standard controller for WDNs, the
active feedback prevents drift between the predictions and
the measurements in real–time.

2 Approach
A water distribution network can be represented as a large
set of interconnected hydraulic elements. The model can be
defined as 3 equations, representing the dynamical part, the
conservation of mass and the conservation of energy, respec-
tively [1]:

h(k+1) = h(k)+Aqq(k)+Bqu(k) (1a)
0 = Gqq(k)+Guu(k)+Gdd(k) (1b)
0 = Fhh(k)+Φ(q(k),u(k)). (1c)

Next, the cost function of the MPC controller for WDNs
classical consists of 3 elements. First, the safety guarantee
of water in the tanks, i.e.

l1(k+ i)=

{
∥hi+1|k−hS∥2

2, if hi+1|k ≤ hS,

0, else.
(2)

Secondly, increasing longevity of the actuator components
by penalizing fast switches, i.e.

l2(k+ i) = ∥ui|k−ui−1|k∥2
2 (3)

The last term is to minimize overall distribution cost. The
distribution cost can be expressed as l3(k + i) = (α1 +
α2,k)∥ui|k∥2

2, where α1 and α2,k are terms computed from
the head of the pump, the efficiency and pump tariff, which
varies over time.

The resulting nonlinear MPC problem is solved using a tai-
lored sequential quadratic programming (SQP) algorithm,
which exploits the specific model (1) and cost function
l1+ l2+ l3. SQP solves a nonlinear problem by successively
linearizing it into a sequence of quadratic programs (QPs),
which can be solved using standard solvers. With the proper
linearization and guess of the initial point, SQP can compute
the optimal nonlinear solution in a few QPs [2].

3 Results
For this simulation, we considered a small water networks,
with 3 tanks, 2 pumps and 2 demand locations. The MPC
has a sampling period of Ts =30 minutes and must regularize
the volumes in the tanks (h5 and h6) with respect to a (par-
tially uncertain) demand flow using pump flows q12 and q26
as control parameters. See Fig. 1 for the simulation result
over a 4 day period.

Figure 1: Simulation results of the SQP-MPC controller, with the
pumping price in green
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Introduction

The EUROfusion consortium has identified seven chal-
lenges to be solved before commercial tokamak fusion reac-
tors can be realized [1]. One of these challenges is the toka-
mak heat and particle exhaust. Without mitigation, the ex-
pected exhaust power leaving the high temperature plasma
will exceed present-day material engineering limits [2]. The
main approach considered for exhaust mitigation is the in-
jection of several gas species in the tokamak exhaust region
[3], called the divertor. Real-time control algorithms that
actively assess the exhaust plasma state are required to con-
tinuously adjust the gas injection rates to evolving reactor
conditions and disturbances. Control of the plasma exhaust
with a single gas species has been performed on practically
all operational tokamaks, see e.g. [4, 5, 6]. However, for re-
actor relevant mitigation, multiple gas species injection must
be performed simultaneously. Two species will, at the least,
be required: fueling of hydrogen isotopes to increase neutral
pressure, and impurity species seeding that radiates strongly
in the plasma edge region outside the last closed flux surface.
In the envisioned demonstration powerplant called DEMO,
a significant amount of the fusion power must be radiated
from the core, probably requiring a third gas species which
strongly radiates within the confined plasma’s last closed
flux surface. The required multiple gas species injection
makes exhaust control in fusion reactors inherently a MIMO
control problem.

Design and demonstration of a MIMO gas injection
controller on the TCV tokamak

In this contribution we systematically design a two-gas
MIMO controller for the TCV tokamak [7]. We demon-
strate the control of the N-II emission front position Lpol and
the line averaged electron density n̄e using a combination of
D2 and N2 gas injection in the divertor. The N-II emission
front position and the line-averaged electron density are con-
trol variables related to plasma exhaust mitigation (detach-
ment) and the core plasma performance respectively. The
N-II emission front position is tracked by a real-time image
processing algorithm [8] applied to spectrally filtered im-
ages from the multi-spectral imaging diagnostic MANTIS

Figure 1: Overview of the control problem, using FIR for
electron-density measurement, and multispectral cam-
era MANTIS to identify the NII emission front.

[9]. The line-averaged electron density is measured using
a vertical Far InfraRed interferometer (FIR) intersecting the
current centroid of the core plasma. The designed MIMO
controller uses a decoupling matrix as a pre-compensator
that mitigates interaction around the control loop bandwidth.
The pre-compensator is based on a suitable transfer func-
tion structure for gas injection response in TCV [10] re-
gressed on system identification results [11]. We demon-
strate the MIMO gas injection controller performance with
experiments on the TCV tokamak.
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1 Background and Motivation

Marine Energy and Power Management Systems are sys-
tems in which numerous complex components interact to
coordinate operations with various distributed energy re-
sources, energy storage systems, and power grids to as-
sure power delivery while minimising overall energy con-
sumption, achieving tracking efficiency, ensuring reliabil-
ity, health, and safety of the main onboard systems [1]. As
a result, enhanced control strategies are necessary. While
traditional methods (e.g., rule-based control [2], PID-based
control [3]) are easy and intuitive to implement, they are
limited by the fact that they cannot be applied to evaluate
processes over a certain time horizon. However, employ-
ing traditional approaches to obtain accurate forecasting is
rather difficult and requires advanced strategies. Model Pre-
dictive Control (MPC) is a control method that determines
the best control input by considering predicted future sys-
tem responses over a limited time horizon. The prediction
of the system response is hard, as there are numerous time-
varying constraints that need to be held. More accurate fore-
casting would result from leveraging historical operational
data, Machine Learning (ML) algorithms together with time
series (TS), and combining it with system-specific physical
knowledge.

2 Proposed Framework

The objective of MPC considered optimisation problem is
the minimisation of energy load (i.e., the feature to fore-
cast over the time horizon) while being constrained by fac-
tors such as time and ensuring the health and safety of pri-
mary onboard systems. This work focuses on the predictor
of the energy load of the MPC framework depicted in Fig-
ure 1, leveraging historical and real-time operational data.
The combined controller and plant modelling framework is
given in Figure 1 and explained as follows. First, model
selection and error estimation [4] will be carried out for
the predictive feature. Several state-of-the-art ML methods
(e.g., kernel, ensemble, and neural methods) will be applied
to identify the best-performing algorithm considering accu-
racy and computational requirements. In fact, the further the
forecasts happen in time, the lower the accuracy is. There-
fore, two new hyperparameters need to be learnt: the opti-
mal amount of historical data to include in the learning phase
(∆−) and the maximum horizon (∆+) that can be predicted

Future inputs

Element of the

 future input

MPC
OptimiserPlant
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outputs
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Figure 1: Combined MPC and plant modelling framework.

without compromising the accuracy. Subsequently, the pre-
dictor is included in the MPC framework. At each time step,
the prediction ŷ(t+k) is compared with the reference trajec-
tory value yre f (t + k), and their difference is used to deter-
mine an error value e(t + k). To maintain the process as
close to the reference trajectory as possible, the error is in-
tegrated into the optimisation problem. Then the optimiser
determines a new control variable ∆+a(t + k) for the next
step. Results on operational data coming from a real ves-
sel demonstrate that the proposed data-driven TS forecasting
leads to a negligible loss in accuracy, at a minimal computa-
tional burden to forecast the energy load with a horizon ∆+

of a number of minutes to be exploited in the MPC frame-
work.
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1 Introduction

Many autonomous systems such aircrafts and autonomous
vehicles are safety-critical. Consequently, they require for-
mal assurances on their safety. Unfortunately, guarantee-
ing safety for non-linear stochastic systems remains an open
question that has received much attention [1], [2], but a gap
remains with respect to conservativity and scalability. We
certify probabilistic safety for the system using Stochastic
Barrier Function (SBF) for a system model that includes
both epistemic (lack of knowledge) and aleatoric (inherent
randomness) uncertainty. The SBF is found using robust
convex optimization and the scenario approach.

2 Theory

Consider the following uncertain stochastic system

x[k+1] = f (x[k],λ )+v[k] for xk ∈ qi (1)

where x[k] ∈ Rn is the state of the system at time k, qi ⊆ Rn

is a polyhedron, and the epistemic uncertainty is represented
by the parameter λ , which belongs to e.g. a hyperrectangle
or the standard simplex. v[k] is an independent random vari-
able capturing the aleatoric uncertainty.

Problem 1 (Probabilistic Safety). Given a safe set Xs ⊂Rn,
a finite time horizon K = {0,1, . . . ,H}, and an initial set of
states X0 ⊆ Xs, compute probabilistic safety defined as

Ps(Xs,X0,H) = inf
x0∈X0

P(∀k ∈ K,x[k] ∈ Xs | x[0] = x0).

To certify safety, we employ SBFs [3, Thm. 2], which we
assume to belong to the family of Piece-wise Affine (PWA)
functions, motivated by the fact that a PWA function with
arbitrarily many regions can approximate any continuous
function. Let Q = {q1, . . . ,qm} denote the set of regions.

B(x) = Bi(x) = u⊤i x+ vi, for x ∈ qi (2)

To find a SBF of this form, we use the scenario approach
and prove it reduces to solving a robust linear program.

Theorem 1. Let ε ∈ (0,1) and N iid. samples (vl)
N
l=1 of v

be given and assume δ ≥ ε [supx∈Rn B(x)]. Let γ,β ≥ 0 and
define qi j = {x ∈ qi | f (x,λ )+ vl ∈ q j},

hi j(y,λ ,vl) = sup
x∈qi j

B j( f (x,λ )+ vl)+
−Bi(x)−β +δ

1− ε
.

Let y⋆ be the solution to the following program with y =
(γ,β ,u1,v1, . . . ,um,vm) ∈ Rd

min
y

γ +βH

s.t.

[
sup
x∈qi

−Bi(x)
]
≤ 0, ∀i,

[
sup

x∈qi∩X0

Bi(x)

]
≤ γ, ∀i,qi∩X0 ̸= /0,

Bi(x) = 1, ∀i,qi∩Xu ̸= /0,
hi j(y,λ ,vl)≤ 0, ∀i, j,∀1≤ l ≤ N

(SBP)

Then, it holds that

Ps(Xs,X0,H)≥ 1− (γ⋆+β ⋆H).

with a probability of at least 1−
d−1
∑

i=0

(N
i

)
ε i(1− ε)N−i.

The idea to prove this theorem is to formulate the search for
a SBF as a chance-constrained program. Then by showing
convexity and applying the scenario approach, the optimal
solution to the scenario program is, with a lower-bounded
confidence, a valid stochastic barrier function, which lower
bounds the probability of safety by 1− (γ⋆+β ⋆H).

3 Results

Table 1 shows scenario barrier functions for a drone, a ve-
hicle and a Neural Network Dynamical Model (NNDM).
The empirical results show that our method generates non-
conservative certificates and is computationally tractable.

Table 1: Examples of Scenario Barrier Functions.

System Ps(Xs,X0,H) Comp. time

Drone 99.5% 8.03s
Vehicle in wind 99.5% 32.56s

NNDM (inv. pendulum) 91.1% 6.49s
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1 Abstract

In this work, a tool developed with the objective of pro-
viding support to the active and passive design of a con-
struction is presented. Passive design focuses on the passive
modules of the building, that is, on the construction com-
ponents and materials, the windowing, the glazing, the ori-
entation and the geographical location. Active design is a
broad term that includes the characteristics and operation of
all devices that consume electrical energy for their opera-
tion or those that generate electrical energy. This tool uses
the thermal resistance and capacitance modeling methodol-
ogy to estimate the thermal and the energy dynamics of a
building. The support consists of providing suggestions to
the professional designer mainly on the passive design of the
construction. These suggestions are produced by solving a
simulation-based multi-objective optimization problem, in
which the initial investment cost of building materials, com-
fort, and energy consumption are optimized. The optimiza-
tion method is developed by integrating the differential evo-
lution algorithm programmed in Python with OpenModelica
as the construction simulation software. This tool uses the
Aixlib and Buildings libraries developed within the frame-
work of the IEA EBC Annex 60 project in the Modelica
language [2]. The summary of the framework is shown in
the Figure. 1.

Figure 1: Nest Designer software framework

This methodological tool is applied to the case study es-
tablished in Section 5.2.1 of the ANSI/ASHRAE 140-2001
standard, Test Case 600. In the optimization method, ori-
entation, inclusion or exclusion of sunblinds, the thermal
properties of the building envelope and the size and thermal
properties of the windows are taken as decision variables.
As an objective function to optimize comfort, the PPD in-

dex developed by Fanger is used [1]. To quantify energy
consumption, annual cooling and heating loads are used. To
optimize the initial investment in the cost of materials, a data
set was constructed with their estimated costs and thermal
properties. After using the tool in the study case, a saving of
72% in the cooling load and 83% in the heating load were
obtained, with respect to the initial configuration, interven-
ing only in the passive design of the construction. The heat-
ing and cooling loads are presented in the Figure 2. The red
triangles and asterisk represent the heating and cooling load
of the initial scenario of the study case respectively. The
blue triangles and asterisk represent the heating and cooling
load of the optimal scenario of the study case respectively,
according to the methodology.
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Figure 2: Comparison between the thermal loads between the ini-
tial configuration (red) and the configuration obtained
from the methodology (blue) with a rotation in the az-
imuth angle of 60 degrees.
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Fast Marching Methods (FMM) constitute a class of al-
gorithms that can be used in motion planning to com-
pute optimal time-of-arrival values at all points in a
Cartesian grid by efficiently propagating the frontline
of one or more waves originating at one or more sources
respectively [1]. At its core, this class of algorithms
is driven by solving the Eikonal Equation, which is a
particular Hamilton-Jacobi non-linear first order partial
differential equation (PDE) that governs the monotonic
evolution of wave frontlines,

1 = F (X)||∇T (X)|| (1)

where F (X) and T (X) are the expansion speed of the
wave and its time-of-arrival respectively, as a function
of the position X ∈ Rn.

A solution of (1) has been outlined in [2] by discretiz-
ing the gradient and solving it via entropy-satisfying
upwind schemes. The result is a non-decreasing, local-
minima-free function that can be initiated at any source
point of interest. The optimal shortest path between
the source and any point may then be obtained us-
ing gradient descent (GD). However, FMM solutions
are not exact as they entail finite difference approxima-
tions of gradients. Moreover, FMM have been greatly
optimized, yet they remain computationally demand-
ing. Lastly, GD is required to obtain the optimal path
from such algorithms.

In this work, an exact solution to (1) is proposed. The
solution consists of utilizing the notion of visibility - the
existence of an unobstructed line-of-sight between two
points - to anchor pivots that ensure exact and uninter-
rupted wave propagation until it covers the whole grid.
There have been approaches to quantify visibility - syn-
onymously, accessibility - between two points, but they
either entail approximations and simplifications, or are
computationally expensive. In this work, we solve the
visibility problem by advecting the visibility quantity,
in a novel way, using a linear first-order hyperbolic PDE
of the form

∂u(x, y)

∂y
+ c(x, y)

∂u(x, y)

∂x
= 0 (2)

where u(x, y) is the visibility at every grid position
(x, y) and c(x, y) is a field describing rays starting from

Figure 1: Sample wave propagation using our proposed
method. The wavefront contour bands can be
seen in color-scale.

the source and going out in all directions. Our approach
employs an entropy-satisfying upwind scheme that con-
verges to the true visibility polygon as the step size
goes to zero. Lastly, our algorithm embeds the global
shortest path from the source to every single grid-point,
eliminating the need for GD backtracking.

A sample simulation result is presented in Fig. 1. We
show the wave starting point in green, sample target
point in red, pivot points around which the wave turns
in white, and lastly, the obstacles in black. The accom-
panying shortest path result is obtained directly from
the algorithm and is shown in blue. For comparison,
GD shortest path is shown in yellow.

References
[1] M. S. Hassouna and A. A. Farag, “MultiStencils fast march-
ing methods: A highly accurate solution to the Eikonal equation on
cartesian domains,” in IEEE Transactions on Pattern Analysis and
Machine Intelligence, vol. 29, no. 9, pp. 1563-1574, Sept. 2007.

[2] S. Osher and J. A. Sethian, “Fronts propagating with
curvature-dependent speed: Algorithms based on Hamilton-Jacobi
formulations,” Journal of Computational Physics, vol 79, no 1, pp.
12-49, 1988.

Acknowledgement This work has been carried out within the
framework of Flanders Make’s SBO project ARENA (Agile & Re-
liable Navigation). Flanders Make is the Flemish strategic research
centre for the manufacturing industry.

Book of Abstracts 42nd Benelux Meeting on Systems and Control

72



Robust Tube MPC in an environment with state-dependent
uncertainty

Filip Surma
Delft, 2628 CD

f.surma@tudelft.nl

1 Abstract

Model predictive control (MPC) is a common control
method used in industrial applications [1]. MPC solves
an optimization problem within a given prediction window
and in a loop. Under the assumption of a perfect predic-
tion model and lack of unmodelled disturbances, MPC finds
an optimal within the prediction window control input se-
quence given a cost function and constraints. However, the
assumption of the perfect model is hardly ever valid, con-
straints may be violated in the implementation of the con-
trol inputs determined by MPC. Robust MPC (RMPC) was
designed to ensure the feasibility of the solution even in a
worst-case scenario. RMPC assumes that disturbunce af-
fecting system belongs to a bounded set and as long as it is
true, the constraints will not be violated.

The original min-max RMPC is usually too conservative. To
reduce conservatism, optimization over the parameters of a
feedback policy instead of constant values was proposed but
finding a solution was often not possible in real-time im-
plementation. Therefore, to deal with this problem, robust
tube MPC (TMPC) was proposed [2]. TMPC determines
a tube offline, where the center of this tube corresponds to
the nominal trajectory of the system determined by regular
MPC, and auxiliary control law ensures the realized state
trajectory would not leave the tube. Since for TMPC, most
heavy computations are done offline the complexity of solv-
ing the optimization problem is similar to that of the regular
MPC.

A main shortcoming of TMPC is that the MPC solver does
not have any knowledge about the real state, which be-
comes especially important when the disturbances are state-
dependent. In such cases, standard TMPC is formulated
with the largest possible disturbances which yield overly
conservative solutions. Some ideas on how to solve this is-
sue have already been proposed in the literature. The algo-
rithm in [3] was implemented in the real world in 2022 and
achieved better performance than state of the art algorithm.

The current approaches can be divided into two ways. Some
authors assume that the state-dependent bounds of the dis-
turbance are known. In these papers, the authors often in-
troduce additional properties of these bounds. This allows
them to implement robust TMPC without increasing the on-
line computation too much. Other authors use a machine

learning approach to learn these bounds from data. The most
common machine learning approaches are neural networks
and Gaussian processes. In my work, I plan to use a fuzzy
inference system because it could allow me to use both ex-
pert knowledge and data to design a model, but the results
still need to be tested.

To implement TMPC, constraint tightening needs to be
done. In state-dependent TMPC, this has been done in
two ways. It can be done offline using disturbance prop-
erties or with an iterative algorithm that samples the state
space. In this way, the computational complexity of the
online approach is not much higher than that of standard
TMPC. Other authors use a dynamic tube that evolves dur-
ing the optimization process. This has been achieved by
smart parametrization of a tube (e.g., as an incremental Lya-
punov function) or by using neural networks to learn the
error dynamics of the system.

In my work, I design a new nonlinear state-dependent
TMPC for nonlinear systems. In my talk, I will explain the
ideas from the literature and compare them with each other
so that it will be possible to understand their advantages and
disadvantages. I will also briefly present my ideas on how
to contribute to the field.
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1 Introduction

Efficient constrained dynamics algorithms [1], necessary
and useful in optimal control and reinforcement learning ap-
plications, are usually complex and used as black-box tools
by most robot control engineers, due to which they are un-
able to adapt the algorithms to the problems at hand. We
formulate constrained dynamics as an equality-constrained
linear quadratic regulator (LQR) problem using Gauss prin-
ciple of least constraint and solve it using dynamic pro-
gramming (DP) making dynamics algorithms accessible to
a wider audience including control and optimization re-
searchers. This approach for fixed-base chains gives the
pioneering (but largely unknown) O(n) solver by Popov
and Vereshchagin (PV), for which we provide an exposi-
tory derivation and further extend it to floating-base kine-
matic trees with constraints on any link and propose further
algorithm optimizations. We show the dual Hessian of the
LQR problem is the inverse operational space inertia matrix,
leading to a novel recursive O(n) algorithm. Our numerical
benchmarking shows the computational superiority of de-
rived algorithms compared to the SOTA algorithms.

2 Problem formulation

The equality-constrained quadratic program whose mini-
mizer is the solution to the fixed-base serial chain con-
strained multi-body dynamics with a constrained end-
effector is

minimize
a1,...,an,q̈

n

∑
i=1

1
2
(ai−H−1

i fi)
T Hi(ai−H−1

i fi), (1a)

subject to ai = ai−1 +Siq̈i +ab,i, i = 1,2, ...,n, (1b)
Knan = kn, a0 =−agrav, (1c)

,
which is structurally analogous to the LQR problem where
the link accelerations ai and joint accelerations q̈i resemble
the state and controls respectively. This problem is solved
similarly to the textbook LQR derivation using DP on the
Lagrangian similarly to derive a SOTA constrained dynam-
ics algorithm. With minor modifications to the problem in 1,
we extend the algorithm to include floating-base robots and
kinematic trees in [2] as well as soft constraints similar to
the approach followed in MuJoCo.
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Figure 1: Benchmarking computational scaling w.r.t the number
of links for a fixed-base chain and a constrained end
effector.

3 Results and future work

The derived algorithm for fixed-base serial chain robots
with fully constrained end-effector is compared against
SOTA implementations of constrained dynamics in the pop-
ular software toolboxes Mujoco (Mu), Pinocchio (Pin),
Pinocchio with CppADCodeGen (Pin-cg), Pinocchio with
CasADi C-code generation (Pin-cas) in Fig. 1, where the
proposed PV solver is also CasADi C-code generated. Apart
from the applications in robot control, trajectory optimiza-
tion and reinforcement learning, future exciting directions
involve extensions to unilateral contact constraints, analyti-
cal gradients and uncertain dynamics.
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1 Introduction
The tunnel-following nonlinear model predictive control
(NMPC) scheme [1] is an extension of the path-following
scheme where a (link of a) robot is allowed to deviate from
a path reference up to certain user- or task-defined tolerance
ρ• ∈ R>0, which defines the radius of the tunnel. Following
a constrained-based task specification approach, a robot can
be instructed to follow a tunnel by including the constraint

∥e•(x,s)∥2 ≤ ρ2
• + l•, (1)

in the optimal control problem (OCP) underpinning the
tunnel-following NMPC scheme, whose transcription into
a nonlinear program (NLP) is defined as

min
w

φ0(c0(w)) (2a)

s.t. φi(ci(w))≤ 0, i = 1, ...,ng, (2b)

where w∈Rnw is the vector of decision variables. In (1), the
squared ℓ2-norm of an error measurement e•(x,s), which de-
pends on the robot state x ∈ Rnx and the path-progress vari-
able s ∈ R[0,1], is upper-bounded by ρ2

• plus a slack variable
l• ∈ R≥0 that relaxes the constraint to preserve feasibility
of the solution of the OCP. While the robot is free to move
within the tunnel, any excursion beyond ρ• is discouraged
by heavily penalizing the ℓ1-norm of l• in the objective func-
tion of the OCP. Note that the left-hand side of constraint (1)
has a convex-over-nonlinear structure with φ(c) := c2 being
the outer convex function and c(x,s) := ∥e•(x,s)∥ being the
inner nonlinear function.

2 Problem
The convex-over-nonlinear structure in (1) is exploited
by the sequential convex quadratic programming (SCQP)
method to solve OCP (2) while achieving fast convergence
to a local minimizer w∗ of (2) by using a computationally in-
expensive approximation of the Hessian of the Lagrangian

BSCQP(w,µ) := B0(w)+
ng

∑
i=1

µiBi(w), (3)

where Bi(w) := ∂ci
∂w (w)

⊤∇2
ci

φi(ci(w))
∂ci
∂w (w), ∀i ∈ [0,ng].

For a varying-radius ρ•(s) : R[0,1] → R>0, however, the
convex-over-nonlinear structure of (1) is broken, since (1)
becomes

∥e•(x,s)∥2−ρ•(s)2 ≤ l•, (4)

whose left-hand side has an outer function φ(c) := c and in-
ner nonlinear function c(x,s) := ∥e•(x,s)∥2−ρ•(s)2. Since

φ(c) is linear for this case, the SCQP method becomes
equivalent to the generalized Gauss-Newton (GGN) method
with Hessian approximation BGGN(w) := B0(w), which may
lead to unstable iterations of the SQP method.

3 Approach
By using the following reformulation of the varying-radius
tunnel constraint (4),∥∥ρ•(s)−1e•(x,s)

∥∥2 ≤ 1+ l̄•, (5)

which is relaxed by the slack variable l̄• ∈R≥0, we preserve
the original convex-over-nonlinear structure with a nonlin-
ear but convex outer function φ(c) := c2. This improves the
local convergence of the solution of the OCP by allowing the
exploitation of second-order information of the constraints
in the Hessian approximation (3), as shown in Fig. 1 for an
implementation of a bin-picking application performed with
a Franka Panda robot manipulator [2].
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Figure 1: Comparison of the convergence of the SQP method
with exact Hessian, and the SCQP method with and
without reformulation of the tunnel constraints.

Future research directions involve the generalization of the
SCQP method to handle constraints that have convex-over-
nonlinear plus nonlinear, possibly concave, functions.
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1 Introduction

One of the well-known techniques for motion planning
problems is formulating it as an optimal control problem
(OCP) since encoding high-level robot behaviors through
cost and constraints functions. Unfortunately, due to the
presence of obstacles, most OCPs are non-convex. Non-
convex optimization problems are challenging to be solved
because they are prone to get stuck in local minima, and
their solutions depend heavily on the initial guess used [1].
A potential solution to deal with this issue is providing mul-
tiple initial guesses for the trajectory optimization problem,
solving them in parallel over multiple processors, and then
choosing the best answer. However, implementing this trick
is not straightforward. For example, off-the-shelf optimiz-
ers such as sequential quadratic programming (SQP) run on
CPU threads, but the number of CPU cores is typically lim-
ited; hence the number of initial guesses is limited. While
GPUs are typically available in very large quantities, e.g.,
thousands of cores, finding an implementable structure over
GPU for most optimizers such as SQP is still an open prob-
lem [2]. Based on the above discussion, we aim to provide
an efficient trajectory optimizer with a batchable structure
over GPUs in this study.

2 Our Method

This work presents an online trajectory optimization method
that is efficient for multiple instances in parallel over GPUs.
To accomplish this, we change the OCP structure by pro-
viding a polar representation for the robot’s trajectory (see
[1]- [2] ) and dividing the problem into several smaller con-
vex sub-problems using Alternating Methods of Multipli-
ers. Then, we show that for each instance, the obtained
sub-problems can be converted into just computing vector-
matrix production for which GPU implementation is avail-
able. After computing all the trajectories in parallel, we
rank them based on collision avoidance and other robot con-
straints, such as maximum velocity or smoothness. Finally,
the best trajectory is the one with the highest rank.

3 Results and Future Works

We implemented our trajectory optimizers in Python using
JAX [3] library as our GPU-accelerated linear algebra back-

Figure 1: Qualitative result of our MPC batch optimizer. The
purple trajectories represent the various locally opti-
mal solutions obtained using our batch optimizer, while
the black trajectories show the positional traces of the
robot. The red points on the edges of spheres are point
clouds detected as obstacles by the LIDAR.

end. The number of initial guesses is 200. The robot’s LI-
DAR continuously observes the environment and sends the
obstacle positions as point clouds to the optimizer. Then,
for each instance, the optimizer obtains multiple candidate
trajectories in parallel, sorts them based on collision avoid-
ance and other constraints, and chooses the best trajectory
to move forward. Fig. 1 shows top-ranked trajectories ob-
tained by our optimizer at two different time instances. Also,
it should be mentioned that the computation time for each
instance is about 0.08s.
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Motivation
Active elastic metamaterials promise a new solution for
damping and vibration isolation in thin machine elements.
Metamaterials are materials engineered to have properties
not occurring in nature, that derive their properties not from
the properties of the base materials, but from the designed
repeating structures. While the potential of metamaterials
has been demonstrated, the lack of systematic analysis of
their dynamics hampers the development and use in appli-
cations.

Metamaterial as a feedback system
A simple 1D elastic metamaterial is presented in Fig. 1. The
chain of masses mp connected with stiffness kp and damp-
ing cp constitutes the base structures of the metamaterial.
To each of the masses, a resonator, here characterized by
mr,kr and cr, is attached. The interaction between the base
structure and the resonators leads to the unique properties of
elastic metamaterials. Especially, the bandgaps, i.e. regions
of lowered vibration transmissibility can be created at much
longer wavelengths than the lattice size. The term metama-
terial often corresponds to the transmission of waves in infi-
nite chains. Finite chains with specific boundary conditions
are described as metastructures.

Transmission of vibrations between consecutive masses can
be represented as a feedback interconnection

un = Tun−1 +Tun+1,

T (s) =
un(s)

un−1(s)
=

un(s)
un+1(s)

=
P(s)

1+P(s)R(s)
,

of with P(s) = 1/2

(s/ωp)
2
+2ζp(s/ωp)+1

representing the base

chain and the resonator R(s) = KR(s/ωr)
2(2ζr(s/ωr)+1)

(s/ωr)
2+2ζr(s/ωr)+1

. Trans-
missibility of a chain of 10 unit cells is presented in Fig.
2. When integer order resonators are used, not only the
bandgap region but also undesired resonance peaks are cre-
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Figure 1: Schematic of a 1D elastic metamaterial.

ated. If damped resonators are used, the undesired peaks are
removed by a price of shallowing the bandgap.

The loop-shaping analysis of T (s) reveals that the unde-
sired resonances are created because of low phase mar-
gins. The problem can be alleviated by replacing R(s)

with commensurate-order Rα(s) =
KR

(
s/ωr)

2α

(s/ωr)2α+2ζα (s/ωr)α+1 or

with power-law R̃α(s) =
KR

(
s/ωr)

2α

((s/ωr)2+2ζ̃α (s/ωr)+1)
α fractional-

order resonators. The use of fractional-order elements en-
ables the use of simple analytical tools, varying the phase at
low frequencies and maintaining the high resonance peak of
the resonator. The corresponding transmissibilities are pre-
sented in Fig. 2. For both fractional elements, the depth of
the bandgap is preserved, while the undesired peaks are re-
moved. This demonstrates that the use of simple concepts
from control engineering may lead to significant improve-
ments in the performances of metastructures.

Open problems
To improve system properties different, possibly active res-
onators can be used. The existing literature is dominated by
ad hoc designs and tools for systematic analysis are miss-
ing. In the case of active metamaterials, assuring stability
is an important issue. For finite metastructures, standard
tools can be used. In the infinite case, the problems become
more involved. While the tools from infinite-dimensional
systems theory may be useful, specific results are not avail-
able. Finally, practical realization leads to additional chal-
lenges. Since an integrated and compact solution is desired,
often actuation and measurements of the relative position of
subsequent masses are only possible. This makes the use of
existing techniques, e.g. vehicle platooning, not trivial.
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Figure 2: Transmissability of a metastructure with 10 cells and
different resonators.
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1 Background

When modelling networks of complex systems, one often
considers a collection of delay differential equations linked
by algebraic constraints. These kinds of models give rise to
delay differential algebraic equations (DDAEs), of the form

Eẋ(t) =
m

∑
k=0

Akx(t− τk)+Bu(t),

y(t) =Cx(t),
(1)

where 0 ≤ τ0 < τ1 < · · · < τm < +∞ and E is, in general,
singular. These models generalize both delay differential
equations of the retarded and neutral type, and differential
algebraic equations (Michiels and Niculescu 2014).

In this work we propose a method to compute the norm of
the transfer function of this system in the Hardy space H2,
a robustness and performance measure which is often used
in robust and optimal control.

The H2-norm of a stable, input-output system can be in-
terpreted as a measure for the overall amplification over all
frequencies, and is given by

‖T‖2
H2

:=
1

2π

∫ +∞

−∞
Tr
(
T (ωi)∗T (ωi)

)
dω ,

where i is the imaginary unit and

T (s) =C(sE−∑m
k=0 Ake−τks)

−1B

is the transfer function of the system.

Determining whether this norm is finite is a challenge in its
own right. If the system is unstable, the norm will be infinite
(or is undefined, depending on the used definition) as T has
a singularity in the right half plane. As the transfer functions
of systems with delay can have infinitely many poles, special
techniques are required to check for stability (Michiels and
Niculescu 2014).

In the presence of a feedthrough the transfer function won’t
go to zero at infinity, also yielding an infinite norm. The
challenge in (D)DAE’s are hidden feedthroughs. As E
can be singular it is possible for y(t) and u(t) to be dir-
ectly coupled, even though there is no explicit feedthrough
term present in (1), e.g. by including 0 = x3(t)− u2(t) and
y1(t) = 3x3(t), which imply y1(t) = 3u2(t).

Finally both stability and the presence of hidden feed-
through can be highly dependent on the delays, where some-
times even an infinitesimal perturbation can render a system
unstable or generate a feedthrough.

In recent work by Mattenet et al. (2022), they provided suffi-
cient and necessary conditions for hidden feedthroughs and
introduce the notion of the strong H2-norm, which is ro-
bust against infinitesimal delay perturbations. We build on
these results to provide a computationally tractable method
to compute the (strong) H2-norm.

2 A pseudospectral based approach

Similar to what Breda, Maset and Vermiglio (2005) intro-
duced for non-algebraic delay differential equations, we use
a pseudospectral discretization to arrive at an approximation
of the system without delays. We can show that this dis-
cretization does not introduce feedthrough. Additionally, we
show that in the rare case where, unlike the original system,
the discretization is unstable, it can be made stable using
only a few rank one updates to the discretization, without
significantly impacting accuracy.

We can show that the differential algebraic equation, which
we get after discretization, is equivalent to an ordinary dif-
ferential equation of which we can finally compute the H2-
norm using the usual Lyapunov equations.

Finally we characterize the method’s convergence, and de-
scribe how to derive expressions for the derivative of the
H2-norm with respect to system parameters, useful for op-
timal control.
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1 Introduction

We consider the cooperative situational awareness (CSA)
problem of multi-UAV system crossing three-dimensional
obstacle belt without any priori information of obstacles.
The main contributions are: (1) A CSA method of multi-
UAV system is developed to improve the accuracy of infor-
mation acquisition; (2) Multiple uncertainties are modeled
and characterized; and (3) The conventional D-S evidence
theory is modified to solve high evidence conflict. Pearson
coefficient is utilized to measure the correlation between ev-
idence and define the credibility. Subsequently, the uncer-
tainty based on interval probability is introduced to modify
the reliability and obtain the weight. Lastly, the original ev-
idence is weighted and averaged, and the D-S combination
rule is adopted for synthesis. Compared with other improved
methods, our method can identify the correct propositions
more accurately.

2 CSA based on D-S evidence theory

Notably, achieving CSA is challenging due to the random-
ness of obstacle distribution and detection uncertainties [1].
In this part, an information fusion method is adopted by in-
troducing and modifying the traditional D-S evidence the-
ory, which is presented in Fig. 1.

Fig. 1. Schematic diagram of the CSA method.

3 Method improvements

In this study, Pearson coefficient is adopted to build the cor-
relation measure between evidence and determine the evi-
dence credibility [2], whereas evidence uncertainty is eval-
uated comprehensively. Additionally, this study combines
the credibility and uncertainty to determine the weight coef-
ficient of the evidence, revise the original evidence, average
the BPA of the revised evidence, and then use the Dempster
combination rule to fuse it, so as to solve the evidence con-
flict. The flow chart of the improved method is illustrated in
Fig. 2.

Fig. 2. The flow chart of improved combination method.

4 Conclusion

Based on the background of UAV detection, this study ap-
plies the improved D-S evidence theory to CSA of multi-
UAV system to conduct the information fusion detected by
airborne sensors. Our CSA scheme of mutli-UAV system
can significantly detect more obstacles while being aware
of the obstacles more accurately. Additionally, compared
to existing modified D-S evidence theory methods, our im-
provement is superior in improving the detection accuracy
and achieving an accurate CSA of multi-UAV system.
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1 Introduction

An established approach to suppress harmonic vibrations
in mechanical structures consists of placing a so-called ab-
sorber at the position where vibrations need to be annihi-
lated. Often however, in practical applications, it is not pos-
sible to attach an absorber directly at the desired point of
suppression. In such cases, we can possibly silence distur-
bances of a desired harmonic frequency by designing an out-
put feedback controller such that a pair of closed-loop trans-
mission zeros of the transfer function G, constructed from
the external force to the position of the target mass lie on the
imaginary axis at the desired frequency ω i.e. G( jω) = 0.

2 Problem Setting

We consider an LTI model described by its state-space equa-
tion

ẋ(t) = Ax(t)+B1u(t)+Bw(t)

y(t) =C1x(t)

z(t) =Cx(t),
(1)

where x is the state vector, u the control input, y the mea-
sured output used for feedback and z, the system output. In-
put w represents a periodic disturbance force acting on the
system with w(t) = F cosωt, F being the magnitude of the
disturbance and ω the excitation frequency, u(t) represents
the control input. The objective here is to completely sup-
press vibrations of frequency ω at the target position, rep-
resented by z while simultaneously maximizing the stability
margin.

3 Solution Approach

We use a delay-based controller of the form

u(t) = ΣN
i=1KT

i y(t− τi), (2)

where Ki ∈ Rq×1 is the gain matrix corresponding to fixed
point wise delays τi, i = 1, . . . ,N. The controller utilizes
static output feedback from the available outputs combined
with intentionally introduced multiple fixed delays. The ad-
vantage of using multiple delays in the controller structure

is that for systems with only a limited number of available
output measurements, the presence of delays provides for
greater number of free parameters which in turn can be uti-
lized for achieving the desired control objective.

The requirement of maximizing the stability margin of the
closed-loop system combined with ensuring zero displace-
ment at the target location at frequency ω can be formulated
as

min
K

α(K)

s.t : G( jω;K) = 0,
(3)

where α(K) is the spectral abscissa function of the resulting
closed-loop system and K = [K1 · · ·KN ].

The objective function in (3) is typically non-convex and
non-smooth while the constraints can be shown to be linear
in K. To solve this, we remodel the system of equations with
the controller as a Delay Differential Algebraic Equation
(DDAE). Remodelling the system of equations in this form
enables us to reduce the controller equation to one which
resembles a static output feedback controller. Additionally,
by obtaining the set of equations in the form of a DDAE, we
can utilize the available routines from the TDS-CONTROL
package. Once the equations are in the desired form, we
use constraint elimination to convert the constrained opti-
mization problem into an unconstrained one by exploiting
the affine nature of the constraints in K.

References
[1] P. Appeltans, H. Silm, and W. Michiels, “TDS-
CONTROL: A MATLAB Package for the Analysis
and Controller-Design of Time-Delay Systems” IFAC-
PapersOnLine 55.16, 272-277, Jul. 2022.

[2] A. Saldanha, H. Silm, W. Michiels, and T. Vyhlı́dal,
“An Optimization-Based Algorithm for Simultaneous Shap-
ing of Poles and Zeros for Non-Collocated Vibration Sup-
pression,” IFAC-PapersOnLine 55.16, 394–399, Jul. 2022.

Book of Abstracts 42nd Benelux Meeting on Systems and Control

80



Kalman filtering of a diffusion system with pointwise measurement
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1 General Framework

The Kalman filter problem (KFP) received a lot of atten-
tion for many decades. It consists in solving an optimal
state estimation problem whose solution is a Luenberger-
type state observer. In the classical approach, the optimal
output injection operator is related to the solution of an op-
erator Riccati equation. In [2], we describe an algorithm for
solving the KFP with a frequency domain approach for a
class of dynamical systems whose dynamics generators are
self-adjoint and Riesz-spectral operators A defined on the
Hilbert space X 1

2
:= D((µI−A)

1
2 ) for some µ ≥ 0 such that

σ(µI−A) ⊆ R+
0 . It appears that the opposite of a Sturm-

Liouville operator1 fits the subsequently mentioned class of
operators, under classical assumptions. This algorithm is ap-
plied to solve the KFP for a one-dimensional diffusion sys-
tem on the interval [0,1] with mixed boundary conditions.

2 Kalman Filtering Algorithm

We consider, for t ≥ 0, the one-dimensional diffusion system
governed by the (abstract) differential equation (correspond-
ing to a partial differential equation)

{
ẋ(t) = Ax(t)+C∗w(t),x(0) = x0
y(t) =Cx(t)+η(t), (1)

where Ax = d2x
dz2 , x ∈ D(A)⊆ X 1

2
= D((−A)

1
2 ) with

D(A) = {x ∈ H2(0,1) : dx
dz (0) = χ0x(0), dx

dz (1) =−χ1x(1)},
(2)

for positive constants χ0 and χ1, and where w(t) and η(t) are
real-valued square-integrable disturbance signals. The oper-
ator A is self-adjoint and of Riesz-spectral type. Its eigen-
values and its eigenfunctions are denoted by {λn}n≥1 and
{φn}n≥1, respectively. As observation operator C, we con-
sider the evaluation at z = 0 on X 1

2
, i.e. Cx = x(0). In our

particular setting, the space X 1
2

is the Sobolev space H1(0,1)
which is a reproducing kernel Hilbert space. This entails that
the operator C∈L (X 1

2
,R), i.e. C is linear and bounded, and

that Cx = 〈c0,x〉 1
2

for all x ∈ X 1
2

and some c0 ∈ X 1
2
. In addi-

tion, −A is a Sturm-Liouville operator. Hence, the solution
1That is an operator of the form (A f )(z) =

− 1
ρ(z)

(
d
dz

(
−p(z) d f

dz

)
+q(z) f (z)

)
, for z ∈ [a,b], where p, d p

dz ,q and
ρ are real-valued and continuous functions with ρ > 0 and p > 0.

of the KFP is given by the Luenberger-like observer
{

˙̃x(t) = Ax̃(t)+L(ỹ(t)− y(t)),
ỹ(t) =Cx̃(t), (3)

where L : = ` ∈ X 1
2

is the optimal output injection. Our al-
gorithm gives the components of ` in the orthonormal basis
{φn}n≥1, and, for the diffusion system, it consists of three
steps :

1. Compute the (stable) transfer function ĝ(s) =

〈c0,(sI−A)−1c0〉 : = n̂(s)
d̂(s)

of the system (1)-(2).

2. Compute the stable zeros {µn}n≥1 of the Popov func-
tion f̂ (s) : = n̂(s)n̂(−s)+ d̂(s)d̂(−s)

3. Compute the components of ` using the formula

`n =
µn−λn

〈c0,φn〉 1
2

∞

∏
k=1
k 6=n

λn−µk

λn−λk
, ∀n≥ 1. (4)

The formula (4) follows from duality arguments with respect
to what is done in [1]. It is based on the spectral factoriza-
tion problem of the Popov equation2. This problem is solved
by using the symmetric extraction method developed in [3]
which leads to the infinite product form R̂(s) = ∏∞

n=1
s−µn
s−λn

.
The corresponding sequence of finite products converges to
R̂ in the Wiener class A (σ), where σ is negative and satis-
fies 2|σ | ≤min(|µn|, |λn|), see [2] and [3]. This implies that
the infinite product in (4) can be truncated in order to get a
good approximation of `n. Note that the algorithm for the
general case of a self-adjoint and Riesz-spectral operator on
X 1

2
is available in [2], together with numerical results.
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1 Introduction

Hydrogen can provide a key contribution to the increased
need for energy storage in the shift towards renewables.
This requires sustainable production of hydrogen, such as
by water-splitting in a photo-electrochemical cell. How-
ever, these cells are not yet able to achieve the efficiencies
required for commercial use. The reaction that generates
oxygen at the photo-anode, the oxygen evolution reaction
(OER), is commonly regarded as the performance limiting
reaction. Modeling of the OER provides an opportunity to
investigate the processes and variables that are difficult to
obtain from experiments, such as the surface coverage of
the intermediate OER reaction species at the semiconductor-
electrolyte interface. This work focuses on improving the
current time-dependent non-linear state-space model of the
OER, by the addition of spatially dependent charge carrier
dynamics represented by a set of partial differential equa-
tions.

2 Oxygen evolution reaction model

A preliminary state-space model of the OER has previ-
ously been developed. [1] This model consists of two parts:
(1) A microkinetic model of the reaction kinetics at the
semiconductor-electrolyte interface. The model equations
describe the evolution of the intermediate species under il-
lumination and applied potential. (2) A simple description
of the charge-carrier transport dynamics at the surface of the
semiconductor material.

3 Model extension

In this work, we show the development and implementation
of a new description of the charge-carrier dynamics. The
description in the original model was limited to the evolu-
tion of the two charge carriers, electrons and holes, at the
surface of the semiconductor. In this work, also processes
in the bulk of the semiconductor are included, through ad-
dition of a space-dependency of the charge carriers in the
semiconductor. The advantage is that we can fully include
the following processes that are relevant for the evolution of
the charge carriers: drift-diffusion effects, charge transfer at
the interface, electron-hole pair generation and the recombi-
nation processes at the interface and in the bulk of the semi-

conductor. The resulting partial differential equations are
connected to the state-space system of the reaction kinetics
through semi-discretization in the spatial dimension.

The presentation highlights the new charge carrier dynam-
ics description and its integration in the original model.
Through the combination of the spatio-temporal description
of the charge carrier dynamics and the microkinetic model,
we aim to gain a realistic insight into the processes of the
OER. This can be used in optimizing the OER, and in turn
the performance of photo-electrochemical water-splitting.

Figure 1: Model of the oxygen evolution reaction consisting of
two parts: (1) The microkinetic model of the reaction
kinetics and (2) the spatially-dependent charge carrier
dynamics in the semiconductor. Electrons are indicated
by (-) and holes by (+).

[1] K. George, T. Khachatrjan, M. van Berkel, V. Sinha, and A.
Bieberle-Hütter. In: ACS Catal. 10.24 (2020), pp. 14649–
14660.
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1 Abstract

Control design for linear, time-invariant mechanical systems
typically requires an accurate low-order approximation in
the low frequency range, for example a series expansion of
the transfer function around zero consisting of a mass, ve-
locity, and compliance term, see e.g. [1]. The transfer func-
tion of a mechanical system containing rigid body modes,
from a force input to a position output typically includes a
double-integrator-part. Thus it is of the form

G(s) =
G2

s2 +
G1

s
+G0 +Gst(s).

where G−1
2 , G1, and G0 denote the mass, velocity, and com-

pliance terms , respectively, and Gst(s) captures the remain-
der of order O(s). The mass and velocity part are typically
related to the rigid body modes, and G f lex(s) = G0 +Gst(s)
captures the flexible part related to the (possibly infinitely
many) non-rigid modes. When the transfer function of the
system is available, then G2,G1, and G0 can be directly ob-
tained from it by taking an expansion of G(s) around s = 0.
However, in many situations a closed-form expression of
the transfer function is not available. Therefor we propose
a time-domain approach based on the step response of the
system associated to the transfer function G(s). In partic-
ular, let y(t) denote the step response of the system. The
inverse Laplace transform of Y (s) = G(s) u0

s equals

y(t) = G2u0
t2

2
+G1u0t +G0u0 +ωst(t),

where ωst(t) is the inverse Laplace transform of Gst(s)
u0
s .

Since Gst is stable and Gst(0) = 0, ωst(t) converges to zero
as t → ∞. The compliance function can thus be determined
from the static part of the step response. We show that for

mechanical systems described by partial differential equa-
tions with distributed control and/or control at the spatial
boundary, G2,G1 and G0 can also be determined by assum-
ing the following expression for the step response

y(t) = ω2
t2

2
+ω1t +ω0 +ωst(t),

with ωst(t) is stable, i.e. ωst(t)→ 0 for t→∞. For models in
which it is impossible to obtain the exact expression of the
transfer functions, closed form expressions, can be obtained
for G2, G1, and G0. For higher spatial dimensions even this
can be too hard, but in these cases numerically simulation
of the step response leads to the answer. For instance, ω2,
ω1, and ω0 can be determined from snapshots of the step
response y(t). In particular, let t1 < t2 < .. . < tn be time
instances that are so large that ωst(ti) are small. Then



y(t1)
...

y(tn)




T

≈
[

ω2 ω1 ω0
]



1
2 t2

1
1
2 t2

2 · · · 1
2 t2

n
t1 t2 · · · tn
1 1 · · · 1


 .

Estimates for ω2, ω1, and ω0 can thus be determined by min-
imizing the residue in the above equation.
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1 Introduction

Human-induced and natural disasters require fast and effec-
tive responses from search-and-rescue (SaR) crews. In re-
cent years, the use of SaR robots has been growing for as-
sisting humans to speed up finding the victims. Therefore,
the robots need effective mission planning approaches that
determine an optimal trajectory to the victims, while dealing
with uncertainties present in SaR scenarios. In this research,
I introduce a path planning approach based on model predic-
tive control (MPC) for an indoor SaR environment, where
the robot should follow and reach the moving victims.

2 Background

Determining feasible and optimal trajectories autonomously
and tracking the victims despite uncertainties are major
challenges of SaR robots [1]. Therefore, the control
system for mission planning of SaR robots should be ro-
bust to such uncertainties. Furthermore, established robust
MPC methods exist [2] that, if adopted for SaR robots,
will significantly improve the control performance in pres-
ence of uncertainties. Despite these potential benefits re-
garding optimality, constraint incorporation, and predictive
decision making, the use of MPC for systematic explo-
ration of SaR environments in the literature, is very limited.
The SaR missions may be categorized as coverage-oriented
or target-oriented. The most commonly used coverage-
oriented approaches for mission planning of SaR robots in-
clude heuristics techniques, while optimization-based con-
trol approaches, including MPC, are often used in target-
oriented SaR. The use of MPC in coverage-oriented SaR is
very limited and, in particular, MPC is used for reference
tracking [3].

3 Proposed approach

I have developed a path planning approach based on MPC
for a SaR robot, and a corresponding case study. The algo-
rithm is both target-oriented, in order to reach the trapped
victims in the environment and the exit point, and coverage-
oriented, to perform larger exploration of the area. The con-
troller of the robot is based on a robust tube model predictive

control approach. This algorithm determines the optimal ve-
locity and heading angle of the robot, while optimizing the
objective function, that includes reducing the mission time,
maximizing the intersection of the robot perception field and
the areas where the victims are supposed to be located, in-
creasing the area coverage and going to the exit. The op-
timization is performed in presence of constraint which in-
clude robot dynamics, obstacles and moving victims avoid-
ance, physical constraints of the robot in terms of velocity
and orientation angle. The uncertainties that are taken into
account in this approach are the unknown position of the tar-
get victims and the non-smoothness of the ground that acts
as an external disturbance in the robot position. I consider a
movement model for the victims based on a crowd evacua-
tion model, therefore the target victims are dynamic targets
and the non-target victims are dynamic obstacles.

4 Case study

In the case study, developed using Matlab, ROS and Gazebo
simulator, the performance of the proposed approach is eval-
uated and compared to other four state-of-the-art path plan-
ning approaches, two coverage oriented and two target-
oriented, and I show how the proposed method outperforms
the other four in victims detection, area coverage and mis-
sion completion time, while being robust to uncertainties.
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bust model predictive control of constrained linear systems
with bounded disturbances,” Automatica, 2005.

[3] M. Khadem, J. O’Neill, Z. Mitros, L. Da Cruz,
and C. Bergeles, “Autonomous steering of concentric tube
robots via nonlinear model predictive control,” IEEE Trans-
actions on Robotics, 2020.

Book of Abstracts 42nd Benelux Meeting on Systems and Control

84



Asynchronous NMPC with Variable Update Time (ASAP-MPC)

Dries Dirckx, Mathias Bos, Bastiaan Vandewal, Wilm Decré, Jan Swevers
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1 Introduction & Problem Setting

Nonlinear Model Predictive Control (NMPC) for trajectory
planning is a topic that currently receives a widespread in-
terest from the (robotics) research community. Classical
NMPC schemes are supposed to stabilise a nonlinear sys-
tem, reject disturbances to it and lead to agile control of that
system which requires high NMPC update rates. The control
inputs are computed by solving an Optimal Control Problem
(OCP), minimising an objective e.g. time of the total trajec-
tory or distance to be travelled to reach a target, subject to
constraints such as collision avoidance, a model of the sys-
tem dynamics, actuator limits, etc.

For nonlinear systems in complex environments or with lim-
ited onboard computation power, e.g. drones or autonomous
vehicles, reaching high update rates and guaranteeing feasi-
bility is often intractable. A widely used approach to reduce
computational complexity is the Real-Time Iterations (RTI)
technique [1]. RTI applies only the first iteration of an op-
timization solver to the system. It does not guarantee con-
straint satisfaction and can lead to collisions and infeasible
controls that do not satisfy the modelled nonlinear system
dynamics.

We propose an alternative NMPC strategy - Asynchronous
NMPC (ASAP-MPC) - that deals with finite computation
times that can extend over multiple update intervals but
guarantees feasibility with respect to the constraints by solv-
ing the OCP to convergence. A low-level stiff feedback con-
troller is added to guarantee that the actual state x(t) tracks
the computed NMPC solution such that x(t)≈ x̂(t). The ex-
pected finite computation time is maximally m samples.

2 Asynchronous NMPC

Figure 1 shows the principle for a one-dimensional example.
Suppose at time ti, a new solution A is available. Since a
finite computation delay is expected, based on solution A
and the current on-trajectory state x̃(ti), an estimation of the
future on-trajectory state x̂(ti+m) is made. The next solution
B is constrained to start from this future point. Awaiting
solution B, solution A (red) is tracked up to m samples in
the future. Once computed, solution B is stitched to A at
x̂(ti+m).

If solution B arrives earlier at t j < ti+m, solution A is still
tracked up to ti+m after which the newly computed solution

B is tracked up to t j+m. Suppose the next solution (C) ar-
rives just-in-time after m samples at tk = t j+m, solution C is
stitched to solution B and immediately tracked. The future
trajectory from solution B is discarded. Repeating this up-
date procedure leads to a continuous trajectory in time for
x(t), constructed by asynchronously stitching new solutions
to each other.

Figure 1: Working principle of the update strategy in ASAP-
MPC, illustrated for a one-dimensional example.
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1 Introduction

Active Vibration Isolation Systems (AVIS) can be used
to improve the performance of passive vibration isola-
tion [1]. Several effective control methods are available,
including disturbance feedforward. The performance of
disturbance feedforward can be guaranteed under pa-
rameter variations and uncertainty by using an adap-
tive algorithm. For AVIS, the Filtered error Least Mean
Square (FeLMS) algorithm is particularly appealing for
its efficient computation.
The stability of the FeLMS algorithm is typically
proven by the conservative SPR condition [1]. How-
ever, in most practical applications the condition is not
satisfied, due to the typical high-frequency parasitic dy-
namics of mechanical systems, while the FeLMS is still
stable. Hence, no formal stability guarantee can be
given for practical systems. This work therefore pro-
poses to append the SPR condition with a frequency-
dependent weighting to reduce the conservatism of the
stability condition.

2 Extended stability condition

The general control structure of an AVIS can be seen
in figure 1. The output uFF (k) of the feedforward con-
troller is given by

uFF (k) = Ψ(a0(k))w(k), (1)

where Ψ(k) is the regressor matrix. The parameters
w(k) are updated with the FeLMS alogrithm as

w(k + 1) = w(k)− µ(k) [N(q)Ψ(k)]
T
e(k). (2)

Here µ(k) is the step size, N(q) the noise shaping filter,
e(k) = N(q)P̂−1

2 (q)â1(k), and P̂2 the model of P2.
The SPR stability condition is
(
P̂−1

2

(
ejω
)
P2

(
ejω
))H

+P̂−1
2

(
ejω
)
P2

(
ejω
)
� 0. (3)

This stability condition can be relaxed under the slow
parameter adaptation assumption to

1

2π

∫ π

−π

Tr

{
Sξ

(
ejω, ¯̃w

) [(
P̂−1

2

(
ejω
)
P2

(
ejω
))H

+P̂−1
2

(
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)
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(
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dω > 0,
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Figure 1: Blockscheme of FeLMS based AVIS, with the
floor acceleration a0 ∈ Rna , the payload acceleration
a1 ∈ Rny and actuator input ua ∈ Rnu

where Sξ

(
ejω, ¯̃w

)
is the power spectrum of ξ(k) =

Ψ(â(k)) ¯̃w. A similar condition can be found in [1] but
is not used. It can be seen that this condition is satis-
fied if the SPR is satisfied. Due to the slow adaptation
assumption, Sξ

(
ejω, w̃

)
can be evaluated for a given

¯̃w = w̃(k0), which is the frozen parameter error, and
hence it can be determined if this point belongs to the
domain of attraction. Note that N(q) is a design pa-
rameter and can be chosen to satisfy condition 4 based
on the measured FRF.

3 Conclusion and Results

For the numerical validation, equation (4) is checked for
a SISO path of the system in [1], for the relevant param-
eter range. The new stability condition correctly pre-
dicted the observed convergence of the system, where
SPR condition did not, while keeping the favourable
frequency domain definition. There is still some con-
servatism left, which is due to the specific choice of the
Lyapunov function [2]. However, from a practical point
of view, this conservatism is not restrictive.
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1 Introduction

1 Decision problems concerning the question when to best
terminate a stochastic process in order to minimize costs,
stochastic optimal stopping time problems, are a subset of
dynamic programming problems. This type of problems
naturally arises in a wide range of fields, from pricing of
financial derivatives [1] to connection scheduling in ad-hoc
networks [2]. Our application domain is precision farming,
where farmers must, e.g., decide when best to apply her-
bicides to their fields [3]. A major complication that arises
when solving this particular decision making problem, is the
size of the state space |X |= |{0,1}N |= 2N growing expo-
nentially with the number of (sub)fields N ∈ N considered
in the problem. This effect renders such stopping time prob-
lems intractable for farms with many fields N≫ 10.

This paper proposes (i) conditions on stochastic optimal
stopping time problems that enable lossless state space re-
duction, and (ii) related approximate methods enabling far
greater (lossy) state space reductions. The approximate
methods can be used to generate upper- and lower bounds
on the optimal cost and a tractable, approximate policy that
is within a constant factor of the optimal policy.

2 Problem formulation

Consider a standard stochastic stopping time problem with
full state information in a discrete finite space xk ∈X :=
{1,2, . . . ,n}

minE[
τ−1

∑
k=0

g(xk)], (1)

with P = [p ji], p ji = Prob[xk+1 = j|xk = i]. For simplicity
assume that τ ≤ h̄ ∈ N.

To reduce the complexity of this problem (when n ≫ 1),
we are interested in finding a map (projection) φ : X →
Y , where Y := {1,2, . . . ,m} with m < n, that is able to
group states into equivalence classes. The map φ thereby
defines an equivalence relation: states i ∈X and j ∈X ,
denoted by i ∼ j, are equivalent if φ(i) = φ( j). We search
for conditions on the stopping time problem (1) for which
we can work on the quotient space X /∼ of this equivalence
relation, i.e., work with m states rather than n states, without
losing optimality.

1This research is part of the research program SYNERGIA (project
number 17626), which is partly financed by the Dutch Research Council
(NWO)

3 Conditions for lossless state space reduction

Let us define m equivalence classes A j := {i ∈X | φ(i) =
j}, j ∈ {1, . . . ,m}. Consider the following two conditions

(i) g(i) = g( j), ∀i, j ∈X , s.t. i∼ j,

(ii) ∑
ℓ∈A j

pℓi = ∑
ℓ∈A j

pℓr, ∀i,r ∈X , ∀ j ∈ Y , s.t. i∼ r.

We have shown that if these two conditions are met, the
optimal costs-to-go Jk(i) and optimal policy µk(i), k ∈
{0,1, . . . , h̄}, i ∈X , satisfy Jk(i) = Jk( j) and µk(i) = µk( j)
if i ∼ j, which means we can restrict the treatment to a sin-
gle representative from each class A j for j ∈ {1,2, . . . ,m}
when running the DP algorithm, reducing the number of op-
erations from order n to order m.

4 Upper- and lower bounds

Some problems might not contain many states for which
conditions (i) and (ii) hold, whereby m ≈ n. Suppose we
have an approximate version of such problem that can be
proven to have a lower (or higher) optimal cost than the opti-
mal cost of the original problem. If the P matrix (and g(i)) of
the approximate problem is such that large groups of equiva-
lent states satisfy the equivalence relation, then solving these
problems on the highly reduced feature space m≪ n enables
cheap computation of lower- and upper bounds on the origi-
nal problem. This can yield both bounds on the optimal cost,
and an approximate policy that is within a constant factor of
the optimal one.
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1 Introduction

Lane changing remains a challenging task for autonomous
driving, due to the strong interaction between the controlled
vehicle and the uncertain behavior of the surrounding traf-
fic participants. The interaction induces a dependence of
the vehicles’ states on the (stochastic) dynamics of the sur-
rounding vehicles, increasing the difficulty of predicting fu-
ture trajectories. Furthermore, the small relative distances
cause traditional robust approaches to become overly con-
servative, necessitating control methods that are explicitly
aware of inter-vehicle interaction. Towards these goals,
we propose an interaction-aware stochastic model predic-
tive control (MPC) strategy integrated with an online learn-
ing framework, which adaptively estimates the surrounding
vehicles cooperation level through a parameterized state-
dependent distribution.

2 Target vehicle behavior modelling

We model the uncertain behavior of the target vehicle (TV)
as a randomized control policy κ TV : IRnz ×Ξ→ IR2, where
the finite set Ξ :={1, . . . ,d} denotes maneuver indices. The
maneuver selection ξt ∈ Ξ is made randomly according to

P(zzzt) = (IP{ξt = i | zzzt})i∈Ξ, (1)

which depends on the (joint) state zzzt = [ (zE)> (zTV)> ]> =
f (zzzt−1,ut−1,ξt−1) of ego vehicle (E) and TV.

3 Optimal control problem

Consider an arbitrary N-step policy (µk)
N−1
k=0 ∈ Π. Since Ξ

is finite, all realizations of the stochastic process (zzzk,uk)
N
k=1

satisfying dynamics f with uk = µk (zzzk), and zzz0 known can
be represented on a scenario tree [1] as illustrated in Fig. 1.
Given z̄zz and θ , the optimal control problem is:

minimize
uuu∈IRnuM

JN(uuu,θ) (2a)

s. t. zzz(ι+) = f
(
zzz(ι),u(ι),ξ (ι+)

)
∀ι+ ∈ ch ι , (2b)

IP{G
(

zzz(ι+)
)
≥ 0 | zzz(ι)} ≤ γ, ∀ι+ ∈ ch ι (2c)

u(ι)k ∈U, zzz(ι)k ∈ Z, ∀ι ∈ nod(0,N−1), (2d)

z(0) = z̄zz, zzz(ιN) ∈ Z, ∀ιN ∈ nodN (2e)

where ch ι means children of node ι and nodk represents all
nodes at step k. (2c) is the collision avoidance constraint. U
and Z denote bound for input and states, respectively.
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Figure 1: A fully branching scenario tree of horizon N = 2.

4 Online parameter estimation

A multinomial logistic regression scheme is used to learn
the distribution P(zzz). We introduce a parameterized model
P̂(zzz;θ) with parameter matrix θ = [θ1 ... θd ] ∈ IRnθ×d . A
moving horizon estimation update is used to adapt θ online.
At each time step t, we compute a new estimate

θt ∈ argmin
θ

λρ(θ ,θt−1)−
t

∑
k=t−L+1

log P̂ξk

(
zzzk;θ

)
, (3)

where λ > 0 is a fixed regularization constant for penalty
term ρ(θ ,θ ′) and L ∈ IN is a fixed window length.

5 Experiment result

We test our framework with different types of prediction
scheme. Details of the result can be found in [2].
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1 Introduction
Autonomously performing lane changes on highways is
challenging, especially when another vehicle approaches
from behind on the lane into which the ego vehicle wants
to insert. In literature, sometimes adding communication
between vehicles is suggested [1]. However, this is not a vi-
able strategy in the scenario where both human drivers and
autonomous vehicles share the highways. This scenario re-
quires a strategy to balance between assertively inserting in
front of the approaching vehicle, expecting it to adapt to the
ego behavior, and on the other hand adjusting the ego actions
in order to safely comply with the behavior of the approach-
ing vehicle, without forcing it into abrupt maneuvers.
To this end, we present a motion planning strategy to plan
the lane switching maneuver through available convex free
spaces, while taking the effect of the ego vehicle behavior
on the actions taken by the other vehicles into account in a
simplified manner.

2 Methods
The motion planning problem is formulated as an optimal
control problem (OCP), using the multi-stage formulation
for motion planning through subsequent convex spaces or
corridors that is presented in [2]. The work presented here
adds the movement and reshaping of the corridors over the
prediction horizon, along with the movement of the other
vehicles. Additionally, the expected future state of the other
vehicles is taken into account in the OCP by adding the ac-
celeration, velocity, and position of the corridor edges as
controls and states.
The objective function is formulated as

T +
N

∑
k=0

w1(vk− vdes)
2 +w2a2

k +w3δ 2
k +w4δ̇ 2

k

+w5(vt,k− vt,des)
2 +w6a2

t,k,

in which the top line minimizes the time T to execute the
lane changing maneuver, with regularization of the effort of
the ego vehicle, which is represented by the deviation be-
tween the actual velocity v and the desired velocity vdes, the
acceleration a, the steering angle input δ and its derivative
δ̇ . The bottom line of the objective adds the effort of the
approaching vehicle, being its deviation between the actual
velocity vt and the desired velocity vt,des, and the accelera-
tion at . It is assumed that the vehicle in front does not ac-
celerate or decelerate. The weights wi determine the relative
influence on the cost of each term. Hence, the choice of w5
and w6 determines the extent to which the ego vehicle takes
the effort of the approaching vehicle into consideration.
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Figure 1: Illustration of an OCP solution to the lane change prob-
lem.

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

Time (s)

3.0

3.2

3.4

3.6

3.8

4.0

V
eh

ic
le

sp
ee

d
(m

/s
)

Approaching vehicle - High w5, w6

Ego vehicle - High w5, w6

Approaching vehicle - Low w5, w6

Ego vehicle - Low w5, w6

Figure 2: Influence of w5 and w6 on the planned ego vehicle and
approaching vehicle velocity.

3 Results
Figure 1 illustrates the moving corridors during the execu-
tion of a lane changing maneuver, with the stage-dependent,
time-varying box constraints. Figure 2 clearly shows the ef-
fect of the weights w5 and w6: when they are high, the ego
vehicle accelerates strongly in order to reduce the required
braking action of the approaching vehicle; when they are
low, the approaching vehicle is expected to brake strongly,
allowing the ego vehicle to accelerate only mildly.
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1 Introduction

Systems with variable topology, which occur during system
operation, have a significant impact on the overall system
dynamics, hence the control should be adaptive with respect
to these topology changes. This article shows experimental
validation of control for pneumatic systems with varying
topologies with an adaptive MPC scheme.

2 Approach

The proposed approach presented in this article consists
of first developing a 2-stage model: (i) a model of
the subsystems of the system and (ii) a model of the
possible interconnections. By adapting the state of the
interconnections in the second part of the model, a certain
system topology is modelled using graph theory [1]. The
introduction of the Laplacian matrix L = D −A = [Li j]
as a parameter in the system allows us to adaptively switch
the topology during the MPC loop, without the need for
rewriting all system equations. D is the Degree matrix and
A the Adjacency matrix, and undirected communication
is assumed. This allows to very efficiently model all
possible topologies. This limits furthermore the number
of identifications required. Next, an MPC controller is
designed which takes this 2-stage model into account,
allowing for very efficient adaptation to the system topology
by adapting the connection model during operation, once a
topology change has been detected.

3 Results

For the considered pneumatic system, there exists a pressure
control valve is present in the system that acts as the
control input u that can operate in the range of 0-10V. The
system also consists of discrete valves that controls the flow
direction of the compressed air. There are also two tanks that
acts as accumulators which can store compressed air. There
is finally a pressure sensor which is the measured output in
the system under consideration.

Figure 1 shows two possible topologies with the two tanks
considered. The tanks are considered as first-order systems
identified from experiments. The systems Si and Out are
virtual subsystems that are basically one sample delay. The

output pressure is measured at Out using a pressure sensor,
where we want to maintain a desired pressure. In order to
design our adaptive MPC scheme, we extract the Laplacians
L for these two topologies. We preformed experiments on

Tank1

Tank2

Si Out

(a) Topology 1

Tank1

Tank2

Si Out

(b) Topology 2

Figure 1: Considered topologies for the pneumatic system
in experiments with (—-) represents connected links while
(gray· · ·) represents disconnected links

the pneumatic setup, with online adaptive MPC on a real-
time hardware which takes the Laplacian as a parameter.
Figure 2 shows experimental results as compared to a robust
and a scheduled aggressive PI controllers, with change in
topology around 74s, when we switch to Topology 2. The
controlled designed using our approach outperformed other
controllers in reducing overshoot and achieving bandwidth.

Figure 2: Experiment result for adaptive MPC for pneumatic
system with variable topology compared with two (ad-hoc)
tuned PI controllers
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1 Introduction

Eco-driving and energy management can drastically reduce
the power consumption of vehicles, [1]. As horizon-lengths
increase and more sophisticated models are used for com-
ponents, this leads to a larger computational load on the on-
board computer. As a consequence, the optimization solver
does not keep up with the rate of control inputs. In this work,
methods for reducing computation time, while still obtain-
ing comparable energy savings are applied to the problem.

2 Problem formulation

For the vehicle model, a series hybrid heavy-duty vehicle is
considered. The interconnection is formulated as a second-
order cone program. In order to do so, quadratic and hy-
perbolic equality constraints are relaxed into inequality con-
straints to fit this model formulation. We show numerically
that the optimal solution lies on the equality and therefore
the relaxation is exact. By applying receding-horizon con-
trol and move-blocking, i.e., fixing control inputs for mul-
tiple steps, the computational times can be reduced while
still obtaining a close-to-optimal solution. The method has
been tested on a 60km drive-cycle with large differences in
elevation. 3 Results

In figure 1, the distance of the problem is fixed and the com-
putational times for five horizon compositions with varying
coarseness are shown. Case 1 has the largest horizon of
length 2500, and case 5 has length 450 steps. It has been
shown that computation times can be reduced without expe-
riencing large increases in energy consumption. For figure 1,
three cases are shown with equal horizon length, but with
varying distance per case. It has been observed that under
the same number of samples, horizons with a longer distance
span but a lower average resolution due to blocked inputs,
outperform horizons that have a shorter span with fewer in-
puts blocked concerning the energy consumption. This im-
provement in fuel economy has been attributed to the ability
of the horizon to be able to detect upcoming events earlier
and react appropriately. Conversely, lowering the number
of samples leads to shorter horizon spans and increased en-
ergy consumption. Despite the observed increase in energy
consumption that has arisen in the second case study, it can

1This work has received financial support under the grant LONGRUN.

be concluded that the combined eco-driving and powertrain
energy management solution, solved within 0.53 [s] on av-
erage, provides additional energy savings when compared
to the full horizon solution, leading to a reduction in fuel
consumption of 33.7 %.
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Figure 1: Fixed distance, increasing coarseness per case. Horizon
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Abstract

Real-time optimization for district heating networks (DHN)
is becoming increasingly relevant for industrial applications,
mainly due to increased use of highly intermittent renewable
energy sources, which offers many challenges and oppor-
tunities from an operational perspective [1]. Specifically,
more advanced control methods offer the potential to im-
prove synergy among energy resources and to better exploit
the flexibility available in the network. To optimally regulate
these systems, mathematical models are used to optimize the
set of possible operations for the system (i.e., boilers, heat
pumps, pumps, and other control devices) according to some
cost function.

Preferably, we consider mathematical models that approxi-
mate the real system as accurately and precisely as possible.
However, non-linearities and non-convexities, caused in part
by the bi-linear nature of heat transfer and discrete decision
variables, increase the computational complexity of an al-
ready sizeable optimization problem (due to a large number
of decision variables). Hence, in general we refrain from us-
ing highly detailed numerical techniques from thermo- and
fluid dynamics, and instead opt for more simple representa-
tions of the systems at hand.

Different approaches to modeling DHNs exist, earlier works
consider approximate pipe dynamics using a linearized so-
lution of the partial differential equation (PDE) with con-
stant time delays [2]. More recent works consider spatial
and temporal discretization schemes of the PDEs suitable
for real-time optimization [1]. Furthermore, the authors of
[3] consider the inclusion of storage into the network and
derive a dynamical model for the network. That said, they
do not propose any optimization based control strategies.

In this work, we introduce a framework for real-time opti-
mization of a DHN with storage capabilities, see Figure 1. In
contrast to [3], we separate the pipe dynamics from the stor-
age dynamics to retain a simple but modular structure which
is suitable for optimization purposes. Here, we intend to
evaluate different operational control scenarios with the aim

Figure 1: Example of a network configuration with producer,
consumer, and storage components.

of improving flexibility and resilience of the network. Fur-
thermore, we also compare centralized and distributed ap-
proaches for their performance and computational tractabil-
ity. To this end, we test the proposed control methods on
GridPenguin [4], a DHN simulator designed for simple but
accurate simulation of thermal dynamics. As part of future
work, firstly, we will deal with the issue of feasibility versus
performance by taking into account uncertainty and adopt-
ing either stochastic or robust control approaches. Secondly,
we want to integrate flexibility from the electricity grid (i.e.,
from heat pumps) into the framework.
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1 Introduction

Positive systems arise in the modeling of various applica-
tions, such as epidemiology, power networks, etc. In such
systems, the state variables remain non-negative in response
to non-negative initial conditions and non-negative inputs.
An important class of positive systems consists of bilinear
systems. The richly available optimal policies for linear
time-invariant positive systems cannot be applied to bilin-
ear positive systems that will be studied in this presentation.
More precisely, optimal H2 and H∞ control problems of
bilinear positive systems in the presence of uncertain evo-
lutionary dynamics will be addressed. It will be proved
that the semi-infinite min-max optimization problem can be
modeled as a finite min-max convex optimization problem.
Next, an iterative algorithm based on minimizing the partial
cutting plane of the objective function will be applied. It is
worth mentioning that global convergence to the optimum is
guaranteed in this approach.

2 Problem Setting

Consider the following bilinear dynamics

ẋ(t) = (A+K(u))x(t)+w(t), (1)
z(t) = x(t),

where x ∈ Rn represents the states of the controlled sys-
tem, u ∈ Rm denotes the constant control input, w ∈ Rn is
the disturbance signal, and z ∈ Rn is the performance out-
put. The matrix K(u) ∈ Rn×n is a diagonal matrix defined
as K(u) = diag(Du). The matrix D ∈ Rn×m is a constant
matrix obtained from the practical investigation. Matrix A is
Metzler and symmetric. Thus, the described system in (1) is
positive [1]. Due to the uncertain nature of the model, matrix
A is uncertain, and it is an unknown member of the convex
polytopic set Ω =

{
∑h

i=1 γiAi |γi ≥ 0, ∑h
i=1 γi = 1

}
. The H∞

norm is given as J∞(u,A) = Sup
ω∈R

σ̄
[(

jωI−A−K(u)
)−1],

and the square of the H2 norm is given as J2(u,A) =∫ ∞
0 trace

(
e(A+K(u))te(A+K(u))T t

)
dt. The optimal control prob-

lem can be formulated as

Minimize
u

Max
A∈Ω

J∗(u,A)+Ψ(u), (2)

Subject to A+K(u) is Hurwitz ∀A ∈Ω,

where Ψ(u) is an arbitrary convex constraint on u and ∗ can
either be 2 or ∞.

3 Proposed Method

With considering the mathematical properties of positive
systems, it will be shown that function F∗(u) defined as
F ∗ (u) = Max

A∈Ω
J∗(u,A) is convex. Consequently, the opti-

mization problem (2) becomes a semi-infinite convex prob-
lem. Next, it will be proved that under the assumption that
matrix A is invertible, the semi-infinite convex problem is
equivalent to a finite min-max convex problem; it is suffi-
cient to only solve the problem over the vertices of the poly-
topic set rather than all the infinite members of the polytopic
set.
The primary concern of solving the developed problem by a
descent algorithm is the non-smooth nature of it. Thus, an
iterative descent algorithm relying on minimization of the
partial cutting plane will be applied [2]. The cutting-plane
approach with a bundling scheme iteratively refines a fea-
sible set. As a main advantage of the partial cutting plane
approach, the descent algorithm can be carried out with in-
complete knowledge of the objective function. In fact, with
the proposed algorithm there is no need to evaluate the ob-
jective function in all the trial points.
Finally, the effectiveness of the proposed strategy is studied
for the case study of human immunodeficiency virus ther-
apy. The performance of this method will be compared with
the graident descent method. The results verify the impor-
tance of considering the uncertainty in the treatment design.
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1 Introduction

Electron Microscopes (EMs) can create images at atomic
level which continue to enable breakthroughs in a multitude
of scientific fields. The quality of the images is a direct result
of the quality of the electron beam focus. This focus quality
is often imperfect due to fundamental physical limitations.
These imperfections can be quantified and are referred to
as aberrations. Hardware components can be introduced to
compensate the aberrations, but this results in an increased
number of calibration parameters, which in turn introduces
the need for frequent and lengthy re-calibration by an expert
operator. This motivates the need for automatic calibration.

2 Problem Formulation

The aim of this research is to automate the EM calibration
process based on its output, which are images. This goal is
challenging since these images are high-dimensional and the
output is a non-injective mapping of the aberrations. This
means that one image can correspond to different aberration
configurations.

3 Approach

The proposed method consists of two steps: interpretation
of the images, and decision-making based on the interpreta-
tion. The first step is performed by feature extraction based
on physical insights, which reduces the high-dimensionality
of the images first to a low-dimensional vector of features,
and then to a scalar cost, similar to [1]. The second step
uses Bayesian optimization (BO) [2] with a Gaussian pro-
cess (GP) estimate to simultaneously estimate and optimize
the unknown cost function. The GP uses data gathered from
the EM to estimate the cost as a smooth function, while BO
selects where to sample next based on the expected improve-
ment which can be computed from the GP estimate.

4 Results

When applying the proposed method to a dataset of syn-
thetic images produced by a high-fidelity model, we verify
that the cost function produced by the first step is smooth,
symmetrical, and has a unique global minimum. Fig. 1
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Figure 1: On the left: cost function resulting from feature extrac-
tion with minimizer (♦). On the right: GP approxima-
tion of the cost function. The indexed sample locations
(♦) are selected using BO.

shows that the cost function is well-estimated in very few
samples and that the sample selection converges to the min-
imizer after initially exploring. In fact, the proposed method
is able to calibrate two aberrations in 100% out of 50 at-
tempts, and in 10 or fewer samples 92% of the time.

5 Conclusion and Outlook

This research introduces a method for the automatic cali-
bration of EMs that interprets the microscope images and
makes decisions that balance improving estimates and ex-
ploiting promising current beliefs. Future research avenues
include automating the feature extraction process, incorpo-
rating more prior knowledge into the optimization scheme,
and analyzing the stochastic optimization problem.
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1 Introduction

During the last decades, many dedicated techniques
were developed to speed-up the solving of convex opti-
mization problems. Among most successful ones we
find Nesterov’s momentum, the non-monotone back-
tracking line-search and the use of cutting-plane models.

Each of those relies on exogenous information about the
structure at hand, either stemming from the objective
function or the involved convex constraints. In this
work, we propose to combine these techniques all at
once in the following non-convex setting: difference of
convex (DC) optimization with linear constraints. Akin
to [1], our formulation is as follows for F := f1 − f2

F ∗ = min
x∈Rd

{
f1(x)−f2(x) : x ∈ P := {x |Ax ≤ b}

}
(1)

with AT = (a1, . . . , am) ∈ Rd×m, b ∈ Rm, f1 ∈ C1,1L (P)
and f2 continuous proper convex functions, F ∗ > −∞.

Example 1. (ℓ∞ proximity constrained clustering)
One aims at minimizing the average µ > 0 smoothed L2

distance of points {ωi}Ni=1 from Rw to their closest cen-
troid from {c(s)}Ds=1 while choosing a center c(0) from
which centroids must be within r > 0 in ℓ∞ distance.

min
c∈R(1+D)×w

1

N

N∑

i=1

(
D∑

s=1

√
µ2 + ||ωi − c(s)||2

− max
s′=1,...,D

D∑

s=1, s̸=s′

√
µ2 + ||ωi − c(s′)||2

)

s.t. ||c(s) − c(0)||∞ ≤ r ∀s ∈ {1, . . . , D} (2)

2 Algorithmic approach

Our main contribution consists in a novel algo-
rithm, Adaptive Difference-Of-Bundles with extrapola-
tion (ADOBe), tackling problem (1), that mixes three
powerful concepts already applied in the convex realm.
At each iteration, we perform the following four steps.

1. Non-monotone line-search. A local smoothness
parameter L̂ > 0 is updated based on the previous
estimation L̃, e.g. L̂ = L̃/ρ with ρ ≥ 1.

2. Momentum. Inspired from [4], at the light of L̃,
we deduce a suitable candidate extrapolation parameter
β̂ ∈ [0, 1[. Then, given previous iterates (x̃)+ and x̃,
with d = ± (x̃− (x̃)+) we compute (in closed-form)

β∗ = max{β |x+ β d ∈ P, β ≤ β̂}
y = x+ β∗(x− x̃)

3. Cutting-plane models. Using past collected first-
order information, we define bundles as in [3],

Bb := {(f̃b,1, gb,1), . . . , (f̃b,nb
, gb,nb

)}, b ∈ {1, 2}
fb(u) ≥ ℓb(u) := max

(f̃ ,g)∈Bb

⟨g, u⟩+ f̃ ∀u ∈ P

Solving the polyhedral DC subproblem:

x+ ∈ argmin
u∈P

ℓ1(u)− ℓ2(u) +
L̂

2
||u− y||2

requires (among others), for g2 ∈ ∂f2(x), the solution:

(x)+ = min
u∈P

ℓ1(u)−
[
f2(x)+⟨g2(x), u−x⟩]+ L̂

2
||u−y||2

4. Lyapunov-check: With ρ ∈ (0, 1), κ ∈ (0, 1/2), let

∆ =
(
F (x)+

L̃

2
||(x̃)+−x̃||2

)
−
(
F (x+)+

L̂

2
||(x)+−x||2

)

If ∆ < (1− ρ)/2 ||d||2 + κ L̂ ||x+ − y||2 then x+ ← x.
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3 Results

We prove that ADOBe converges to critical points of (1).
We present extensive numerical experiments on practi-
cal DC fitting, constrained trust-region and clustering
problems, highlighting its performance in comparison
with algorithms from [1, 3, 4]. We also implement a
post-process from [2] to drive ADOBe towards stronger
d-stationary points as depicted in the picture above.
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1 Introduction

Model predictive control (MPC) is a control methodology
that uses a system model to predict future dynamics, and an
optimization problem is solved to find the control sequence
that minimizes a user-defined cost function. The first value
of such sequence is applied to the system being controlled,
and the process starts again, shifting the prediction horizon
one sample time. MPC can be used to solve a wide range of
increasingly complex control problems.The implementation
and development of nonlinear MPC (NMPC) can be costly
and time-consuming for engineers. Additionally, there is
a lack of accessible tools for quickly prototyping and de-
ploying NMPC solvers, which has restricted the widespread
use of NMPC in complex and fast mechatronic applications.
Here, we present IMPACT, an open-source toolchain that
aims to facilitate the workflow of specification, prototyping,
and deployment of NMPC.

2 Optimal Control Problem formulation

For a time horizon t ∈ [t0, tf], state vector x(t) ∈ Rnx , in-
put vector u(t) ∈ Rnu , and algebraic state vector z(t) ∈ Rnz ,
in IMPACT we consider general OCP formulations of the
canonical form

minimizex,u,z

∫ tf

t0
V (x(t),u(t),p, t)dt +Vf (x(tf),p) (1a)

subject to B(x(t0),x(t f ),p) ≤ 0, (1b)
ẋ(t) = ξ (x(t),u(t),z(t),p), t ∈ [t0, tf], (1c)
Γ(x(t),u(t),z(t),p) = 0, t ∈ [t0, tf], (1d)
h(x(t),u(t),p) ≤ 0, t ∈ [t0, tf], (1e)

where V (·) and Vf(·) in (1a) are smooth nonlinear function-
als, p is a parameter vector that typically contains a vector
of state measurements or estimates xmeas ∈ Rnmeas , (1b) de-
fines a boundary constraint that typically takes the form of
x(t0) = xmeas, (1c) and (1d) define a system of differential-
algebraic equations representing the system model, and (1e)
represent path constraints.

3 Toolchain Workflow

Let us now present the outline of the IMPACT workflow,
which allows the user to define and deploy an NMPC. A
general overview of the workflow is depicted in Fig.1.

IMPACT

Define model

Formulate problem

System model

Transcription options

Instantiate solver

Export code

Symbolic expressions

Solver options

Simulink block

IMPACT library

Numerical backend

Figure 1: Overview of the workflow of the IMPACT toolchain.

4 Application Example Using IMPACT

We illustrate the use of IMPACT by controlling the point-
to-point motion (angular position) of a DC motor using a
Speedgoat SN7233 real-time target machine. The control
scheme estimates a constant disturbance that represents un-
modeled dynamics – e.g., input disturbances and static fric-
tion –, and counteracts its effect.

Figure 2: Overview of the system.

By following the workflow in Fig. 1, the motor model,
transcription options, and solver were defined using the
IMPACT syntax. The code was then exported and the
Simulink block artifact was generated. Combining this arti-
fact with the use of Simulink Speedgoat tools, the controller
was easily deployed on the hardware resulting in a success-
ful implementation.

5 Conclusions

We introduced IMPACT, a toolchain that simplifies the en-
gineering process from specifying the problem to deploying
the NMPC solution. An example of an application in real-
time hardware was depicted. Future research directions in-
clude testing the toolchain in scenarios involving complex
nonlinear (robotic) applications and embedded targets.
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1 Introduction

The Performance Estimation Problem (PEP) was recently
developed to automatically compute tight worst-case bounds
on the performance of a wide class of first-order optimiza-
tion algorithms designed for given classes of functions [1].
This framework relies on the interpolation problem of func-
tion classes: what necessary and sufficient conditions must
a set of data satisfy to ensure the existence of a function of
the class defined on the whole space and interpolating the
data? The derivation of such conditions is crucial in the PEP
framework since, to render the infinite-dimensional prob-
lem of computing the worst-case function of a given class
tractable, one imposes conditions on a finite set of data for
it to be consistent with a function class. In particular, a pri-
ori tight performance guarantees can only be obtained for
function classes whose interpolation conditions are known,
since if the condition imposed is only necessary, the worst-
case data on which the bound on the performance is based
might not correspond to any function of the analysed class.

2 Contribution

To provide tight analysis of methods applied to new classes,
we propose a novel approach to analyze conditions, based
on the pointwise extensibility of the condition to any arbi-
trary new point instead of its interpolability by a function
defined on the whole space. Under reasonable continuity
assumptions, we show that extensibility is equivalent to in-
terpolability, even tough this approach allows one to get rid
of all analytic properties of the function class to work only
at an algebraic level.
Presently, interpolation conditions are available mostly for
either variations of smooth strongly convex functions [1] or
functions satisfying some Lipschitz condition [2]. However,
nonsmooth and nonconvex functions, such as weakly con-
vex functions (that is functions convex up to the addition of
a quadratic term), while widespread in a large range of large-
scale data applications such as robust PCA, phase retrieval
or covariance matrix estimation, often lack of a characteri-
zation in terms of interpolation conditions. Since classical
algorithms such as the subgradient method do not converge
on the class of weakly convex functions, other assumptions
are often added to the weak convexity. Relying on our ex-
tensibility approach, we provide interpolation conditions for
weakly convex functions along with two of those classical

assumptions: sharpness of the function, which ensures lin-
ear convergence of the subgradient method, and bounded-
ness of the quasi-gradient of the function. Hence, our ap-
proach allows to get rid of conservativeness in performance
analysis for new classes of functions.
The interpolation condition for the class of weakly convex
sharp functions is the following classical definition:

{
f (x)≥ f (y)+ ⟨g(x),xi− x j⟩−µ ||x−y||2

2
f (x)− f ∗ ≥ B||x− x∗||,

where f ∗ is the minimum of the function and x∗ is the pro-
jection of x onto the set of minima.
On the other hand, usually, weakly convex functions with
bounded quasi-subgradients convexity are defined and anal-
ysed using the following condition:

{
f (x)≥ f (y)+ ⟨g(y),x− y⟩− µ

2 ||x− y||2
||g(x)|| ≤ B.

However, this condition is not interpolable, so that any anal-
ysis based on it is a priori not tight. We thus propose a new
condition, equivalently defining the class but holding as an
interpolation condition:
{

f (y)≥ f (x)+ ⟨g(x),y− x⟩− µ
2 ||x− y||2 + µ

2 ||y− zxy||2
||g(x)|| ≤ B

where zxy = min
z∈Rd : ||g(x)+x−z||≤B

||y− z||2.

We show that performance analysis based on this condition
is tighter for this class of functions, demonstrating the im-
pact of our novel approach.
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1 Introduction

Stochastic systems are often represented by either state-
space equations with unknown stochastic signals [1] (e.g.
xt+1 = fx(xt ,ut ,et) where et is unknown) or by the propaga-
tion of state probability distributions p(xt) subject to some
conditional state transition probability p(xt+1|xt ,ut) [2].
The identification of stochastic systems using either of these
representations is challenging since it requires an estimate
of the stochastic signals for consistent estimation or since it
requires significant assumptions on the type of probability
distribution (e.g. Gaussian distribution). We present a new
representation of stochastic systems which allows for com-
putationally efficient identification even with the presents of
non-Gaussian state and output distributions.

2 Meta-state-space representation

The novel meta-state-space representation of stochastic sys-
tems has the form of

zt+1 = fz(zt ,ut), (1a)
yt ∼ p(yt |zt ,ut). (1b)

where zt ∈ Rnz is the meta-state, ut ∈ Rnu is the input,
yt ∈Rny is the output, fz is a static deterministic meta-state
transition function and p(yt |zt ,ut) is the conditional output
probability.

One way to interpret and derive the existence of the meta-
state-space representation is by taking the meta-state as a
parameterization of the state distribution such that p(xt) =
p(xt |zt) for all t. The existence of a parameterization
of p(xt) with zt directly implies the existence of fz and
p(yt |zt ,ut). Thus the set of stochastic systems which can be
represented by (1) is at least the set represented by probabil-
ity distributions [2]. A small overview of this interpretation
can be viewed in Figure 1.

Time State-space Meta state-space

Figure 1: Overview of the meta-state-space representation.

Figure 2: Comparison of output distributions of the meta-
state-space model from identification to the system.

3 Meta-state-space identification
Since the meta-state-space representation (1) is determinis-
tic in its dynamics it is well suited for identification. For
instance, using Maximum A Posteriori (MAP) criterion the
following identification problem is obtained

min
θ ,ẑ1

− 1
N

N

∑
t=1

log(pθ (y∗t |ẑt ,ut)) (2a)

s.t. ẑt+1 = fθ (ẑt ,ut) (2b)

where y∗t are the measurements, fθ is parameterized by a
small ANN and pθ (yt |zt ,ut) is a weighted sum of Gaussians
with ANN parameterized weights, means and standard devi-
ations. We apply this to a numerical system with very non-
linear stochastic noise of the form

xt+1 =
(
0.7exp

(
−(xt + et)

2)+0.3
)

xt +ut (3)

where yt = xt , p(et) = U(−0.5,0.5). The results as seen
in Figure 2 show that the obtained probability distributions
from the meta-state-space identification are very similar in
shape and amplitude compared to the PDF histogram ob-
tained by repeated sampling of the considered system.
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1 Introduction

In the 19th century, the idea of considering eigenvalue prob-
lems with multiple spectral parameters came forth quite
naturally from the classical problem of solving boundary-
value problems for partial differential equations via a sepa-
ration of variables [1]. For example, the two-dimensional
Helmholtz equation, which arises when modeling the vi-
bration of a two-dimensional membrane, leads to the study
of a pair of ordinary differential equations, both of which
share two spectral parameters [3]. This problem is a two-
parameter eigenvalue problem, and, in the last two decades,
a renewed interest in this topic has led to new approaches
to solve boundary-value problems by computing the eigen-
tuples of multiparameter eigenvalue problems (MEPs) [3].
More recently, we have shown that the identification of lin-
ear time-invariant models is, in essence, also a (rectangu-
lar) MEP [2, 4]. We currently investigate the properties of
MEPs, especially the rectangular MEPs that arise in a sys-
tem identification context, and research solution methods.

2 Research overview

Contrary to one-parameter eigenvalue problems, an MEP
consists of one or more matrix equations with multiple
eigenvalues combined into eigentuples λ = (λ1, . . . ,λn).
Several manifestations of MEPs appear in the literature,
but we focus in our research mainly on rectangular MEPs,
which consist of one matrix equation with rectangular coef-
ficient matrices, i.e.,

(
∑
{ω}

Aω λ ω

)
z = 0, (1)

where z ∈ Cl×1 \ {0} is the eigenvector that belongs to an
eigentuple λ and Aω ∈ Ck×l are the rectangular coefficient
matrices (k ≥ l +n−1). The multi-index ω = (ω1, . . . ,ωn)
in the summation runs over the different monomials λ ω =

∏n
i=1 λ ωi

i and coefficient matrices Aω = Aω1···ωn .

However, while a lot is known about one-parameter eigen-
value problems (and even about square MEPs), the available
literature about rectangular MEPs and their solution meth-
ods is quite limited. Recently, some interesting new results
on (rectangular) MEPs have been attained, including bounds
on the number of solutions, solution methods, relations be-
tween the square and rectangular manifestation, and several
interesting (system identification) applications [5].

3 Presentation outline

In our presentation, we will introduce MEPs and discuss
their use within a system identification context. Further-
more, the presentation will contain some recent results about
(rectangular) MEPs and will present the available tools to
solve them. Numerical examples will motivate the perspec-
tives and difficulties in system identification applications.
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1 Introduction
Many system identification problems, like the least-squares
identification of linear time-invariant models [1] and the
globally optimal identification of autoregressive moving-
average models [3], can be rephrased as rectangular multi-
parameter eigenvalue problems (RMEPs). Their coefficient
matrices are generated using the observed data to which we
want to fit the model. The solutions of these RMEPs corre-
spond to the stationary points of the optimization problems
and can be computed by solving a set of standard eigenvalue
problems (SEPs) that follows from a multidimensional re-
alization problem in the null space of the block Macaulay
matrix (BMM) [4].

The BMM method, however, scales poorly with respect to
the size of the generating RMEP, which is proportional to the
number of observed data points in the related system iden-
tification problem. Current BMM methods compute all the
solutions of the RMEP, which remains computationally in-
tensive and is often unnecessary. Since we are often only in-
terested in a subset of the solutions, we take inspiration from
subspace methods to solve SEPs and square MEPs prevalent
in the numerical linear algebra literature [2], and we develop
for the first time subspace methods for the BMM framework.

2 Subspace methods for RMEPs
RMEPs are defined in a single matrix pencil format as

M (λ )z =

(
∑
{ω}

Aω λ ω

)
z = 0, ∥z∥= 1, (1)

where Aω ∈ Ck×l are the coefficient matrices (with k ≥ l +
n−1) and λ ω = ∏n

i=1 λ ωi
i = λ ω1

1 · · ·λ ωn
n are the monomials.

We call the n-tuples λ = (λ1, . . . ,λn) ∈ Cn and vectors z ∈
Cl×1\{0} the eigentuples and eigenvectors of the RMEP,
respectively.

Subspace methods to solve large SEPs and square MEPs
consist of two alternating steps [2], which can also be devel-
oped for RMEPs in the BMM framework: (i) An extraction
step, in which we project the large problem onto a smaller
problem via approximation and projection spaces. In every
extraction step, the basis of the approximation space helps to
evaluate an approximation to the eigenvector of the original
RMEP (1). The residual associated with the approximation
is projected in a Petrov–Galerkin sense over the projection
space, resulting in the new smaller problem. (ii) An expan-
sion step, in which we use the right and left singular vectors

associated with the eigentuple that makes the original pen-
cil the most rank deficient, in order to expand the basis of
the approximation and projection space, respectively. These
two steps are applied in an alternating fashion until the con-
vergence to an eigentuple of the original problem.

3 Presentation outline
In our presentation, we will start with a brief overview of
RMEPs and the BMM method. Then, a detailed discussion
regarding the two steps of the subspace methods for RMEPs
will be provided. Finally, the convergence behavior and ob-
served speed-up of the proposed subspace methods will be
illustrated using numerical experiments.
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1 Background

Many nonlinear systems can be represented as linear time-
invariant (LTI) systems with a static nonlinear function in
the feedback path (see Fig. 1). As for system identification,
modelling of the nonlinear function is particularly challeng-
ing since this typically requires prior system information,
expert knowledge and/or engineering judgement. Another
issue in identification of nonlinear systems is that the opti-
misation algorithm may converge to a local minimum of the
typically non-convex cost function.

2 Problem statement

Consider the discrete-time state-space representation of a
nonlinear feedback system

xk+1 = Axk +Buk +wk,

yk =Cxk +Duk,
(1a)

where A, B, C and D are the linear state, input, output, and
direct feedthrough matrices, respectively. Moreover, xk is
the latent state vector and uk and yk are the measured in-
puts and outputs, respectively, at discrete time instant k. The
nonlinear function is represented by an additional multivari-
ate input wk, which is modelled as a feedforward neural net-
work with one hidden layer:

wk =Wwσ(Wzzk +bz)+bw,

zk = Exk +Fuk +Gyk,
(1b)

where Wz and Ww are the inner and outer weights of the neu-
ral net, respectively, and bz and bw their associated biases.
Any suitable nonlinear activation function σ(.) can be cho-
sen. The neural net input is zk, which is comprised of a linear

LTI system

f (zk)

ykuk

wk zk

Figure 1: Block-diagram of a nonlinear feedback system.

combination of the states, inputs, and outputs, through co-
efficient matrices E, F and G, respectively. The aim of this
work is to first infer the nonlinear input wk and the latent
state xk in the time domain, such that their functional map-
ping in the form of a neural net can be learnt afterwards.

3 Method
Based on the measured input-output data only, the identifi-
cation procedure consists of four steps:

1. Initialise A, B, C and D, through the best linear ap-
proximation (BLA) [1]. This facilitates the ability to
gather crucial data about the system, such as the order
of its dynamic behaviour.

2. Use the BLA and the input-output data to find wk
in the time domain by solving a convex optimisa-
tion problem similar to unconstrained model predic-
tive control [2]. Here, the reference that we track is
the original output data yk, while the original input
data uk is treated as a known disturbance. This step
automatically yields an estimate of the latent state xk.

3. Define E, F and G; decide on the activation function
and the number of neurons; possibly perform some
dimensionality reduction on zk and wk; and train the
feedforward neural net (1b).

4. Perform final optimisation on all model parameters to
further reduce the simulation error.

Steps 1-3 thus serve as an initialisation of the final optimisa-
tion step, and are meant to mitigate the risk of getting stuck
in a local minimum. The considered method also requires al-
most no prior system knowledge, therefore overcoming one
of the main challenges in nonlinear system identification.

4 Results
The effectiveness of the proposed method is evaluated
on a number of nonlinear benchmark data sets (from
www.nonlinearbenchmark.org), including the Sil-
verbox system and the Bouc-Wen hysteric system.
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1 Introduction

To compress neural (sub)networks into a single layer
with flexible activation functions methods based on the
decoupling of multivariate polynomials [1] have recently
been used [2]. Unfortunately, compression to a single
hidden layer is currently the only possibility. However,
more flexibility in the number of hidden layers in the
compressed network might be desired when considering
larger (sub)networks.

Providing compression to more than one hidden layer
corresponds to approximating a solution of a multi-layer
decoupling problem. In this work we approximate a solu-
tion of the 2-layer decoupling problem using a structured
PARATUCK2 decomposition.

2 Problem description

Figure 1: 2-layer decoupling problem. Given a function
f(u), find W, V, Z and the coefficients of the gi and h j.

The 2-layer decoupling problem is defined analogously to
the decoupling problem as defined by Dreesen et al. in [1]
but generalised to the 2-layer case as shown in figure 1. The
2-layer decoupled representation is then written as

f(u) = Wg(VT h(ZT u)).

3 Proposed approach

The first-order information of f in the 2-layer decoupling
problem is given by the Jacobian

J(u) = W diag(g′i1(v
T
i1h(ZT u))) VT diag(h′i2(z

T
i2u)) ZT .

As a result, the frontal slices of the tensor J as constructed
in [1] follow the structure of a PARATUCK2 decomposable
tensor. Combining this insight with the coupled matrix ten-
sor factorization (CMTF) method proposed by Zniyed et al.
in [2] leads to the following optimization problem

min
W,Dg,V,
Dh,Z,H

N

∑
i=1
∥Ji−W ·diag(Dg

(i)) ·VT ·diag(Dh
(i)) ·ZT∥2

+λ · ∥F−W ·HT∥2

s.t. D(:,j1)
h = Xj1 · ch

j1
f or j1 = 1,2, . . . ,r2

D(:,j2)
g = Xj2 · c

g
j2

f or j2 = 1,2, . . . ,r1

hj3 = Yj3 · c
g
j3

f or j3 = 1,2, . . . ,r1

with N the number of sampling points in which the Jacobian
of f is evaluated, F containing zeroth-order information of
f and the constraints on D(:,j1)

h , D(:,j2)
g and hj3 analogous to

those given in the CMTF method from Zniyed et al. We
solve this optimization problem using a projection strategy
as defined in [2] to satisfy the constraints.

4 Results

The proposed algorithm was used to approximate simple
non-linearities consisting of multivariate polynomial func-
tions containing either a sine, cosine or hyperbolic tan-
gent. An example approximation that was found by the pro-
posed algorithm for f(u) = [ f1(u) f2(u)]T with u∈R2, f1 =
2.5+ sin(0.2 ·π · (u1 +u2)) and f2 =−5+ tanh(u1 +u2) is
shown in figure 2.

Figure 2: The left column shows f1(u) and f2(u), the right
column the found approximations.
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1 Background
Event-based sampling schemes in control design can lead
to improvements in overall performance and resource effi-
ciency [1], with applications in, e.g., network control and
incremental encoders [2]. One of the most popular event-
based sampling methods is Lebesgue sampling, which con-
sists of sampling the continuous-time signal whenever it
crosses fixed thresholds in the amplitude domain.

The problem that is addressed in this work is the estimation
of non-parametric continuous-time models from Lebesgue-
sampled output data. To this end, we seek an estimator that
can 1) provide a continuous-time impulse response estimate
from possibly noisy and short data records, and 2) exploit
the entirety of the information contained in the irregular
sampling instants and the bounded intersample behavior.

2 Problem formulation
Consider a linear and time-invariant, continuous-time sys-
tem G (with impulse response g(t)), excited by a known in-
put u(t). The noisy output z(t) is Lebesgue-sampled, as in
Figure 1. In practice, z(t) is fastly-sampled every ∆ [s] and
samples are retrieved only when z(i∆) crosses a threshold
level. Thus, we have access to y(i∆)=[ηi,ηi+h], where ηi is
the lower threshold at time i∆ and h is the threshold ampli-
tude. This setup is presented in Figure 2.

1 2 3 4 5 6 7

−3
−2
−1

1
2
3
4

h

t[s]

z(t)

Figure 1:Lebesguesamplingofz(t),with thresholdamplitudeh=1.

-u(t)
G -x(t) +

v(t)

k+ z(t)? ��
∆

- Qh -y(i∆)

Figure 2: Block diagram of the Lebesgue-sampling scheme. The
Qh block delivers a set-valued signal y.

The goal is to derive an identification method that estimates
g(t) using {u(t)}t∈[0,∆N] and y1:N = {y(i∆)}N

i=1.

3 Approach
By adopting a kernel-based approach, the goal is to find a
regularized estimator of the form

ĝ = argmin
g∈G

(−log p(y1:N |g)+ γ∥g∥2
G ),

where p(y1:N |g) is the likelihood function, and G is a re-
producing kernel Hilbert space (RKHS). The impulse re-
sponse ĝ can be obtained via a finite-dimensional opti-
mization problem thanks to the Representer Theorem. The
finite-dimensional problem that is derived is solved with
MAP-EM (MAP Expectation-Maximization), which pro-
vides closed-form iterations that are shown to converge to
the global optimum if adequately initialized.

Any kernel-based estimator will depend on the choice of hy-
perparameters. These are computed with Empirical Bayes in
this work, from which MAP-EM iterations are also derived.
This time the iterations require computing the second mo-
ment of a high-dimensional truncated Gaussian. Such ma-
trix can be estimated with Monte Carlo sampling methods.

4 Results
We consider G(s) = 1/(0.05s2 + 0.2s+ 1). The proposed
approach exploits the output intersample knowledge to de-
liver more accurate models than the standard kernel (Rie-
mann) approach [3], for all values of h.

Figure 3: Fit boxplots for the standard Riemann approach (left),
and the proposed method (Lebesgue, right) for different
values of threshold amplitude h.
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1 Motivation

Kernel-based identification of a class of nonlinear (NL) sys-
tems is considered. While the structure of the NL system is
unknown, we reconstruct the structure of the system through
the identification of the linearized model. When the analyt-
ical equations of the nonlinear system are available finding
the system’s linearization is straightforward. While the fo-
cus of the present paper is to regenerate the nonlinear model
through the identification of its linearization. Two of our
main motivations for nonlinear reconstruction through lin-
earization are: the large and often infeasible problem of the
unknown NL system identification will be decomposed into
simpler subproblems. And also, we will show that there are
some structural relations in the linearized model which can
be exploited for the estimation.

2 Problem statement

Consider a NL dynamical system described by the following
equation:

f
(

y(t), . . . ,y(na)(t),u(t), . . . ,u(nb)(t)
)
= 0 (1)

where u(t) and y(t) are the input and output of the sys-
tem, •(n) denotes the nth derivative with respect to t, and
f (•)∈C2 is a NL static function of the instantaneous values
of (y(t), . . . ,y(na)(t),u(t), . . . ,u(nb)(t)).

Consider one stable trajectory of the nonlinear system:

pL(t) = (yL(t), . . . ,y
(na)
L (t),uL(t), . . . ,u

(nb)
L (t)) (2)

Then a small-fast input perturbation (ũ(t)) is used to perturb
the system trajectory slightly. Using the Taylor series ex-
pansion, the behaviour of (1) can be approximated locally
around the trajectory (2) [1]:

na

∑
n=0

αn(pL(t))
dnỹ(t)

dtn +
nb

∑
m=0

βm(pL(t))
dmũ(t)

dtm = 0 (3)

Where ỹ(t) is the small-fast output corresponding to ũ(t),
and the coefficients αn(.) and βm(.) are the partial deriva-
tives of (1) with respect to its arguments. Indeed, (3) is a

This research was supported by the Fund for Scientific Research
(FWO Vlaanderen, grant G005218N) and by the Flemish Government
(Methusalem Grant METH1).

linear parameter-varying (LPV) system scheduled by the tra-
jectory. The main problem of the present work is to regener-
ate (1) through the identification of (3) with few parameters
and a structure which is as simple as possible. Note that the
scheduling variable is the system trajectory, which in some
cases will be a high dimensional vector, and in many cases
the nonlinear system (1) is not a function of all its argu-
ments but a subset of (2). So, the summations in (3) will not
be complete and some are zero and the coefficients are func-
tions of a subset of (2). Then the main problem is the sparse
identification of (3) with variable selection. This leads to a
simpler and more interpretable model.

3 Proposed approach

The PV coefficients in (3) are partial derivatives of (1):
{

αn(pL(t)) =
∂ f

∂y(n)
|pL(t)

βm(pL(t)) =
∂ f

∂u(m) |pL(t)
(4)

So in order to recover (1) one can obtain the LPV model in
(3) via an LPV identification procedure, and by integration
reconstruct (1). To ensure the integrability of the LPV and
reconstruction of the NL from LPV, we will show that the
parametrization of the vector of PV coefficients must satisfy
a specific structure (curl-free constraint).

The partial derivative of a function with respect to each of
its arguments measures the rate of change of the function
in that direction. We make use of this fact to measure the
dependency of each PV coefficient of the LPV on the el-
ements of (2). We will prove that these partial derivatives
are the elements of a Hessian matrix. The sparsity of the
LPV model can be cast as the minimization of the L1 norm.
Finally, we exploit the obtained structural relations for the
LPV parametrization and variable selection via regulariza-
tion. The reconstructed LPV model is the integral of the
PV coefficients of the LPV. Hence, the LPV and NL models
are related through a linear transformation, which is the last
structural relation we impose on the model structure.
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1 Introduction

In the recent years, there have been significant strides in the
development of Automated Vehicles (AVs), giving rise to
a requirement for a standardised verification and validation
framework to ensure safety of AVs. Real-world testing of
AVs through test drives alone is not a feasible solution, as it
would require billions of kilometers of testing [1]. Scenario-
based testing in simulation is an attractive potential alterna-
tive for the safety assurance of autonomous vehicle func-
tions.

Safety in road vehicles is covered by ISO 26262 which ad-
dresses functional safety, or the safety of the system un-
der malfunctioning behaviour of Electrical and/or Electronic
(E/E) safety-related systems [2]. Additionally, with respect
to AVs in particular, hazardous situations caused by func-
tional insufficiencies, or reasonably foreseeable misuse, are
also of importance, and are covered by Safety Of The In-
tended Functionality (SOTIF) as described in ISO 21448
[3]. SOTIF assessment focuses on identifying hazardous
events, caused by a combination of unsafe scenarios and
hazardous behaviour. This is done by classifying the set of
possible scenarios as known or unknown, and safe or unsafe.
The goal is the identification of unsafe and unknown scenar-
ios, and systematically reducing the probability of unsafe-
unknown scenarios.

For a scenario-based assessment of AVs, the following re-
quirements need to be fulfilled:

• The scenarios need to be representative of situations
which the AV is expected to encounter in the real-
world.

• The scenario subset needs to consist of a diverse range
of scenarios, which span the entire possible scenario
space, and subject the AV to a wide range of possible
test cases.

• In line with the SOTIF assessment methodology, the
focus is on ’unsafe’ and ’unknown’ scenarios, there-
fore requiring metrics for measurement of criticality
and novelty of scenarios.

2 Approach

The above task of finding critical, novel and diverse scenar-
ios for the validation of AVs can be formulated as an op-
timization problem. The optimization problem has the fol-
lowing characteristics:

• The degree of criticality and novelty of the scenario
need to be modeled as independent objectives.

• The objective functions require the simulation of an
entire traffic scenario, and therefore the problem is
non-linear, non-convex, and expensive to evaluate.

• Depending on the type of the scenario being mod-
elled, there may be integer or discrete variables in
addition to continuous variables, leading to a mixed
discrete-continuous optimization problem.

• A diverse set of possible critical scenarios need to
be identified. As opposed to traditional optimization
problems, where the goal is to isolate a single global
minimum, here the requirement is to isolate multiple
local minima, and differentiate and categorise them.

In order to solve the optimization problem in a manner
which deals with the above requirements, we need to use
a global optimization algorithm, which can deal with the ex-
istence of multiple local minima, as well as with multiple
objective functions.
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1 Overview

Unit Commitment problems (UCMs) are problems in
which a set of generators need to work together to
achieve a common goal. Examples of such problems
are the energy grid, heating systems or production of
compressed air. The nature of these problems are NP-
hard as it combines nonlinearities together with dis-
crete states of the generators[1]. Due to this complex-
ity, achieving the global optimum often takes a very
long time and warmstarting is often impossible mak-
ing the solvers limited to offline scheduling approaches.
This abstract proposes a new solution technique based
on Dynamic Programming (DP), a recursive solution
technique. The technique can achieve a near-optimal
solution in short amount of time making it feasible to
run online on embedded targets.

2 Background

The goal of a UCM is to generate a demand flow of
electricity, heat or air as efficiently as possible over a
given time horizon using the given set of generators.
Equation 1 [2] formulates the UCM for a horizon of T
and a set of generators G.

min
∑

g∈G

T∑

t=0

pg(cg,t, sg,t)

s.t.
∑

g∈G
qg(cg,t, sg,t) = D(t) ∀t ∈ [0, 1, ..., T ]

(cg,t, sg,t) ∈ Πg(t) ∀g ∈ G,

∀t ∈ [0, 1, ..., T ]

(1)

In this equation cg,t and sg,t are the capacity and the
machine state of generator g at time t. The consumed
power and the produced flow of the generator g are
given by pg and qg. The machine state can be on, off
or idling and are constraint by the feasible set Πg. The
demand flow is given by D(t). In literature, both the
consumed power and produced flow formulas are often
simplified to piecewise linear functions[1]. As a result,
this formulation becomes a Mixed Integer Linear Prob-
lem (MILP). Existing solvers for MILP-problems are
often hard to warmstart and take a long calculation
time, especially when there are many feasible solutions.

3 Contribution

The proposed DP solution technique divides the origi-
nal problem from Equation 1 into smaller subproblems
for which the state and the capacity for each generator
only has to be solved for one time instance given the
required costs to go to a next iteration. Each iteration
solves the problem given by Equation 2.

min
∑

g∈G
pg(cg,ti , sg,ti)

+ Cg,ti+1
(sg,ti) + Cg,ti−1

(sg,ti)

s.t.
∑

g∈G
qg(cg,ti , sg,ti) = D(ti)

(cg,ti , sg,ti) ∈ Πg(ti|cg,ti−1
, sg,ti−1

) ∀g ∈ G

(2)

In this equation a lumped cost to go to the next state is
given by Cg,ti+1

as well as an additional cost Cg,ti−1
due

to the state of a previous time step. The feasible set of
states for the generator is based on the previous time
step. The algorithm alternately solves these subprob-
lems in a backwards sweep and updates the feasible set
of states for the generators in a forward sweep in time.
This process continues until no further improvements
can be made. After each iteration, the solvers guar-
anties a feasible solution. Since the algorithm can be
stopped at any given time after the first iterate and
allows warmstarting, it is able to run in an online sys-
tem. A comparison with MILP-based approaches from
literature is performed. The results show that the pro-
posed technique achieves a near-optimal solution while
reducing the calculation time. The proposed technique
can run in an online system.
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1 Abstract

The advent of vehicle autonomy, connectivity and elec-
tric powertrains is expected to enable the deployment of
Autonomous Mobility-on-Demand systems. Crucially, the
routing and charging activities of these fleets are impacted
by the design of the individual vehicles and the surround-
ing charging infrastructure [1] which, in turn, should be
designed to account for the intended fleet operation [2].
This paper presents a modeling and optimization framework
where we optimize the activities of the fleet jointly with
the placement of the charging infrastructure. We adopt a
mesoscopic planning perspective and devise a time-invariant
model of the fleet activities in terms of routes and charging
patterns, explicitly capturing the state of charge of the ve-
hicles by resampling the road network as a digraph with
iso-energy arcs. Then, we cast the problem as a mixed-
integer linear program that guarantees global optimality and
can be solved in less than 10 min. Finally, we showcase two
case studies with real-world taxi data in Manhattan, NYC:
The first one captures the optimal trade-off between charg-
ing infrastructure prevalence and the empty-mileage driven
by the fleet. The jointly optimized infrastructure siting sig-
nificantly outperforms heuristic placement policies, and that
increasing the number of stations is beneficial only up to a
certain point. The second case focuses on vehicle design
and shows that deploying vehicles equipped with a smaller
battery results in the lowest energy consumption: Although
necessitating more trips to the charging stations, such fleets
require about 12% less energy than the vehicles with a larger
battery capacity.
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Figure 1: Multi-layer digraph schematically representing an E-
AMoD system. Each layer is a battery state-of-charge
(SoC). Nodes on the same vertical line represents the
same geographic location. The yellow arc indicates a
charging station.

Figure 2: Road graph of Manhattan (grey). Reduced iso-energy
graph (colored). Each orange arc has a weight equal to
the unit energy or an integer multiple.
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1 Introduction

Lithium-ion batteries have been at the forefront of the re-
cent global research activities to achieve the rapid electrifi-
cation of various transport systems. An essential component
of such battery-powered systems is the Battery Management
System (BMS) which ensures safe and efficient battery op-
eration using appropriate battery models. Due to their ease
of parameterization and reduced computational complexity,
the empirical models, such as the equivalent circuit models
(ECMs) are the preferred choice in the BMS environment
over the high-fidelity first-principles models. Quite under-
standably, more accurate and versatile ECMs remain the fo-
cus of the current research so that the battery state estimation
can be reliably achieved over a wide range of operation.

2 Problem statement and Approach

During the formulation of the ECMs, the battery electro-
motive force (EMF), also known as the open-circuit volt-
age, is generally considered as a static nonlinear function of
the battery state-of-charge (SOC). However, the presence of
the hysteresis phenomenon in various battery chemistries,
such as lithium iron phosphate, renders the EMF as a path-
dependent battery characteristic [1]. In addition, the battery
has been shown to exhibit current-direction-dependent [2] as
well as SOC-dependent dynamics. While there exist various
approaches in the literature to model such battery behaviors
separately, mainly using the linear time-invariant (LTI) mod-
els, a systematic approach to incorporating them in a single
framework is currently lacking.

In this work, we propose a novel model structure based on
the linear parameter-varying (LPV) framework that can in-
corporate the hysteresis, the current-direction dependence,
and the SOC dependence in a unified manner. Essen-
tially, we present a multiple-input single-output LPV model
which incorporates the hysteresis nonlinearity as an addi-
tional model input besides the battery current. Furthermore,
we define the so-called scheduling variable to comprise of
the battery SOC as well as a cycling-direction variable δ ,
which accordingly takes care of the SOC and the current-
direction dependence.

Figure 1: Validation results comparing the voltage predictive ca-
pability of two LPV models.

3 Results and Conclusions

The parameter estimation procedure for the proposed model
structure was carried out by formulating a linear regression
problem with the ARX noise structure. Subsequently, the
voltage-predictive capability of two LPV models was ana-
lyzed, where the first model incorporates only the SOC de-
pendence, and the second model additionally includes the
hysteresis and the current-direction dependence. Figure 1
shows the obtained validation results using a real drive-cycle
profile with a 2.5 Ah LFP cell. The RMSE values asso-
ciated with the first and the second model were found out
to be 21.165 mV and 12.559 mV, respectively. It can be
concluded that the proposed model structure demonstrates
an intuitive approach to incorporate novel battery charac-
teristics, thereby enhancing the model applicability over a
wide range of the battery operation. Furthermore, it also
offers flexibility to downgrade to a submodel depending on
the quality of the available identification dataset, and the in-
tended model application.
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Abstract

Dynamic charging has attracted interest for its potential to
decarbonize heavy-duty road transport with battery-electric
trolley trucks (BETTs). A study on its feasibility finds that
for the best immediate impact, it should be first installed on
the most frequented highway segments [1]. In this work, we
show that this placement can enable long-haul deliveries that
are not yet feasible with current battery-electric truck (BET)
models. To this end, we formulate a vehicle routing problem
as a network flow model, introducing an efficient implemen-
tation of battery constraints to ensure path feasibility.
First, we devise a weighted second-order cone optimization
problem in the space domain [2] with two objectives - time
and battery energy - to obtain optimal drive cycles for a
given road topography. This way, we can trade time for en-
ergy and possibly avoid otherwise necessary charging stops.

Figure 1: Drive cycles and Pareto fronts for a selected road seg-
ment. Colored dots correspond to drive cycle in the same color.

We obtain Pareto fronts like those in Fig. 1 and leverage
them in a routing problem [3]. We relate the energy expen-
diture on a traversed edge to the vehicle’s state of charge at
each node, obtaining a mixed-integer linear problem that ac-
curately respects battery path constraints and can be solved
rapidly.
The results in Fig. 2 show that few strategically placed dy-
namic charging roads lead to a significant decrease in travel
time for the BETT compared to the BET.

Figure 2: Route comparison from Antwerp to Bremen and battery
discharge trajectories.

For most origin-destination pairings, the BETT can match
the time required by a diesel truck, spurring a switch to more
environmentally friendly freight transport options.
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1 Introduction

Mechatronic systems typically show variations in dynamic
responses due to, e.g., different disturbance situations. How-
ever, since individual controller design is time-consuming,
generally one controller is designed for a group of these sys-
tems, causing a loss of individual system performance. Au-
tomated controller tuning methods such as Iterative Feed-
back Tuning (IFT) [1] and Extremum-Seeking Control
(ESC) [2] facilitate individual controller tuning, yet are inef-
fective in minimizing the settling time ts, which is essential
for large system throughput. The reason for this is twofold:
1) standard IFT and ESC typically minimize an error norm,
which does not guarantee minimization of ts, and 2) ts is a
discontinuous function of controller parameters, hence stan-
dard gradient-based IFT and ESC methods cannot be ap-
plied. Moreover, standard IFT and ESC do not guarantee
crucial closed-loop stability and its robustness. In this work,
we present an alternative ESC-based tuning approach that
optimizes ts and warrants robust closed-loop stability.

2 Problem formulation and approach

We consider the feedback interconnection of a plant P per-
forming repeated point-to-point motions between positions
p0 and p f , and a feedback controller C f b(θ) with parame-
ters θ . Each motion profile defined on the time interval [0,T ]
consists of 1) a motion phase of length tm, during which the
system moves from p0 to p f , or vice versa, 2) a settling
phase of length ts := max{s ∈ [0,T − tm] : |e(tm + s)|> eb},
during which the servo error e converges until it satisfies
the error bound eb at the end of the time interval, and 3)
a process phase of length tp = T − ts− tm, during which it
is crucial that e respects |e| ≤ eb to perform the machine
operation. Our goal is to maximize throughput by solving
t∗s := minθ∈Θ ts s.t. |e(t)| ≤ eb, ∀t ∈ [tm + ts,T ], where Θ is
the set of all θ resulting in robust closed-loop stability.

Since ts is a discontinuous function of θ , we intro-
duce an additional optimization variable τ and reformu-
late the problem of minimizing ts as the continuous prob-
lems τ∗ := minτ∈[0,T−tm] τ s.t. J∗(τ) ≤ eb and J∗(τ) :=
minθ∈Θ supt≥0 |w(t;τ)e(t)|, where w(t;τ) equals one if
t ∈ [tm + τ,T ] and zero otherwise. We repeatedly search for

*This work is part of the project Digital Twin with project number P18-
03 of the research programme TTW Perspective which is (partly) financed
by the Dutch Research Council (NWO).

θ ∗ corresponding to J∗(τ) using the DIRECT algorithm [3],
and use J∗(τ) to update τ in a bisection search to find τ∗. To
ensure θ ∈Θ, motion experiments are only performed if for
θ the closed-loop is asymptotically stable with a peak sensi-
tivity below a given bound, which is automatically verified
based on the Nyquist criterion and FRF data of P. Other-
wise, w(t;τ)e(t) is replaced by a high penalty value.

3 Results

In a case study with a wire bonder system, the proposed
approach (ESC) achieves comparable performance to (in
practice time-consuming and thus infeasible) dedicated con-
troller tuning using manual loop-shaping (LS) and an indus-
trial tuning algorithm (FBA), as shown in Figure 1.
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Figure 1: Servo error comparison for the three controllers.
Dashed lines indicate tm (black) and tm + ts (colored).
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1 Introduction

Sustainable urban mobility in modern cities is a major con-
cern for authorities since it has to consider aspects such as
congestion, road safety, infrastructure planning, public and
alternative transportation, social inclusion, and the environ-
ment, among others. Particularly, the increasing number
of private vehicles has led to negative externalities associ-
ated with congestion such as increments of pollution, noise,
and travel time, affecting the quality of life of citizens. In
this sense, it is necessary to generate alternatives for man-
aging the vehicular traffic network by taking advantage of
the available infrastructure resources. However, the urban
traffic network is a large-scale system with high complexity
with signalized intersections that interact with agents with
different priorities: public and private vehicles, cyclists, and
pedestrians. In this work, we present a based-data decision-
making system to reduce congestion and pollution in middle
and big cities. This system fuses the available data and pro-
poses optimal traffic light plans that can be used in real-time
based on the current traffic conditions. This system was im-
plemented in the city of Medellı́n - Colombia in real-time
for 35 signalized intersections reducing the travel time by
15% and the pollution by 10%.

2 Methodology

The management system contains monitoring and control
traffic modules, as well as a configuration file. The mon-
itoring module is in charge of collecting the available data
and fusing it to increase its reliability and estimate the vari-
ables in roads without measurements. Since the data is com-
ing from different sources is usual to find heterogeneous
data, i.e., the combination of different variables or sample
times. Therefore, the monitoring system unifies the vari-
ables using mathematical relationships, for instance, relating
speed and flow through the fundamental diagram or the data-
based models. On the other hand, the control module clus-
ters the recurrent traffic conditions in the network and finds
the best traffic light plans via optimization. This is an of-
fline process where there are as many clusters as traffic light
plans for each intersection. Using the pre-calculated clusters
and the optimal traffic light plans, the system selects, in real-

time, the best traffic light plans based on the current traffic
conditions. Finally, the configuration file must contain the
information about the road (length and the number of lanes,
road identifiers, connections (turns), and allowed vehicles),
the traffic lights(green, red, and amber time of each traffic
light planning throughout the day), and the databases (map-
ping between the information of databases and the road de-
scription). The testing and validation of the system were
performed using SUMO (Simulation of Urban MObility)
which is an open-source simulator developed by the Institute
of Transportation Systems at the German Aerospace Center
[1].

3 Results

The management system of urban traffic networks was im-
plemented and validated in 35 signalized intersections of the
city of Medellı́n-Colombia as is shown in Figure 1.

Figure 1: FLEXI GUI showing the interactive map.

As a result of this implementation, the travel times and the
pollution were reduced by 15% and 10% respectively.
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1 Introduction

In sensor-based robotics applications, it is desirable to con-
trol a manipulator arm to interact with the environment, such
as maintaining a desired force or distance from an object.
Predictability is often favored in these scenarios. For safety
reasons, it is helpful to know how fast the controller will
try to decrease some task errors (for instance, the speed at
which the robot is moving toward a human operator). Ad-
ditionally, it is not practical to accurately model everything
in the robot-environment system. For example, any real sys-
tem is subjected to actuator and/or sensor bandwidth limits.
Therefore, we want to limit the closed-loop bandwidth of the
controller.

Some classical robot control techniques, such as the
constraint-based task specification framework eTaSL [1], can
account for this. In this framework, which is based on the
task function approach [2], the task error e, as a function of
the state x, is controlled to zero with a defined control law

d
dt

e(x) =−Ke(x) (1)

where K is a user-selected feedback gain. This gain is directly
interpretable: (1) the time constant K−1 provides insight into
how quickly the error will decay, and (2) it can be selected to
limit the closed-loop bandwidth of the controller.

However, this approach is purely instantaneous and there-
fore sub-optimal. It is known that incorporating a prediction
horizon through model predictive control (MPC) improves
the performance of the controller, allowing it to better antici-
pate geometric/kinematic constraints (workspace limits) and
dynamic constraints (actuator limits). In MPC, an optimal
control problem (OCP) is solved at every time step for a hori-
zon into the future. Although there is no “standard” MPC
formulation, it is common to specify an objective function
inspired by the linear quadratic regulator (LQR) formulation

JMPC =
∫ tk+Tn

tk
e(x)⊺ Qe(x)+u⊺Ru dt (2)

where the objective function trades off the task error e with
the control input u, weighted with Q and R respectively.
Choosing the appropriate values for Q and R is not always
obvious, and how fast the error should decay cannot be di-
rectly observed. In contrast, with the control law in (1), the

gain K provides direct information on how the error should
decay.

In this research, we extend the instantaneous formulation of
[1] to include a prediction horizon. This provides a way to
design MPC controllers with a predictable response, which
can be selected to limit the closed-loop bandwidth. The
research is presented in the context of robot task control,
but the formulation might be relevant for MPC practitioners
controlling other systems, where selecting objective function
gains is also difficult.

2 Predictable error decay MPC

The key idea is that rather than penalizing the error directly
within the objective function, deviation from the desired
control behavior in terms of desired error decay is penalized.
This is achieved by introducing a new error function

ε(x,u) =
d
dt

e(x)+Ke(x) (3)

=
∂e
∂x

f (x,u)+Ke(x), (4)

which represents the deviation from a first-order decay,
where the time derivative of the error can be expanded us-
ing the chain rule and substituting in the system dynamics
ẋ = f (x,u). The new objective function becomes

J =
∫ tk+Tn

tk
ε(x,u)⊺ Qε(x,u)+µ[u⊺Ru] dt. (5)

As before, the control inputs are still penalized within the
objective. However, it is multiplied by a very small weighting
factor µ . Therefore, the dominant term in the objective is
the deviation from the desired error decay. Choosing K
determines how fast the error decays, Q adjusts the priority
of conflicting constraints, and R adjusts the null space motion
(e.g. for redundant robot systems).
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Aykut İşleyen and Nathan van de Wouw and Ömür Arslan
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1 Introduction
Due to their simplicity and high maneuverability, differen-
tial drive robots that can be modelled as a kinematic uni-
cycle become a standard choice as a mobile robot base in
logistics and service robotics. Safe and smooth robot navi-
gation around obstacles is an essential skill for mobile robots
to perform diverse tasks in complex cluttered environments.
In this paper, we introduce a new conic feedback motion
prediction method for bounding the close-loop motion tra-
jectory of a unicycle robot under a standard unicycle motion
control approach. We apply unicycle feedback motion pre-
diction for safety assessment and mobile robot navigation.

2 Unicycle Motion Control
Consider a kinematic unicycle robot, with position x P R2

and orientation θ P r´π, πq, whose equations of motion are

9x “ v

„
cos θ
sin θ


and 9θ “ ω (1)

where v P R and ω P R are the linear and angular velocity
control inputs, respectively. Based on a standard unicycle
control approach [1], we construct a unicycle forward mo-
tion controller, denoted by uypx, θq “ pvypx, θq, ωypx, θqq,
that moves the unicycle robot in the forward direction to-
wards any given goal position y P R2 as

vypx, θq“κv max

ˆ
0,

„
cos θ
sin θ

T
py ´ xq

˙
(2a)

ωypx, θq“κω atan2
„̂´ sin θ
cos θ

T
py ´ xq,

„
cos θ
sin θ

T
py ´ xq

˙
(2b)

where κv ą 0 and κω ą 0 are positive scalar control gains.

3 Unicycle Motion Prediction
Since the Euclidean distance of the robot to the goal is non-
increasing under the unicycle motion control in (2), the uni-
cycle motion trajectory can be bounded by a circle.
Proposition 1 Starting at t “ 0 from any initial unicycle
pose px0, θ0q P R2 ˆ r´π, πq, the unicycle position trajec-
tory xptq under the unicycle forward motion control uy in
(2) towards a given goal y P R2 satisfies

xptq P Bpy, }y ´ x0}q @t ě 0, (3)

where Bpc, ρq :“  
z P R2

ˇ̌}z ´ c} ď ρ
(

is the Euclidean
closed ball centered at c P R2 with radius ρ ě 0.

Moreover, since the unicycle motion control in (2) con-
stantly adjusts the robot orientation towards the goal, the
unicycle motion can be more accurately bounded by a cone.

Figure 1: Unicycle feedback motion prediction that bounds the close-loop
unicycle motion trajectory (black line) towards a given goal position (red
point): (left) Circular motion prediction, (right) Conic motion prediction.

Proposition 2 For any goal position y P R2 and any initial
pose px0, θ0q P R2 ˆ r´π, πq at t “ 0, the unicycle position
trajectory xptq under the forward motion control uy in (2) is
bounded for all future times t ě 0 as

xptq P
$
&
%
Cpx, y, dypx, θqq , if

„
cos θ
sin θ

T
py´xq ě 0

Bpy, }y ´ x}q , otherwise
(4)

where Cpa, b, ρq :“  
a ` αpz ´ aqˇ̌α P r0, 1s, z P Bpb, ρq(

is a bounded cone and dypx, θq :“
ˇ̌
ˇ̌
„´ sin θ

cos θ

T
py ´ xq

ˇ̌
ˇ̌ is the

perpendicular alignment distance to the goal.

4 Unicycle Motion Planning
In Fig. 2, we apply unicycle feedback motion prediction for
safe robot navigation using a reference governor [2]. We ob-
serve in our numerical studies that accurate unicycle motion
prediction is key for safe and fast robot navigation.

Figure 2: Safe unicycle robot navigation using (left) circular and (right)
conic unicycle motion prediction and a reference governor, where the uni-
cycle speed is indicated by blue bars and the reference path is shown in red.
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Figure 1: A human operator uses two hands to box rice. One hand
uses a non-prehensile grip to push the boxes against
each other while the other hand supports the task by
counteracting the pushing force

1 Introduction

We are currently examining how to describe motion plans
for manipulation tasks where the task involves making de-
liberate contact with the environment. We will examine how
to formulate these tasks and provide an example as to how
one can go from the task specification to a robot motion for
a robot packing boxes.

In robot manipulation the goal is to alter the poses and con-
figurations of objects in the robots environment. Robots are
becoming more able to perform human like manipulation
tasks. Examples are picking fruit, handling deformable and
fabric-like materials and handling heterogenous products.
As a result we are now looking at applications for robotics
in the agro food industry (Van Henten 2017). A requirement
for a robot working with food products is situational aware-
ness. The robot must be aware of the contacts it is making
with the environment, how much force it is exerting on the
environment and how much force is appropriate on that par-
ticular part of the environment. Figure 1 shows one such
task.

2 Method

In our approach we aim to carefully consider which geo-
metric relations are relevant to the current task. By carefully
switching the relation to be controlled we hypothesise to be
much more robust against the geometric uncertainty inher-
ent in manipulation tasks.
We furthermore acknowledge that not all tasks require the
same accuracy, therefore rather than specify one setpoint
value that the relation must have we will aim to specify con-

Figure 2: Relative positions used in three subtasks of packaging
a box. Arrows indicate the relation of relevance. Green
area indicates a region of acceptable positions for the
origin of the arrows. A red area indicates a desired con-
tact situation.

straints on the geometric relations. This allows us to verify
if a task is complete and it allows us to compose multiple
constraints originating from different subtasks.
We will also utilise contacts as a geometric relation which
gives a high degree of certainty. In many tasks the goal will
be to make contact between two pieces of the environment.

3 conclusion

We propose a method to define the goals of a manipulation
task as a set of relative positions and contact situations. In
the coming time we will test this hypothesis on the task of
packaging.
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1 Introduction

Multi-agent cooperative control of two heterogenous con-
struction agents for heavy construction tasks is the focus of
this study. These two agents have complementary capabil-
ities. The rigid robotic arm is used to achieve the needed
precision during the fine placement, and the hoisting mech-
anism to support the majority of the block’s weight (1).

The dynamic model of the multi-agent robotic system can
be written in a compact form:

{
M(q)q̈+C(q, q̇)q̇+g(q) = u+AT (q)λ
h(q) = 0

, (1)

where, A(q) = ∂h(q)
∂q ∈ R6×11 represents the Jacobian of

the constraints, u =
[
uT

r , 0, 0, ucp, 0, 0, 0
]T ∈ R11 is the

control input vector (ur ∈ R5 are the robot control inputs
and ucp ∈ R1 is the lifting mechanism control input), λ ∈
R6 is the vector of Lagrange multipliers, and the matrices
M(q) ∈ R11×11, C(q, q̇) ∈ R11×11, and g(q) ∈ R11 repre-
sent the joint-space inertia matrix, centripetal-Coriolis ma-
trix, and gravitational vector, respectively.

In this work, we propose a control strategy that ensures: (i)
correct cooperation between the robot and the lifting mech-
anism in order to move the brick to the desired position; and
(ii) safe cooperation between the two robotic systems, such
that the robot is never overloaded.

2 Application and results

Based on the model, we designed a controller. The stability
of this control scheme is proved using the LaSalle’s invari-
ance principle.

We implemented this controller to an experimental setup
consisting of an in-scale lifting mechanism and a Kuka
YouBot (a mobile manipulator). In the experiment, we used
a brick weighing 1.0 kg, which exceeded the maximum pay-
load of 0.5 kg that can be handled by the Kuka YouBot by
itself. Through this experiment, we can show that based on
an offline trajectory evaluation with the proposed control
scheme, the multi-robot system is able to safely and pre-
cisely place the blocks.

Figure 1: The multi-robot system.
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Figure 2: Robot joint positions.
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1 Introduction

Autonomous vehicles working in industrial environments
require accurate and robust localization for their navigation.
However, industrial environments can present specific chal-
lenges for localization, including complex environments,
dynamic objects and changing environments, and high in-
stallation costs for external localization systems. Existing
solutions for localization can be split into two categories:
absolute (e.g. GNSS, ultra-wideband, visual markers) and
relative localization methods (e.g. camera- or lidar-based
SLAM). By combining both types of localization, it is pos-
sible to increase the robustness and reliability of localiza-
tion while also reducing installation costs, resulting in a high
availability and high accuracy localization solution that re-
quires minimal infrastructural changes.

2 Approach

Absolute localization measurements, such as GNSS, ultra-
wideband and visual markers, provide precise, absolute po-
sition and/or orientation information that can be used to cor-
rect errors and drift in SLAM-based localization methods,
even if the absolute measurements do not cover the com-
plete environment.

By integrating absolute localization measurements into a
SLAM-based localization framework, we show it is possi-
ble to significantly improve the robustness and accuracy of
the localization system, particularly in large environments or
in the presence of dynamic objects or changing conditions.

To realize this, we extended RTAB-Map[1] to support the
use of absolute measurements. RTAB-Map is structured as
a graph-based SLAM algorithm, in which the nodes of the
graph represent the robot’s poses at different points in time,
and the edges represent the relative motion between poses.
By default, RTAB-Map only supports relative pose measure-
ments, e.g. coming from visual odometry or loop-closure
detections. We extended RTAB-Map to support generic
measurements, such as range measurements from an ultra-
wideband system and the corner measurements from a vi-
sual marker detection.

3 Results

Figure 1 shows a mapping of the ground floor of the Flan-
ders Make building in Leuven. In the environment, five

(a) Map without absolute
localization information.

(b) Map with absolute lo-
calization information.

Figure 1: Comparison of map built with/without absolute
localization information.

visual markers are placed and their absolute position mea-
sured. Four of these markers are located in the area in the
bottom right, while one of them is located about halfway in
the corridor. The left figure shows the result of the standard
RTAB-Map in which the visual markers are not used. In the
figure on the right, we enable our additions for visual mark-
ers with a known absolute pose. Quantitatively, it is clear
that the overall drift in the map building is significantly re-
duced. During the presentation, we show similar results for
the addition of ultra-wideband and GNSS measurements.

4 Conclusion

In conclusion, the combination of absolute localization mea-
surements with SLAM-based methods can significantly im-
prove the accuracy and robustness of localization in indus-
trial environments. By integrating GNSS, ultra-wideband,
and visual marker measurements into a SLAM framework,
we were able to reduce drift and error accumulation, result-
ing in a high-quality localization solution that is resistant to
the challenges commonly encountered in industrial environ-
ments. Our approach, which extends the RTAB-Map algo-
rithm to support the use of absolute measurements, provides
a flexible and effective method for integrating multiple types
of localization into a single framework. Our results demon-
strate the potential of this approach to significantly improve
the performance of autonomous vehicles in a wide range of
industrial applications.
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1 Introduction
Accurate localization is essential for navigation of au-
tonomous vehicles working in industrial environments. Two
main types of localization solutions exist: absolute (e.g.
GNS, ultra-wideband (UWB), visual markers) and relative
(e.g. camera- or lidar-based SLAM). Combining these two
methods by adding range-only constraints (e.g. UWB) to
SLAM can help mitigate drift errors due to noisy odometry
and increase robustness. Here, we focus on the range-only
constraint coming from an UWB system. In this presenta-
tion, we present a method to initialize the position of UWB
anchors for use in a SLAM-based localization framework.

2 Approach
The SLAM-based localization framework we use is RTAB-
Map [1], a graph-based SLAM algorithm. Here each node of
the graph represents a pose of the robot or a landmark such
as an UWB anchor. Each edge represents a measurement
between two nodes, this can be an odometry measurement
between robot poses or a range measurement between an
UWB anchor and a robot pose.

Traditionally in an UWB systems the anchors are carefully
placed around the area where localization info is needed.
The UWB measurements can then be added to the graph
as 3D absolute localization measurements or as 1D range-
constraints. However, this assumes that the coordinates of
all the anchors are known in advance. To add the UWB
measurements to the graph when there is no prior informa-
tion on the anchors, the anchors need to be initialized before
they can be added to the graph.

Each range measurement constrains the position of the an-
chor to a sphere around the current robot position. In theory,
having 4 such measurements would result in a unique posi-
tion for the anchor. However, in practice, multiple solutions
may exist for a given set of more than four ranges. Two
cases of ambiguous situations are given below:

• Collinearity: A set of poses on a straight line ranging
to a single anchor will have a solution space on a circle
around the straight line of the poses

• Coplanarity: A set of poses which lie in the same
plane ranging to a single anchor will have at least two
solutions. One above the plane and one mirrored so-
lution below the plane.

In practice measurement noise also impacts the solution. In
the case where the robot drives on a perfect line, in practice

(a) Map without ultrawide-
band measurements.

(b) Map with ultra-
wideband measurements.

Figure 1: Comparison of map built with/without ultra-
wideband measurements.

it will not be a perfect line due to the measurement noise.
In this case, localization will be very sensitive to the noise
on both the robot position and on the range measurements.
Including range measurements of an ambiguous case to the
graph makes the problem ill-conditioned which can cause
instability of the solver and divergence of the solution re-
sulting in poor localization performance. To mitigate these
effects first an initial guess of an anchor is made using MDS
(multidimensional scaling), then the PDOP (position dilu-
tion of precision) of this initial guess is checked before ac-
cepting the initial guess. Once an anchor passes the initial-
ization phase, it is added to the graph along with all its range
measurements. This additional information allows the opti-
mization of the pose estimate to become more accurate.

3 Results
Figure 1 shows a mapping of the parking lot of the Flanders
Make building in Leuven. Eight UWB anchors are placed
around the environment. The left figure shows the result of
the standard RTAB-Map in which the UWB measurements
are not used. In the figure on the right, we enable our addi-
tions for UWB measurements without priors on the anchor
coordinates. From these figures, it is clear that the overall
drift in the map building is reduced.

4 Conclusion
In conclusion, after carefully initializing the UWB anchors
the UWB measurements can be added to the problem. Us-
ing the UWB measurements without priors on the anchors
reduces the drift caused by the odometry significantly.
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[1] M. Labbé and F. Michaud,“Long-term online multi-session graph-based
SPLAM with memory management,“ in Autonomous Robots, vol. 42, no. 6, pp. 1133-
1150, 2018. (Springer)

Acknowledgements: This work has been carried out within the framework of Flanders Make’s ICON project ’Marloc’
(Mixed Absolute and Relative Localization), funded by the agency Flanders Innovation & Entrepreneurship (VLAIO)
and Flanders Make. Flanders Make is the Flemish strategic research centre for the manufacturing industry

42nd Benelux Meeting on Systems and Control Book of Abstracts

117



Obstacle Avoidance of Soft Robots using Virtual Force Field and
Null-Space Projection

Mahboubeh Keyvanara
Dynamics and Control Group

Mechanical Engineering Department
Eindhoven University of Technology

The Netherlands
m.keyvanara@tue.nl

Irene Kuling
Dynamics and Control Group

Mechanical Engineering Department
Eindhoven University of Technology

The Netherlands
i.a.kuling@tue.nl

1 Abstract

Tasks such as moving, packing and transporting products
are examples in industry that require automation. Redun-
dant robots are some of the best manipulators that can help
with this type of automation. For these tasks, accurate tra-
jectory tracking control along with obstacle avoidance is a
critical requirement. Extra degrees of freedom (DoF) of re-
dundant manipulators, such as soft robots, help in achieving
secondary task objectives such as obstacle avoidance [1].
Inspired by biological systems, soft robotics is a branch of
robotics in which use of soft materials enhances robot’s dex-
terity and enables a wide variety of motion primitives. An-
imals’ bodies are comprised of soft materials, giving them
the ability to adapt to a variety of environments. Hence,
the ability of these robots to bend at any point of their body
gives them the potential to perform tasks that are not fea-
sible with their rigid counterparts. Due to their continuum
change of shape and high degrees of freedom (DoF), these
robots are usually known to be redundant. These robots be-
long to the domain of continuum mechanics and therefore
their dynamics is formulated as Partial Differential Equa-
tions (PDE). Using model reduction techniques, newly de-
veloped reduced-order ODE models can be used for model-
based control. One of the best known methods of spatial re-
duction techniques is the so called Peicewise Constant Cur-
vature (PCC) model, where the robot is divided into smaller
parts, each part with constant curvature. Using this formu-
lation, through model-based control, the robot can be con-
trolled to perform different tasks.
In this research, we investigate the problem of trajectory
tracking in task space of a redundant soft robot with the
secondary goal of obstacle avoidance. Tracking control and
obstacle avoidance are known to be challenging problems
individually [2], combining these two into one single frame-
work along side of complexity of soft robots will become
an even more complicated technical challenge. For this rea-
son, a multi-segment soft robot is chosen and modeled using
the PCC modeling and a task space controller is designed to
control the position of the end-effector on the desired trajec-
tory. As the robot is chosen to have redundancy, the null-
space of the Jacobian of the end-effector is chosen for tasks
with second priority, here the obstacle avoidance. To design

Figure 1: Obstacle avoidance algorithm for a 5 segment soft
robot. (A) the robot does not have any obstacle and it is
controlled only using a task space control. (B) The obsta-
cle avoidance algorithm is added as the second task to the
controller of the robot. The red dot is the desired end point
and the green dot is the obstacle. Both simulations have an
initial condition of zero state (vertical line).

the obstacle avoidance algorithm, virtual resistant forces and
damping forces are inserted from the obstacles to the body
of the robot with the aim of preventing the body of the robot
getting close to obstacle. They are exerted from different
points on the obstacle that are closest to the body, and are
distributed on different points on the body of the robot to
create a smooth force field (Fig.1). Multiple scenarios such
as constant obstacles and also dynamic (moving) obstacles,
both in 2D and 3D, are simulated using this algorithm.

References
[1] L. Jin, S. Li, X. Luo, Y. Li, and B. Qin, “Neural dynam-
ics for cooperative control of redundant robot manipulators,” IEEE
Trans. Ind. Informat., vol. 14, no. 9, pp. 3812–3821, Sep. 2018.

[2] Z. Zhang, S. Chen, X. Zhu, and Z. Yan, “Two hybrid
end-effector posture-maintaining and obstacle-limits avoidance
schemes for redundant robot manipulators,” IEEE Trans. Ind. In-
format., to be published, doi: 10.1109/TII.2019.2922694.

Book of Abstracts 42nd Benelux Meeting on Systems and Control

118



Adaptive Nonsingular Terminal Sliding Mode Control for
Unmanned Surface Vehicles

Alejandro Gonzalez-Garcia1,2∗ and Herman Castañeda2
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1 Introduction

Since Unmanned Surface Vehicles (USVs) are susceptible to
uncertainty and external disturbances, robust control meth-
ods are desired to counteract such effects. Sliding mode
control is robust, but the common chattering effect im-
poses a challenge for practical implementation. In conse-
quence, adaptive sliding mode (ASM) has been proposed
to attenuate chattering and keep the robust performance.
Then, this work proposes leveraging the chattering attenu-
ation from adaptive sliding mode, combined with the finite-
time convergence of terminal sliding surfaces. Thus, the
proposed adaptive nonsingular sliding mode (ANTSM) con-
troller achieves practical finite-time convergence, which re-
sults in accurate and robust trajectory tracking for USVs.

2 Methodology

First, consider a second-order nonlinear uncertain system:

ẋ1 = x2; ẋ2 = f (x1,x2)+g(x1,x2)u−δ (1)

where x1,x2 are the states, f (x1,x2) and g(x1,x2) are con-
tinuous functions, u is the control input, and δ contains
the disturbances and uncertainty. δ is assumed to be con-
tinuous, and bounded. Then, the error variables are es-
tablished, e1 = x1d − x1; e2 = x2d − x2, where x1d ,x2d are
the reference states. Now, a sliding variable s following
a nonsingular terminal sliding mode strategy is introduced,
s = e1 +β sign(e2)|e2|γ . Now, the control u is designed as:

u =
1

g(x1,x2)
[ẋ2d− f (x1,x2)+

1
βγ

sign(e2)|e2|2−γ −ua]

(2)
where ua is an auxiliary control, taken by the adaptive slid-
ing mode strategy:

ua =−K1|s|1/2sign(s)−K2s (3)

with the following adaptive gain dynamics:

K̇1 =

{
K3sign(|s|−µ), if K1 > Kmin

Kmin, if K1 ≤ Kmin
(4)

where Kmin maintains a non-zero adaptive gain, K3 regulates
the adaptation rate, and µ detects the loss of the real sliding

mode dynamics. In this sense, when the sliding variable s is
larger than the threshold µ , the adaptive gain K1 increases to
reject disturbances and uncertainty. In contrast, if s is lower
than µ , K1 decreases to reduce control effort and chattering
amplitude.

3 Results

By implementing the proposed controller into the hand-
position-based model from [1], using the VTec S-III param-
eters [2], the simulation results are shown in Fig. 1. Here, an
improved tracking accuracy from the proposed ANTSM is
depicted. Furthermore, the ANTSM achieved a mean square
error of 0.002 m, in contrast to the larger 0.0095 using the
algorithm from [1]. Likewise, the control effort was lower,
achieving 1604.8 N in surge and 154.2 Nm in yaw, lower
than the control effort of [1] of 2145.7 N and 180 Nm.
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Figure 1: Reference versus USV trajectories.
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1 Introduction

Ever-growing demands on speed and accuracy of motion
systems, makes it increasingly difficult to achieve desired
performance specifications using linear time-invariant (LTI)
feedback control. LTI control is subject to inherent limi-
tations due to the well-known waterbed effect. Reset con-
trol is a nonlinear control technique that can overcome these
limitations, and is considered as a potential alternative due
to its many similarities with LTI control. Essentially, a re-
set controller is an LTI controller which resets (part of) its
states when its input is equal to zero. However, this means
that the reset controller’s output is non-sinusoidal for a sinu-
soidal input, unlike an LTI controller. The controller output
also contains higher-order harmonics of the sinusoidal in-
put – caused by the nonlinear nature of the reset controller
– where each harmonic has its own magnitude- and phase-
characteristics, the so-called higher-order sinusoidal-input
describing functions (HOSIDFs). These frequency-domain
properties have been derived for reset controllers in [1], an
example of which is depicted in Fig. 1 for a resetting inte-
grator.
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Figure 1: HOSIDFs of a reset integrator.

The HOSIDF-based open-loop frequency-domain proper-
ties of single-input single-output (SISO) reset control sys-
tems have also been derived in [1], which can be com-
puted based on a (measured) frequency-response function
(FRF) of the plant. However, these frequency-domain prop-
erties are not yet investigated for reset control systems with
multiple-input multiple-output (MIMO) LTI plants.

2 Main result

In this work we extend the open-loop frequency-domain
properties of SISO reset control systems to the case with
MIMO LTI plants, as depicted in Fig. 2. We prove
that, given a combination of sinusoidal inputs e(t) =
[sin(ω1t), ...,sin(ωMt)]T , the plant outputs converge to a
unique solution

yk(t) =
M

∑
i=1

∞

∑
n=1
|Ln

k,i(ωi)|sin
(
nωit + ̸ Ln

k,i(ωi)
)
, (1)

where M is a number of plant in-/outputs, k ∈
[1,M], n is the number of the higher-order harmonic,
and the open-loop frequency-domain properties for the
MIMO reset control system are given by Ln(ω) =
P(n jω) · diag(Hn

1 (ω), ...,Hn
M(ω)), where Hn

k is the nth-order
SIDF corresponding to reset element Rk, as derived in [1].
This means that the frequency-domain properties can be vi-
sualized using an M×M grid of characteristics similar to
Fig. 1.
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Figure 2: Open-loop system with a MIMO LTI plant and multi-
loop SISO reset controllers.

3 Conclusion

In this work we have proven that the outputs of MIMO LTI
plants, controlled by multi-loop SISO reset controllers, con-
verge to a unique solution when subject to sinusoidal inputs.
This property still holds when sinusoidal signals are simul-
taneously applied to multiple inputs. The MIMO open-loop
HOSIDFs provide a thorough, yet still intuitive, way to de-
sign reset controllers for MIMO LTI plants.
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1 Introduction

We propose data-driven output feedback controller for a
class of nonlinear systems based on the inverse dynam-
ics model identified by Gaussian process regression (GPR).
Since our approach is based on input/output inversion, we
assume that the system is of minimum phase and has rela-
tive degree one.

2 Problem Formulation

Consider a single-input single-output (SISO) nonlinear
discrete-time control-affine system with relative degree one
in Byrnes-Isidori normal form:

y(t +1) = f (z(t),y(t))+g(z(t),y(t))u(t) (1a)
z(t +1) = h(z(t),y(t)) (1b)

where u(t) ∈ R is the input, z(t) ∈ Rn−1 is the state of the
zero dynamics, and y(t) ∈ R is the output. It is assumed
that the functions f (·, ·), g(·, ·), and h(·, ·) are unknown and
only the input/output of the system are available as measure-
ments. In addition, the following assumption is given.

Assumption 1 The system (1) satisfies the followings:

(a) The system has global relative degree one, or equiva-
lently, g(z,y) ̸= 0 for all (z,y) ∈ Rn. Also, the system
dimension n and the global relative degree one are
known.

(b) The internal dynamics (1b) is input-to-state stable
with the input being y.

(c) There exists a smooth function θ : R2(n−1) × R →
Rn−1, such that the state z(t) of (1) is given by

z(t) = θ(ζ0(t),y(t)),

where ζ0(t) := [y[t−n+1,t−1];u[t−n+1,t−1]] ∈ R2(n−1),
for all time step t.

3 Design of Output Feedback Controller

Let us consider a stable reference model given by

yr(t +1) = fr(yr(t)) ∈ R (2)

which satisfies the additional assumption that yr(t + 1) =
fr(yr(t))+η(t) is input-to-state stable when η is viewed as
an input. In order to make the controlled system (1) become
the reference model (2), the controller should be

u(t) =
fr(y(t))− f (z(t),y(t))

g(z(t),y(t))
. (3)

Let us define the vector ζ1(t) := [ζ0(t);y(t)] ∈ R2n−1 which
is composed of an arbitrary input/output trajectory of the
system (1).

Define c : R2n→ R as

c([ζ1(t);s]) :=
s− f (θ(ζ0(t),y(t)),y(t))

g(θ(ζ0(t),y(t)),y(t))
.

Then, the ideal control (3) is generated by u(t) =
c([ζ1(t); fr(y(t))]). We finally design the output feedback
controller by applying GPR to identify the function c(·) it-
self. This idea is feasible by treating [ζ1(t);y(t + 1)] as
input data to the function c, and u(t) as output data since
u(t) = c([ζ1(t);y(t +1)]) from (1a). For later use, we define
C as the set of all possible [ζ1(t); fr(y(t))] and denote ĉ(·)
as the identification result of the function c(·) by GPR.

Theorem 1 [1] Under Assumption 1, there exists a class-
K function γ such that, if ĉ satisfies

|ĉ([ζ1;s])− c([ζ1;s])|< δ , ∀[ζ1;s] ∈ C (4)

for a given δ > 0, then, the closed-loop system (1) with the
controller u(t) = ĉ([ζ1(t); fr(y(t))]) guarantees

limsup
t→∞

∥[y(t);z(t)]∥< γ(δ ).
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1 Background

The increasing demands on throughput and accuracy of
semiconductor manufacturing equipment necessitates accu-
rate feedforward motion control that includes compensation
of input nonlinearities. In [1], iterative learning control with
polynomial basis functions (ILCBF) is introduced to enable
extrapolation of the motion tasks. To achieve high track-
ing accuracy and task flexibility for nonlinear systems, ex-
tensions are necessary that compensate input nonlinearities,
e.g., magnetic saturation in linear actuators [2].

2 Problem formulation

The aim of this research is to develop a data-driven feedfor-
ward tuning approach consisting of a Wiener feedforward,
i.e., linear parameterization F(θ) with an output nonlinear-
ity h(·,φ), see Fig. 1, for Hammerstein systems.

3 Approach

The developed approach exploits norm-optimal iterative
learning control (NOILC) to learn a feedforward signal from
data that minimizes the error and utilizes a control-relevant
cost function to learn θ ,φ of the Wiener feedforward [3].

4 Results

Experimental results, see Fig. 2, on a wirebonder subject
to magnetic saturation show a reduction in tracking error us-
ing the developed approach compared to the linear approach.
Moreover, for motion tasks with varying maximum acceler-
ations, the mass parameter is significantly more consistent
in the developed approach, indicating task flexibility.

5 Conclusion and outlook

The developed Wiener feedforward approach achieves high
tracking accuracy and task flexibility for Hammerstein sys-
tems. Ongoing research focuses on online learning in an

1This work is supported by ASM Pacific Technology. The authors thank
Jilles van Hulst, Kelvin Kai Wa Yan, and Dragan Kostić for their contribu-
tions to this research.
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Figure 1: Proposed control scheme with Wiener feedforward f =
h(F(θ)r,φ).

Figure 2: Top: error signals of linear ( ), the developed ( ),
and NOILC ( ) approach. Bottom: mass per setpoint
acceleration of linear ( ) and the developed ( )
approach.

ILC setting, extensions to non-parametric models for h, and
analysis of position dependency of the magnetic saturation.
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1 Introduction & Problem Formulation

Reset control systems (RCSs) have demonstrated superior
performance in the precision motion field compared to tra-
ditional linear control systems [1]. For instance, Fig. 1
presents a step response comparison of a DC (Direct Cur-
rent) motor controlled by an RCS “PI+CI” (Proportional In-
tegrator + Clegg Integrator) [2] and an integrator. The results
illustrate the advantages of RCSs.
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Figure 1: Step responses of a DC motor with two controllers: (a)
a “PI+CI” y(t) (red) and (b) an integrator ybl(t) (black).

In practice, the frequency-domain analysis technique is ef-
fective for quantifying the performance of control systems.
The nonlinearity of RCSs makes it difficult to analyse them
in closed-loop. For RCSs to be widely applicable in indus-
tries, a precise frequency-domain analysis method is needed.

2 New Analysis Model for Reset Control Systems

As shown in Fig. 2, the output uci(t) of an open-loop CI
with the input signal e(t) = sin(ωt) is the summation of its
base-linear output ui(t) and a square wave defined as qi(t).
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Figure 2: uci(t) (solid line), ui(t) (dotted line), and qi(t) (dashed
line) of CI in open-loop when ω = π rad/s and γ = 0.

Figure 3 (a) shows the block diagram of an RCS. Based on
the CI model in Fig. 2, we develop a new block diagram for
analysing RCSs with two reset instants per period, as shown
in Fig. 3 (b).

In this new model, u(t) is given by u(t) = ubl(t) + unl(t),
where ubl(t) is the base-linear control input signal; and

+

-

r(t) e(t)
PC

y(t)u(t)

+

-

r(t) e(t)
PC

y(t)
+
+

u
bl
(t) u(t)

G u
nl
(t)

(b)

(a)

Figure 3: The block diagrams of the RCS, where the block C
represents the reset controller including the resetting
action, and P is the plant. r(t) is the reference input
signal, e(t), u(t), and y(t) are the corresponding error,
control intput, and output signals.

unl(t) is a nonlinear signal generated by r(t) going through
a “Pulse Generator” and a transfer function G .

3 Illustrative Example

The prediction error (PE) is defined as the difference be-
tween the model-predicted output and the simulated out-
put. Figure 4 compares the PE of the new method with
those of previous methods in an RCS. The new model has
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Figure 4: Prediction errors (PE) of y(t) in an RCS, where PEy
(red) is from the new method, and PE′y (black) and PEy∗
(blue) are from the previous methods.

smaller prediction errors, thus providing us with a more pre-
cise frequency-domain analysis tool for RCSs. It may facili-
tate the design and implementation of RCSs in the industry.
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1 Introduction

Model Reference Adaptive Control (MRAC) is one of the
most frequently used algorithms in adaptive control the-
ory [1]. The augmented error method [2] is a technique
for designing an Output Feedback MRAC, which is used
when all states of the system are not measurable directly. In
this work, we extend this method to relax its conditions and
widen the choices of designs.

2 The Extended Augmented Error Method

In the existing method (Fig. 1), the regressor vector (ρ) is
formed by combining the reference with filtered versions of
the plant input (u) and the output (y). The input to the plant is
generated as the inner product of this regressor vector with
adapted controller parameters. Both the control input and
the regressor vector are then processed further to generate a
so-called augmented error (ε).

Figure 1: Schematic block diagram of augmented error method.

At the final stage of augmented error generation, an LTI fil-
ter H is used together with a nonlinear feedback. In the
existing method, H is required to be strictly positive real,
and strictly proper. In this work, we show that H can be
chosen to be biproper as well, provided that the positive re-
alness property is maintained. This also makes it possible
to choose the numerator of H (and thus G ) based on the
well-known positive realness LMI (with known A, B and to

be determined C, D):
[

AT P+PA PB−CT

BT P−C −D−DT

]
⪯ 0, P≻ 0.

Another contribution of this work is that ϕ can be generated
more generally as

ϕ = νηα+1|ε|α sign(ε), α > 0.

Note that the existing method is recovered with α = 1.

3 Simulation results

Simulation results of the modified controller on a linear
mass-spring-damper system show that the error convergence
to zero can be improved with the proposed modifications.
Results are shown in Fig. 2.

Figure 2: Modified Method I associates with a biproper LTI filter
and Modified Method II associates with nonlinear feedback loop in
which α = 0.5. Adaptation gains are the same for all simulations.

4 Concluding Remarks

In this work, we proposed two alternative modifications to
the augmented error method. We believe these to be promis-
ing modifications that would facilitate robust adaptive con-
troller synthesis based on LMI optimization.
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1 Motivation of the Control Problem

At each power company and every five minutes, the com-
pany must decide how much power should be generated
in each power node with power generators during the next
five minutes such that the power network is as stable as
possible in one hand and as cheap as possible in the other
hand. Nowadays a considerable portion of the power sup-
plies comes from renewable power sources. Due to the fluc-
tuations of the energy of renewable power sources, the sta-
bility properties of the network are different from those of
power systems during the 20th century. Hence current re-
search on control of power systems should focus also on the
stability of such a power systems. The lecture is based on
joint research with Kaihua Xi and Aijie Cheng (Shandong
University), and with Hai Xiang Lin and Jan H. van Schup-
pen (TUDelft).

2 The Control Problem

A power system is modelled as in frequency control, see [1],
and the fluctuations of the energy of renewable power
sources are modelled as a standard Brownian motion and
regarded as an input to the power system. The nodes of the
power network are partitioned into two groups: A group of
nodes with power supply and a group of nodes with only
power demand. It is assumed that the sum of the maxi-
mal available power supply over the first group of nodes
is larger than the sum of the power demands of the sec-
ond group of nodes. The output of the power system is de-
fined as the vector of phase angle differences of each power
line of the power network. The output of the stochastic lin-
earized power system model is a Gaussian stochastic pro-
cess, see [3]. Of primary interest is the output at a syn-
chronous state.

The control problem is to determine a vector of power sup-
plies which minimizes the above defined output of the power
system. Define the optimization criterion of the control
problem as the maximum over all power lines of the absolute
value of the stationary phase angle difference plus two times
its standard deviation: |θ ∗i − θ ∗j |+ 2σi j. Based on an anal-
ysis of the power system in a synchronous state, the control
objective function becomes,

f (p1) = ‖arcsin(|Ap1 +Bpdemand |)+2σ(p1)‖∞.

In this function the matrices A, B are known from the power
network, p1 ∈ Rn1 is the vector of power supplies which

is regarded as an input variable, and pdemand ∈ Rn2 is the
vector of power demands. Denote the domain of the power
supply vectors by D(p1), which is constrained by the max-
imal power supply per node and by the condition that the
total power supply is larger than the power demand and the
power losses. Then that domain is a convex compact subset
of Rn1 with linear constraints.

3 The Solution Procedure

From the property that a Lipschitz continuous function
sends a compact convex set to a compact convex set, the
value range of the objective function should be [a,b] ⊂ R1,
where b should be less than π/2. A minimizer p∗1 ∈ p+,max

of the objective function is then such that f (p∗1) = a, in gen-
eral a minimizer is not unique. Subgradient method is used
to compute an approximation of a minimizer for the opti-
mization problem.

4 Example

The following example of a power system illustrates the so-
lution of the control problem. Nodes colored red supply only
power and nodes colored blue only have power demand.

For the original network, we get a = 0.5779 and three criti-
cal lines: 4−8, 2−7 and 3−4. If we add a line between the
nodes 2− 4, then a = 0.6142 and the most vulnerable line
is line 4− 8. If we double the capacity of line 3− 4, then
a = 0.6026 and the most fragile line is line 4−8.
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1 Introduction

The emerging field of neuromorphic computing aims to re-
duce the energy requirements of computing platforms. It
is suggested that memristors will play an important role
within the hardware of these new neuromorphic technolo-
gies. Memristors, originally introduced by Chua in [1], are
resistors with a memory storage that can act as non-volatile
memory. In this work, we introduce a mathematical frame-
work to study the behavior of networks of memristors. We
will use this framework to provide an alternative and more
detailed proof of Chua’s closure theorem that states that ”a
one-port containing only memristors in equivalent to a mem-
ristor” [1]. In addition, we can characterize this so-called ef-
fective memristor based on the individual memristors in the
circuit. Furthermore, by using the monotonicity properties
of the memristors in our network, we show how the charac-
teristics of an individual device influence the characteristics
of the effective memristor.

2 Main results

We will consider a connected memristor network with N
nodes and B branches characterized through the incidence
matrix D ∈RN×B, see Figure 1. Let q ∈RB and ϕ ∈RB de-
note the branch charges and fluxes, respectively. We model
the memristors through the relation M ⊂RB×RB as

(q,ϕ) ∈M, (ML)

see [1]. We assume that for all (q,ϕ),(q′,ϕ ′) ∈M

(q−q′)⊤(ϕ−ϕ ′)≥(q−q′)⊤A (q−q′)

+(ϕ−ϕ ′)⊤B(ϕ−ϕ ′)

is satisfied. Here, A = diag(α1, . . . ,αB) and B =
diag(β1, . . . ,βB) are positive definite matrices. The param-
eters αm and βm correspond to the memristor on edge m in
the network.
Furthermore, we assume that our circuit is attached to a port
at node k and ℓ. We denote the port charge and port flux as
qP ∈R and ϕP ∈R, respectively. We want to show that there
is a relation between qP and ϕP by utilizing integrated ver-
sions of Kirchhoff’s voltage and current law, as in [2], and
(ML). We note that the integrated version of Kirchhoff’s
current states that

D(q−q0) = DE(qP−qP,0) (KqL)

iP(t)

Figure 1: Network of memristors attached to a source applying
an input iP(t) : [0, t]→ R, leading to qP(t)− qP(0) =∫ t

0 i(τ)dτ , to the circuit.

and the integrated version of Kirchhoff’s voltage law reads

∃ψ ∈RN s.t.
[

ϕ−ϕ0
ϕP−ϕP,0

]
=

[
D⊤

(ek− eℓ)⊤

]
ψ. (KϕL)

Here, the notation was simplified by omitting time-
arguments, e.g. q(t) = q and q0 = q(0). For sake of sim-
plicity we introduce the new notation

δqP := qP−qP,0 and δϕP := ϕP−ϕP,0.

We can now state the following theorem.

Theorem 2.1 Consider a connected graph G (D) and
assume (q0,ϕ0) ∈ M. Then there exists a relation
MP(q0,ϕ0) ⊂ R×R such that (δqP,δϕP) ∈ MP(q0,ϕ0)
Moreover, there exist αP > 0 and βP > 0 satisfying αPβP≤ 1
such that

(δqP−δq′P)(δϕP−δϕ ′P)≥ αP(δqP−δq′P)
2

+βP(δϕP−δϕ ′P)
2

for all (δqP,δϕP),(δq′P,δϕ ′P) ∈MP(q0,ϕ0).
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1 Introduction

Following the rapid growth of modern engineering systems
in size, control synthesis for such systems has become in-
creasingly challenging, as many existing design methods
do not scale with the system dimension. This motivates
abstraction-based hierarchical control techniques which re-
fine the control input designed for a low-dimensional ab-
stract system into the proper control input for the concrete
system. We propose a notion of system abstraction and char-
acterize the existence of the abstract system in terms of rank
constrained linear matrix inequalities.

2 The notion of (γ,δ)-abstraction

Consider a concrete control system

ΣΣΣc :

{
ẋc = Acxc +Bcuc +Ecwc,

zc = Gcxc +Hcuc +Kcwc,
(1)

where xc ∈ Rnc , uc ∈ Rmc , wc ∈ Rqc , and zc ∈ Rkc represent
system state, control input, external input, and controlled
output, respectively. We assume that (1) is asymptotically
stable.
As many synthesis methods do not scale with the dimension
of (1), we hierarchically control (1) by synthesizing a con-
troller for a low-dimensional abstract control system which,
in turn, provides the proper control input for (1). For this
purpose, we consider an abstract system of the form

ΣΣΣa :





ẋa = Aaxa +Baua +Eawa,

uc =Caxa +Daua,

za = Gaxa +Haua +Kawa,

(2)

where xa ∈ Rna , ua ∈ Rma , wa ∈ Rqa , and za ∈ Rka . We also
assume that (2) is asymptotically stable.

Definition 1. Given asymptotically stable dynamical sys-
tems ΣΣΣc and ΣΣΣa, for γ,δ > 0, the system ΣΣΣa is said to
be a (γ,δ)-abstraction of the system ΣΣΣc if there exist con-
stants ε,µ > 0 such that for initial conditions xc(0) = 0 and
xa(0) = 0 and for every external input wc,wa ∈L2 and every
control input ua ∈L2,

∥zc− za∥2≤ γ ∥wc−wa∥2+(δ−ε)
∥∥∥∥
[

wc
wa

]∥∥∥∥
2

+(µ−ε)∥ua∥2 .

For any controlled-output trajectory of ΣΣΣa, determined by
wa and ua, ΣΣΣa generates a control signal uc subject to which
ΣΣΣc admits a controlled-output trajectory which approximates
that of ΣΣΣa.

3 Main Results

We characterize the existence of a (γ,δ)-abstraction of a con-
crete system as a rank-contratined LMI feasibility problem.

Theorem 1. Given a system ΣΣΣc, there exist a system ΣΣΣa of
the form (2) such that ΣΣΣa is a (γ,δ)-abstraction of ΣΣΣc if and
only if there exist positive definite matrices X , Y , matrices
W , Z and a positive scalar µ such that Y −X ≽ 0 and




XAT
c +AcX Ec XGT

c
ET

c −(γ +δ )I KT
c

GcX Kc −I


≺ 0,




⟨AcY +WBT
c ⟩s Ec 0 BcZ

ET
c −(γ +δ )I γI 0
0 γI −(γ +δ )I 0

ZT BT
c 0 0 −µI


≺ 0,

rank
[
Y −X W

]
= rankY −X ,

rankY −X ≤ na,

where ⟨M⟩s = M+MT .

4 Conclusion

The notion of (γ,δ)-abstraction relates to the hierarchical
control problem as it measures to what extent the controlled-
output trajectories of a concrete system are simillar to that
of its abstraction. The existence of such an abstraction is
characterized in terms of rank-constrained LMIs.
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1 Introduction

Simulation-based assume-guarantee contracts for linear dy-
namical systems are introduced in [1] as an alternative to
traditional methods for expressing specifications in control,
such as dissipativity theory and set invariance. These con-
tracts have a couple of distinguishing features. First, they
express specifications on the dynamic behaviour of a sys-
tem. Second, they are tailored to support modular analy-
sis and design of interconnected systems through notions of
contract refinement and contract composition.

Here, we will consider the problem of controller design for
contract implementation. In particular, we will provide nec-
essary and sufficient conditions for the existence of a con-
troller that turns a given plant system into an implementa-
tion of a given contract. We will also consider the problem
of constructing such a controller.

2 Control for implementation

Consider a linear system of the form

Σ :

{
ẋ = Ax+Bu,

y =Cx+Du,
(1)

with state x, input u, and output y. The contracts in [1] ex-
press specifications on the dynamic behaviour of Σ. A char-
acteristic feature of these contracts is that they take the en-
vironment of Σ explicitly into account. The environment of
Σ is a linear system that generates input trajectories for Σ.
The available information about the behaviour of this envi-
ronment is captured by the assumptions A, defined as

A :

{
ẋa = Aaxa +Gada,

u =Caxa.
(2)

with state xa, driving variable da, and output u. That is, we
know that the only input trajectories that Σ might receive are
the ones that can be generated by the assumptions A. We
obtain the interconnection A∧Σ by setting the output of A
as input of Σ. We take both u and y as outputs of A∧Σ.

A Σ y

u

≼
u

y
Γ

Figure 1: Contract implementation.

The desired dynamic behaviour of Σ is captured by the guar-
antees Γ, defined as

Γ :





ẋg = Agxg +Ggdg,

u =Cu
gxg,

y =Cy
gxg,

(3)

with state xg, driving variable dg, and outputs u and y. A
contract C is defined as a pair of assumptions and guaran-
tees, that is, C = (A,Γ). Then, contract implementation is
defined using the notion of simulation. Roughly speaking,
a system Ξ1 is simulated by another system Ξ2, denoted by
Ξ1 ≼ Ξ2, if any output trajectory that Ξ1 can generate is an
ouptut trajectory that Ξ2 can also generate.

Theorem 1. A system Σ implements the contract C = (A,Γ)
if and only if A∧Σ ≼ Γ.

This means that Σ implements C = (A,Γ) if any input-
output trajectory generated by Σ, where the input trajectory
is generated by A, can also be generated by Γ.

Now, suppose that we are given a plant system

P :





ẋp = Apxp +Bu
pu+Bv

pv,

y =Cy
pxp,

z =Cz
pxp,

(4)

with state xp, input u, control input v, output y, and control
output z. Our goal is to design a controller

C :

{
ẇ = Kw+Lz,

v = Mw+Nz,
(5)

with state w, input z, and output v, such that the intercon-
nection P∧C implements a given contract C = (A,Γ). We
can show that such a controller exists if and only if there ex-
ists a pair of subspaces that satisfy a set of conditions that
are reminiscent of controlled-invariance and conditioned-
invariance. Given such a pair of subspaces, we can explicitly
construct a controller that achieves our goal. Fortunately, we
can also derive a systematic procedure to obtain such a pair
of subspaces whenever it exists.
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1 Introduction

Network systems are widely applied in analysis and control
of interconnected systems, such as multi-agent systems and
smart grids. The synchronization problem, as a fundamental
issue in the research of network systems, received consider-
able attention in the last two decades. Recently, in order to
bypass the difficulty of system identification in the model-
based control, data-driven control has been popularized in
research of synchronization problems.

To necessarily design controllers directly from data that are
not informative to identify the system model uniquely, the
data informativity framework was proposed by van Waarde
et. al. [1]. We will focus on solving synchronization prob-
lems of linear discrete-time homogeneous network system
based on the informativity framework. In particular, we pro-
vide necessary and sufficient conditions that the data are in-
formative for synchronization, and show how to design a
controller achieving from the data.

2 Problem

We consider a linear discrete-time multi-agent system of the
form

ξ (k+1) = [(Ip⊗As)− (L ⊗BsK)]ξ (k), (1)

where p is the number of agents, (As,Bs) ∈ Rn×m×Rn×m

describe the node dynamic, K is the coupling matrix, and
L ∈Rp×p is the Laplacian matrix of a connected undirected
simple graph. Let 0 < λ1 6 λ2 6 · · ·6 λp be the eigenvalues
of L . It is well-known that the system (1) is synchronized
if and only if As−λiBsK is Schur for all i ∈ [2, p].

In this note, we want to study synchronization of the system
(1) under the assumption that As and Bs are unknown but we
can collect input/state data from the system

x(k+1) = Asx(k)+Bsu(k). (2)

Suppose that T > 1 and

U− : =
[
u(0) u(1) . . . u(T −1)

]

X : =
[
x(0) x(1) . . . x(T )

]

are input/state data that are harvested from the system (2).
We define the set of systems that explain the data (U−,X)
by

Σ :=
{
(A,B)|X+ =

[
A B

][X−
U−

]}
,

where

X+ : =
[
x(1) x(2) . . . x(T )

]
,

X− : =
[
x(0) x(1) . . . x(T −1)

]
.

Clearly, we have (As,Bs) ∈ Σ, and any system (A,B) ∈ Σ
can generate the data (U−,X). Then we give the definition
of synchronization as follows.

Definition 1 We say that the data (U−,X) are informative
for synchronization if there exists K such that the multi-agent
system (1) is synchronized for all (A,B) ∈ Σ.

The problem is to find the necessary and sufficient condi-
tions that the data (U−,X) are informative for synchroniza-
tion, and provide the design method of K.

3 Main Results

Theorem 1 The data (U−,X) are informative for synchro-
nization of a discrete-time system, whose interconnection
structure is an connected undirected simple graph, with con-
trol gain K if and only if the following conditions are satis-
fied.

¬ X− is full row rank, and there exist p− 1 right inverses
(X†
−)2,(X

†
−)3, . . . ,(X

†
−)p of X− such that X+(X

†
−)i is Schur

for all i ∈ [2, p].

­ U−(λi(X
†
−) j−λ j(X

†
−)i) = 0 for all i, j ∈ [2, p].

Moreover, if conditions ¬ and ­ are satisfied, K =−U−(X†
−)i

λi
is the control gain that achieves synchronization.

References
[1] H. J. van Waarde, J. Eising, H. L. Trentelman and M.
K. Camlibel, “Data Informativity: A New Perspective on
Data-Driven Analysis and Control,” in IEEE Transactions
on Automatic Control, 2020.

42nd Benelux Meeting on Systems and Control Book of Abstracts

129



Performance Shaping for Data-Driven Generalized plants
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1 Introduction

Nowadays data is more readily available than it used to
be. Moreover, computers are able to store more data and
their computational strength is still increasing according to
Moore’s law. There are increasing performance expecta-
tions in terms of accuracy, speed, and energy efficiency that
drive machine designs to become more complex, making
first principle modeling increasingly more challenging for
these new designs. In modern control engineering, it is es-
sential to learn a controller directly from the available data
instead of designing a controller from data-based model-
ing. Firstly, the latter is computationally expensive, and sec-
ondly, this avoids losing information by imposing a model
class and structure on the data.
Direct data-driven controller synthesis is achieved by view-
ing the data as a non-parametric representation of the ac-
tual system. This viewpoint stems from a result that has
had enormous attention in the last few years. This result
is known as Willems’ Fundamental Lemma [1] provides a
systematic way to represent the behavior of dynamical sys-
tems based on measured data. This Lemma state that given
a measured input-output trajectory DN = {ud

k ,y
d
k}N−1

k=0 with
a sufficiently rich input, the output is also guaranteed to be
informative as well. In [2] it derived that if the following
rank condition

rank
([

HL(ud)
HL(yd)

])
= m(B)L+n(B) (1)

holds, where L ≥ ℓ(B)+1, then linear combinations of the
columns span the finite behavior of the system. Here m(B)
is the input cardinality, n(B) is the state-dimension and
ℓ(B) is the lag of the system, e.g. how many samples are
required to uniquely determine the initial state condition.
The input-state measurement version of the Fundamental
Lemma has been used for optimal controller design, see for
instance [3]. Compared with model-based controller design,
it is not yet clear how to use data-based controller synthesis
results to guarantee certain performance in the time domain
a priori.

2 Proposed approach

An intuitive tool to design model-based controllers with
performance guarantees is mixed-sensitivity. This shaping
framework is based on a powerful concept appropriately
named generalized plants, see [4]. Generalized plants are
able to specify a large generality of control problems. Gen-
eralized plants are augmented by weighting filters that en-
code desired time-domain performance criteria by shaping
sensitivity functions. In this work, we propose to incorpo-
rate generalized plants into the data-driven framework.
First and foremost, the versatility of control configurations

Figure 1: Data-driven control configuration

as block diagrams is investigated. A marriage of model-
based representations and data-driven non-parametric repre-
sentations is shown in Figure 1, here the rectangular blocks
represent parametric models while the cloud-shaped blocks
represent gathered data. The model-based weighting filters
are seen as constraints on signals in the control configura-
tion. A sketch of this marriage is provided in the following
example where a filter is applied to the error signal in the
figure.

z1 =WS(r− yg)⇔ A(σ)z1(k) = B(σ)(r(k)− yg(k))

B(σ)yg =
n

∑
i=0

Biσ iyg(k) = BHn+1(yd)g
(2)

where B = [B0,B1, ...,Bn] which holds for some g if n ≥
ℓ(B). Now user-defined exogenous inputs w require initial-
izing data for the augmented weighting filters. Incorporating
weighting filters into the generalized plant allows for mixed-
sensitivity shaping.
This transformation to a purely data-driven generalized plant
allows for dissipativity analysis and synthesis for which
some system norms, such as the H∞-norm, arise as a par-
ticular choice of the supply function. The availability of
only input-output data renders the construction of a storage
function infeasible. As mentioned in [3] the past samples of
inputs and outputs, e.g. the memory, can also be viewed as
the state.
With this approach, we aim at generalizing control configu-
rations, controller synthesis, and shaping methods for data-
based representations that rival the performance achieved by
sequential system identification and model-based controller
design.
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1 Introduction

Born with the inception of the study of dynamical systems,
invariant sets are at the core of stability analysis. These
sets can be defined using several pathways and mathemat-
ical concepts, but the most direct and intuitive definition is
as follows: an invariant set S is a subset of the state space
such that, once the state belongs to S, it will remain therein
for all future instants. Mathematically,

S is invariant if x(t0) ∈ S⇒ x(t) ∈ S ∀t ≥ t0.

The computation of this family of sets has been the subject
of many a research line over the last two centuries, with the
vast majority of them focusing on the computation of invari-
ant sets around a single point of equilibrium. Such invariant
sets are useful in the regulation problem, where the goal is
to drive the state to a given point of equilibrium—typically
the origin.

However, when tackling the set-point regulation problem,
where the objective is to steer the state towards any given
point of equilibrium within a variety of equilibria, these
“static” invariant sets prove themselves ineffective. Indeed,
in this setting, invariant sets need to be reference dependent:
a set-valued function, S(r), that returns an invariant set for
any admissible value of the reference, r.

Another aspect that fundamentally changes the computation
of invariant sets is the presence of constraints. Undoubtedly,
invariant sets need to be contained strictly within the con-
straint set for the state to never violate the constraints once
it enters these sets. If indeed, a given invariant set is con-
tained in the constraint set, it is said to be admissible.

This publication cover the computation of admissible ref-
erence dependent invariant sets for systems which can be
feedback-linearized by a polynomial control law.

2 Problem statement and results

Consider the following constrained system

δx = f (x,u),

x ∈ X, u ∈ U,

with x∈Rn, u∈Rm, X⊆Rn, U⊆Rm, and where δx denotes
the successor state in discrete time, and the time derivative in
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Figure 1: Visualization of the reference dependent invariant sets
for different values of the reference.

continuous time. It is assumed that a stabilizing polynomial
control law u(x,r) : Rn×Rp→ Rm is known such that

f (x,u(x,r)) = Ax+Br,

for some asymptotically stable A ∈ Rn×n and B ∈ Rn×m. As
the system is in linear form, it admits a reference dependent
Lyapunov function of the form

V (x,r) = (x− x̄r)
T P(r)(x− x̄r) ,

in which P(r) is a matrix of size n× n whose elements are
polynomials in r, and x̄r denotes the steady state associated
to the reference r.

By invoking the central theorem of [1] it is possible to use
Semi-Definite Programming to compute the polynomial ma-
trix P(r), and consequently ellipsoidal invariant sets whose
shape and center vary according to the reference. An exam-
ple of this is presented in Figure 1, in which the constraint
is depicted in solid red, the invariant set as a solid black el-
lipsoid, the steady state as a black dot, and the admissible
variety of steady states as a black dashed line.
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1 Introduction

Higher-order recurrence plots may enable us to reveal more
structure than what is possible with traditional recurrence
plots (RPs). While RPs attempt to detect recurrence rela-
tions by pair-wise comparison of time-delayed embeddings,
given a time series, higher-order RPs may detect recurrences
by comparing multiple time-delayed embeddings simultane-
ously. In this work, we limit ourselves to third-order recur-
rence plots (TORPs) for time series analysis, as they can still
be graphed straightforwardly, and propose future directions.

2 Recurrence Plots & Existing Extensions

Recurrence plots (RPs) allow us to visualize recurrences in
state-space trajectories, enabling us to deduce certain prop-
erties of the underlying system [1]. A recurrence is a point
in the state space where the trajectory passes through at a
time i and returns to at a later time j (up to some small er-
ror, say ε), i.e., recurrences are points where x(i) ≈ x( j) with
x(i) the state of the system at time i. More formally, thresh-
olded RPs can be represented by an N×N matrix R defined
element-wise as

ri j =

{
1 if dist

(
x(i),x( j)

)
≤ ε

0 otherwise,

for 1 ≤ i, j ≤ N, where dist(·) is some distance metric —
usually the Euclidean distance — and ε is the recurrence
threshold. Given a time series u, the state can be recon-
structed via a time-delayed embedding defined as x(i) =[
ui ui+τ · · · ui+τ(M−1)

]T with embedding dimension M
and time delay τ . The matrix R can then be visualized in a
2D graph by plotting a black dot at coordinate (i, j) if ri j = 1.

Higher-order extensions to RPs have been proposed, such as
‘generalized’ RPs — a.k.a. “recurrence hypercubes” — and
‘generalized’ recurrence networks [2, 3], that are tailored to
spatial data. Recurrence hypercubes are constructed by pair-
wise comparison (i.e., two orders) of spatial data (i.e., two
orders), leading to a fourth-order tensor. A recurrence net-
work represents the states by nodes and the recurrence rela-
tions by edges between nodes so that the network topology
characterizes the recurrence patterns. Alternatively, multiple
traditional RPs, obtained under varying parameter settings,
can be ‘stacked’ into a third-order tensor as proposed in [4].

3 Third-Order Recurrence Plots & Time Series

We propose a straightforward generalization of traditional
RPs as follows. We define a third-order recurrence plot, or
TORP, that can be represented by an N×N×N third-order
tensor R defined element-wise, for 1≤ i, j,k ≤ N, as

ri jk =

{
1 if dist

(
x(i),x( j),x(k)

)
≤ ε

0 otherwise.

In contrast to traditional RPs, we require a distance metric
that allows us to compare three time-delayed embeddings
simultaneously instead of just two. There are many ways to
do this. A TORP can then be visualized by plotting a colored
dot at coordinate (i, j,k) if ri jk = 1 in a 3D graph.

TORPs can be used for time series analysis. In Figure 1,
we illustrate the unthresholded and thresholded TORP for
a simple univariate and noisy time series that features three
events. One can deduce the event times from the image. In
this example, we used a generalization of the cosine simi-
larity for the distance metric. Our approach can be extended
easily to joint, cross, and fuzzy RPs, as well as recurrence
quantification analysis, leading to new exciting directions
for time-series analysis by means of higher-order RPs.

Figure 1: Unthresholded (left) and thresholded (right) TORP.
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1. Introduction 

In the coming decades, a combination of a growing world 

population and growing income levels will increase the 

demand for animal proteins [1]. One source of high-quality 

animal protein is aquaculture, which makes up over 50% of 

global fish consumption. Current state of the art recirculating 

aquaculture systems (RAS), achieve high fish production 

rates, but produce a large amount of waste in the form of 

chemical oxygen demand (COD), total ammonium nitrogen 

(TAN), nitrate (NO3
-) and phosphorus compounds (P) [2]. 

 

Aquaponics, the coupling of a RAS to a hydroponic system 

(HPS) can help solve this problem and achieve optimal 

nutrient use and recycling. The core system consists of a 

RAS which is connected one-way to an HPS system. 

Dissolved N and P flow from RAS to HPS, where the water 

leaves the system through evapotranspiration. Solid waste 

from the fish tank and from the HPS flows to an up-flow 

anaerobic sludge blanket (UASB) digester, where COD is 

removed and solid P and N are solubilized. Dissolved 

nutrients from the digester also flow to the HPS. Additional 

nutrients can be supplemented if required [2].  

 

2. Problem Definition 

The performance of the aquaponics system is evaluated by 

three key types of parameters:  

1) Nutrient use efficiency (NUE) for P and N, defined as 

the percentage of nutrients coming into the system that 

end up in fish or in plants;  

2) Water use efficiency (WUE), defined as the percentage 

of water that is not wasted through over-dilution;  

3) Nutrient self-sufficiency (NSS) for P and N, defined as 

the percentage of nutrients that go to the HPS 

originating from the RAS.  

 

KPI values depend in on the relative sizing of the RAS and 

HPS sub-systems and on the flows between these systems. 

Current systems are unbalanced, leading to unutilized waste 

streams and the need for nutrient supplementation. This can 

be improved by expanding the network with more nodes and 

by improving the dynamic operation of the system.  

 

 

 

3. Research Methods 

This research combined static and dynamic optimization 

techniques with previous modelling work to investigate a) 

which nodes to add to the system and b) the optimal control 

trajectory for the best system design found in part a). Static 

optimization was carried out in Matlab in four different 

seasons under natural and supplemented light conditions.  

 

Of the four evaluated system designs, the design shown in 

figure 1 was evaluated under dynamic conditions using 

Tomlab, a Matlab extension for optimal control.   

 

4. Key Findings 

1) A chicken manure digester should be added to prevent 

nitrogen limitation;  

2) Optimal control is able to achieve high simultaneous 

values for NUE, WUE and NSS for all nutrients, area 

remains a key design parameter;  

3) Using optimal control, buffering of the system can take 

place in time, as the constraints on nutrient concentration 

allow for annual fluctuations.  
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Figure 1: Optimal aquaponics system design  
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We develop a methodology that automatically provides nu-
merically tight performance bounds for first-order decentral-
ized methods, by solving a semidefinite program whose size
is independent of the number of agents in the network [1].

In decentralized optimization, we consider a set of agents
{1, . . . ,N}, working together to minimize the average of
their local functions f (x) = 1

N ∑N
i=1 fi(x). This problem can

be written using a separable function Fs : RNd → R:

min
x1 . . . ,xN ∈ Rd

Fs(x1, . . . ,xN) =
1
N

N

∑
i=1

fi(xi), (1)

such that x1 = · · ·= xN .

where fi : Rd → R is the private function locally held by
agent i and xi ∈ Rd is its local decision variable. Each agent
i performs local computations and exchanges local informa-
tion with its neighbors to come to an agreement on the mini-
mizer x∗ of the global function f . Exchanges of information
often take the form of an average consensus on some quan-
tity, e.g., on the xi. These consensuses can be represented
using a multiplication by a matrix W ∈ RN×N , typically as-
sumed symmetric and doubly stochastic and characterized
by its second largest eigenvalue λ .

In general, the quality of an optimization algorithm is eval-
uated via a worst-case guarantee. Accurate worst-case guar-
antees can be difficult to compute theoretically. Recently,
an alternative computational approach, called Performance
Estimation Problem (PEP), has been developed to automati-
cally compute tight worst-case guarantees by solving an op-
timization problem [2]. A PEP is looking for the function
and the initial point maximizing a given performance cri-
terion when running K iterations of the algorithm. In our
previous work [3], we have extended this PEP framework
to decentralized optimization, resulting in problems whose
size grows with the number of agents N. In our new work
[1], we develop a new PEP formulation for decentralized
optimization whose problem size is now independent of N,
though N could still appear as a scaling coefficient in some
cases. This allows to obtain worst-case guarantees valid for
any number of agents N by solving compact problems.

This new PEP formulation takes a global view on the de-
centralized problem (1), by neglecting the separability of
the function Fs, which a priori corresponds to a relaxation.
The problem becomes then one of optimizing a function
F : RNd → R over x ∈ RNd , under the constraint that x be-
longs to the consensus subspace (all xi ∈Rd are equal). This
will admit a simple representation that only requires decom-

posing x into two blocks of components, respectively along
the consensus subspace and along its orthogonal comple-
ment, as opposed to the N blocks of components along each
xi in [3]. See [1] for details about this new formulation.

We have demonstrated this new agent-independent PEP for-
mulation on several examples (algorithms DGD, DIGing
and EXTRA), and observe empirically its tightness for sym-
metric and generalized1 doubly stochastic averaging matri-
ces [1]. This tool allows to answer rapidly to a large di-
versity of questions about the performance of decentralized
algorithms. For example, it can help in algorithm compar-
ison: Figure 1 shows that EXTRA seems to perform better
than DIGing for time-constant averaging matrices but is not
robust to time-varying matrices.
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Figure 1: Comparison between algorithms DIGing and EXTRA
for 10 iterations with constant and time-varying aver-
aging matrices W , for different values of λ . Optimized
step-sizes and fi are 0.1-strongly convex and 1-smooth,
for all i.
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MECO Research Team, Department of Mechanical Engineering, KU Leuven, Belgium

Flanders Make@KU Leuven, Belgium
Email: david.kiessling@kuleuven.be

1 Introduction

Nonlinear optimization methods such as Feasible Sequen-
tial Linear Programming (FSLP) [2] or Feasibility-Projected
Sequential Quadratic Programming (FP-SQP) [4] iteratively
find solutions to Nonlinear Programs (NLP) of the form:

min
x∈Rn

f (x)

s.t. g(x) = 0,
h(x)≤ 0.

(1)

where x ∈Rn is the vector of decision variables, f : Rn→R
denotes the objective function, and g : Rn → Rm, h : Rn →
Rp denote the equality and inequality constraints, respec-
tively. Particularly interesting is the fact that both methods
keep all intermediate iterates feasible. Thus, the algorithms
can be stopped at any feasible, suboptimal iterate. In appli-
cations, where calculation time is limited, such as Nonlinear
Model Predictive Control (NMPC), this is beneficial. An
NMPC controller solves a sequence of NLP (1) in a reced-
ing horizon fashion. Every NLP is solved within a given
time window which must be shorter than the sampling time
to allow real-time implementations.
The research proposed in this abstract aims at applying
FSLP and FP-SQP in a real-time scenario. This includes
embedding the algorithm and its ability to be stopped at a
feasible point in a real-time setting. Additionally, the glob-
alization strategy applied in FSLP and FP-SQP will be ex-
ploited for reliable convergence while ensuring fast execu-
tion time. The resulting algorithm will be tested on a chal-
lenging autonomous driving example.

2 Algorithmic Framework

FSLP shares the algorithmic core of FP-SQP, with lin-
ear problems being solved instead of quadratic programs.
Therefore, the presentation below is limited to FP-SQP only.
The algorithm of FP-SQP is depicted as follows. For every
iteration, a quadratic program of the form

min
∆w

∇ f (w)⊤∆w+
1
2

∆wT Hk∆w

s.t. g(w)+∇g(w)⊤∆w = 0,

h(z)+∇h(w)⊤∆w≤ 0,
∥∆w∥∞ ≤ ∆k.

(2)

is solved. The solution of (2), i.e., ∆wk, is used to perform
a step wk+1 = wk +∆wk towards the optimal solution. How-
ever, this iterate is in general not feasible with respect to the
constraints of (1). Next, wk+1 is projected on the feasible
set of (1). The trust-region combined with a merit function
decides upon step acceptance. In [2], a feasibility projec-
tion strategy was introduced which is used in the real-time
algorithm. The higher order terms of the constraints in (1)
at wk+1 are corrected until a feasible iterate is reached.
In real-time optimization, the so-called Real-Time Iteration
(RTI) scheme [1] is state-of-the-art. One SQP iteration, i.e.,
solving only one QP, per NMPC iteration is performed. In
many applications this is sufficient to achieve a converging
real-time algorithm.
The proposed algorithm starts from the RTI scheme by solv-
ing (2). The resulting iterate is projected on the feasible
set. In certain cases, this already suffices to achieve recur-
sive feasibility of the NMPC controller. An additional new
approach will be to use the trust-region in (2) to guarantee
global convergence for real-time optimization problems.

3 Outlook

A novel real-time algorithm which is based on FP-SQP is
proposed. An additional globalization strategy is used to
achieve global convergence. The algorithm will be demon-
strated on an autonomous driving simulation example. Im-
plementing the algorithm on real-time hardware will be sub-
ject of future research.
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1 Introduction

To mitigate cyber attacks on networked control systems
(NCS), security measures (such as encryption) should be op-
timally allocated, such that the attack is effectively detected
with minimal performance loss. To this end, we propose an
allocation strategy for uncertain linear systems under sensor
attacks [1]. We next explain the problem setup.

2 Problem Setup

We consider a DT LTI process with parametric uncertainty
δ ∈Ω, regulated by a full order controller and, a Kalman fil-
ter’s residue-based anomaly detector as depicted in Figure 1.
The NCS has good performance if the energy of the perfor-
mance output ||yp||2ℓ2

is small (LQ control) and an anomaly
is considered to be detected when the detector output energy
||yr||2ℓ2

is greater than a predefined threshold, say εr.

In the NCS, we consider an adversary injecting false data
into the sensors (or actuators, but not both). The adversary
disrupts the system’s behavior while staying stealthy (con-
tradictory objectives to the operator). Only the operator has
an uncertain process model but the adversary has the exact
process knowledge. This setup is far from reality but helps
us study the worst case. Now, the main problem we study is
to allocate the nw security measures across ny sensors where
nw < ny which can be formulated as

Q∗w = arg inf
Qw

VaRβ

{
sup

a∈ℓ2e

||yp(δ )||2ℓ2

∣∣∣∣∣
||yr(δ )||2ℓ2

≤ ε
δ ∈Ω

}
(1)

where Qw ≜ {Q|Q⊂S , |Q|= nw},S is the set of sensors,
and Q∗w is the protected set of sensors, and VaRβ represents
the Value-at-risk given β ∈ [0, 1]. Given a random variable
X ,VaRβ [X ]≜ inf{x|PΩ[X ≤ x]≥ 1−β}.

3 Contributions

Contribution 1: Given a set of protected sensors Qw, the
problem of determining the VaRβ is computationally intense
as Ω is continuous or discrete with large cardinality. Then,
given ε1 as the accuracy of approximation of PΩ in VaR, we
show that the ε1 approximate VaRβ can be determined by
solving N1 SDPs where N1 ∝ ε−1

1 [1, Theorem 4.3].
Contribution 2: Using exhaustive search over the set Qw, we
outline an algorithm to determine the set of protected sen-
sors that minimizes the (approximate) VaR [1, Algorithm 1].
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Figure 1: NCS under attack
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Figure 2: The VaR0.1 after protecting various combinations of sensors (actuators)
are depicted on the left (right) figure in blue. The text on the top of
each bar denotes the sensor (actuator) that is protected. The bar at
position “1” of the figure on the left corresponds to the risk when none
of the sensors are protected. The plots in red represent the impact on
the nominal system after the security measures are allocated using the
impact on the nominal system as a metric.

We numerically depict the difference when allocating using
the impact on the nominal system in Figure 2 considering
the system matrices in [1, Section VI].

Ongoing works

Some ongoing works include (i) considering CVaR as the risk metric, (ii) optimal
design of controllers [2, 3], and (iii) considering an uncertain adversary [4].
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1 Introduction

Hedging against uncertainty in the choice of probability dis-
tributions is essential in data-driven stochastic optimization.
Such choices need to account for limitations like the amount
of available data, the dimensionality of the uncertainty, or
the fact that the data might be corrupted, as these factors in-
fluence the accuracy of the inferred model and the reliability
of the decision. Thus, it is required to derive trustworthy am-
biguity sets from the available data, which contain the data-
generating distribution with high probability. It is desirable
to achieve this under the least possible amount of conserva-
tiveness and with tractability guarantees for the optimization
problem.

2 Problem formulation

A typical data-driven distributionally robust optimization
problem has the form

min
x∈X

max
Pξ∈P̂N

EPξ

[
f (x,ξ )

]
, (1)

where f is the cost function, x is the decision variable,
ξ ∈ Rd is a random vector with distribution Pξ , and P̂N is
an ambiguity set of distributions that is informed by N sam-
ples of ξ . A convenient choice to build P̂N is by grouping
the distributions around the empirical distribution PN

ξ of the
samples up to a given distance ε in the Wasserstein metric
[2], which yields a ball B(PN

ξ ,ε). It is possible to tune the
radius of this ball to guarantee that it contains the true distri-
bution with prescribed confidence. However, this becomes
very conservative when the dimension d of the uncertainty
is high [1]. This curse of dimensionality can be overcome
by exploiting independence between the lower-dimensional
components of ξ = (ξ1, . . . ,ξn) to build an ambiguity ball
for each component and construct a product measure hyper-
rectangle

H(PPPN
ξ ,εεε) :=B(P̂N

ξ1
,ε1)⊗ . . .⊗B(P̂N

ξn
,εn), (2)

around the product of the empirical distributions of the
components PPPN

ξ . Nevertheless, H is a non-convex set and

tractable reformulations of (1) with P̂N =H(PPPN
ξ ,εεε) are only

available when the cost is the sum or the product of functions
that depend on the individual components ξ1, . . . ,ξn [1].

Pξ
N

Pξ
N

Figure 1: The multi-transport hyperrectangle contains the product
measure hyperrectangle while enjoying the same sta-
tistical guarantees and similar size-reduction properties
compared to the monolithic ambiguity ball.

3 Multi-transport ambiguity hyperrectangles

To obtain tractable reformulations for a broader class of
functions, we propose another ambiguity set, which contains
H without being much larger. Given a baseline measure µ
and a vector of transport budgets δδδ =(δ1, . . . ,δn)∈Rn

+, con-
sider the set of transport plans

Π(µ,δδδ ) :=
{

π ∈ Pp(Rd×Rd) : pr1(π) = µ
∫
∥ξk− ξ̂k∥pdπ(ξ̂ ,ξ )≤ δk, k = 1, . . . ,n

}
.

where Pp(Rd×Rd) denotes the class of distributions on Rd

with finite pth momen and pr1(π) denotes the first marginal
of π . We next introduce the multi-transport hyperrectangle

H (PPPN
ξ ,εεε) :=

{
Pξ ∈ Pp(Rd) s.t ∃π ∈Π(PPPN

ξ ,εεε)

with marginal Pξ
}
. (3)

By exploiting the analysis in [2], we formulate a tractable
dual problem for (1) with P̂N = H (PPPN

ξ ,εεε) and establish
strong duality for any upper semi-continuous cost function
f . In addition, H enjoys similar statistical properties to H

with favorable size reduction rates (see Figure 1).
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1 Introduction
One of the most important developments in statistics in the
last few years has been the introduction and widespread
use of generalized linear models (GLMs), as formulated by
Nelder and Wedderburn [2].
A GLM respects the following steps:

• Random variable: Yt ∼ f (Yt ; µt), where Yt is the ex-
plained variable with mean µt , f is the probability
density or mass of an exponential family, and t is the
observation time.

• Deterministic component: η(Xt) = ∑k
j=1 β jXt j, where

η represents the linear predictor, X is the matrix of
explanatory variables, the β j’s are regression coef-
ficients, and k represents the number of explanatory
variables.

• Link function
g(µt) = η(Xt), (1)

where g represents a transformer function, and de-
pends on the probability distribution.

2 Methods
Consider the GLM with Poisson distribution which is prob-
ably the most used discrete distribution because of its sim-
plicity [1]. It is often used to model the number of events
occurring in a fixed period of time when the times at which
events occur are independent. Its log-likelihood is

L(β ,Y,X) =
n

∑
t=1
{Yt log(µt)−µt − log(Yt !)} , (2)

where µt = g−1(∑k
j=1 β jXt j), according to (1). When g =

log, the Score function is S(β ) = XT{Y −µ}, and the Hes-
sian is H(β ) =−XTWX , where W = ∂ µ

∂η is the diagonal ma-

trix with [ ∂ µt
∂ηt

]tt = [µt ]tt = [exp(ηt)]tt and called the iterative

weights. We get the estimates denoted β̂ by maximum like-
lihood estimation. Then, the Newton-Raphson algorithm [3]
(method A) is commonly used to solve this kind of problem
(i.e, root finding), which produces a sequence βn according
to

βn+1 = βn− (H|β=βn)
−1S(βn) (3)

until it stabilizes around a solution.

An alternative estimation method should be to compute β̂ by
applying the scipy.optimize.fmin method that uses
the downhill simplex algorithm with the log-likelihood (2)
as the objective function (method B).

3 Applications
The explained variable is malaria incidence (Yo{t}) from the
“Programme National de Lutte contre le Paludisme” (PNLP)
of Senegal).1 The explanatory variables are the rainfall (R),
the temperature (T ), the relative humidity (H) from me-
teoblue,2 but also (Yo{t−1}) and an artificial unity vector (I).

We conduct experiments to investigate the importance of the
choice of the initial guess for method B. We observe that
method B stays fixed when we initialize it with the outcome
of method A and that it gives worse RMSE scores when
initialized at others points; see Table 1. This suggests that
the log-likelihood function (2) is a multimodal function with
several local nonglobal minimizers.

Table 1: Results from the two methods in Dakar. RMSE test is
reported. The first part values is for A and the second for
B (where β init’s and β̂ (in dark) are reported).

βR βT βH βYo{t−1} βI RMSE

44.61 -134.89 52.75 0.41 -598.59 2689.7
44.61 -134.89 52.75 0.41 -598.59
44.611 -134.89 52.75 0.41 -598.59 2689.7

0 0 0 0 0
45.79 -11.56 12.86 0.385 -52.64 2812.6

2*44.61 -134.89*2 2*52.75 2*0.41 -598.59*2
44.61 -134.89 52.75 0.412 -598.59 2689.7
44.612 −134.892 52.752 0.412 −598.5922

13.24 445.76 178.18 0.63 -21179.73 5189.8
44.61*10 -134.89*10 52.75*10 0.41*10 -598.59*10

36.86 -1616.72 136.07 1.22 26872.21 3419.4
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1 Abstract

Motivated by the application in bidding in the two-
settlement energy market, we formulate and solve the op-
timal bidding problem as a nonlinear constrained stochastic
optimization problem. The novelty of our work is the us-
age of electricity storage devices in a multi-period bidding
setting. In addition, we implement short-sighted versus far-
sighted policies and investigate the impact of information on
the risk-averse attitude of wind power producers.

2 Introduction

The large-scale integration of wind power into the electric
grid is hampered by its inherent intermittency. A possi-
ble solution is letting wind power producers participate in
the electricity pool, where participants have to offer bids on
multiple forward (e.g. day-ahead) markets. The bids offered
in such markets are financially binding and subject to penal-
ties by the system operator for uninstructed deviations [1].
How should these bids be optimized to minimize quantity
risk and maximize the expected profit of wind power pro-
ducers? We answer this question by optimal bidding over a
multi-period horizon and under uncertainty.

3 Problem Formulation

Let the finite sequence of wind outputs be given as
{W (k),k = 0, . . . , f − 1}, where the wind output W (k) is
modelled as a stochastic variable characterized by Gaussian
distribution. To characterize the expected profit, we must
first consider the decision variable, which is the finite se-
quence of bids C = {C(k),k = 0, . . . , f −1} to be offered in
a multi-period ahead market. The selling prices are denoted
by the finite sequence {pk,k = 0, . . . , f −1}. The imbalance
prices for the negative and the positive deviations from the
offered bid in a multi-period ahead market are denoted by B
and g, respectively. Let us define the storage dynamics as

{
x(k+1) = x(k)+W (k)−C(k), ∀k = 0, . . . , f −1,
x(0) = 0.

where x(k) models the storage state in the interval k. The
expected profit obtained by the wind power producer for the

sequence of bids C = {C(k),k = 0, . . . , f −1} is given by

E(Π(C)) =
f−1

∑
k=0

pkC(k)+
f

∑
k=0

E(B[x(k)]−− [x(k)]+). (1)

where [y]− := min{y,0} and [y]+ := max{y,0}, y ∈ R. The
expected profit (1) consists of the revenue of selling electric-
ity subtracted by the realized imbalances derived from the
shortfall or the overage in the wind outputs. To maximize
the expected profit (1), we have to find the optimal sequence
of bids C∗ = {C∗(k),k = 0, . . . , f −1} given by

C∗ := argmax
C≥0

E(Π(C)).

To this aim, we consider three different decision-making
policies, which we refer to as ‘far-sighted’, ‘short-sighted’,
and ‘short-sighted with information’. As the far-sighted
policy decides for the whole horizon at once by maxi-
mizing (1) then the bid obtained by adopting this pol-
icy is optimal. On the other hand, the sequence
Csub(∗) = {Csub(∗)(k),k = 0, . . . , f −1} which is returned by
the short-sighted policy is sub-optimal as it maximizes (1)
separately for every single interval k. An extension to the
short-sighted policy is when the wind power producer has
information on the storage state from the past interval.

4 Results

The following streamlines three main results of our work:

Theorem 1. The following relation holds for the optimal
and sub-optimal bids, respectively,

Csub(∗)(k)≥C∗(k), ∀ k = 0, ..., f −2,

Csub(∗)( f −1)≤C∗( f −1).

Theorem 2. The following inequality holds for the expected
profits of the far-sighted and the short-sighted policies:

E(Π(C∗))−E(Π(Csub(∗)))≤ β̄ .

Theorem 3. The short-sighted policy with information is
risk-averse; vice versa, the short-sighted policy is risk-
tolerant.
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1 Introduction

Automated and cooperative driving holds the promise to im-
prove road traffic by reducing traffic accidents, congestion,
saving time and money for drivers and transportation com-
panies, and by reducing pollution. The functionalities and
algorithms that are needed in autonomous vehicles, need to
cope with more complexity caused by mixed traffic (i.e. au-
tonomous and manually driven cars), multiple road users in-
teractions and prediction uncertainty. These challenges are
observed in virtually all scenarios including lane merging
scenarios. To address these aspects and improve vehicle
safety, this paper will present a trajectory generation method
that guarantees recursive feasibility in various lane merging
scenarios.

2 Problem Formulation and Scenario

Current merging algorithms, using machine learning or op-
timization methods, are not always able to proactively make
proper decisions, as they often exploit only knowledge about
the current traffic situation and they do not use future pre-
dicted information about other road users. This may lead
to conservative, uncomfortable or even unsafe behavior.
Therefore, novel solutions are desired [1]. In this paper, safe
trajectory generation algorithms for lane merging are intro-
duced. The scenario, we are interested in considers an ego
vehicle, which merges into a target lane with target vehicle,
while keeping a safe distance depending on the ego vehicle
position and speed (see Fig. 1).

3 Controller Design

In order to develop safe trajectory generation algorithms for
merging, in this paper a model predictive controller (MPC)
will be presented. It is assumed that we have perfect knowl-
edge of the target vehicle’s (future) trajectory (i.e. position,
speed and acceleration). Further, the ego vehicle is only
controlled longitudinally through its acceleration, while it
moves along a priori known path. To ensure safe solutions,
recursive feasibility guarantees are proven, by introducing a
terminal set [2] depending on a lane merge in front or behind
the target vehicle. Concluding, this will lead to a non-convex

Target 
lane

Ego 
lane

𝑠1 < 𝐿𝑎𝑛𝑒
𝐶ℎ𝑎𝑛𝑔𝑒

𝑠1 > 𝐿𝑎𝑛𝑒
𝐶ℎ𝑎𝑛𝑔𝑒

𝑠1, 𝑠2 < 𝑀𝑒𝑟𝑔𝑖𝑛𝑔
𝑃𝑜𝑖𝑛𝑡

𝑠1, 𝑠2 > 𝑀𝑒𝑟𝑔𝑖𝑛𝑔
𝑃𝑜𝑖𝑛𝑡

𝑠2

0

𝑠1

Figure 1: Set-up of the lane merging scenario.

mixed integer MPC optimization programs (MIQP-MPC) to
be solved online, which is able to function during the lon-
gitudinal part of lane merge and continues with (Adaptive)
Cruise Control-functionality ((A)CC) afterwards. The con-
trol scheme adheres to the safety constraints during the com-
plete merging process.

4 Outlook

Future work will focus on considering different driving be-
havior of target vehicles with uncertainty regarding their
predicted behaviors. In these scenarios we strive for guar-
antees regarding safe robust recursive feasibility.
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1 Introduction

Efficient operation of thermal systems in battery
electric vehicles (BEVs) is necessary to maximize range
of these vehicles. The state-of-the-art thermal system
comprise of a heat pump system for battery heating and
cooling, and heating, ventilation and air conditioning
(HVAC) of the driver cabin [1]. Typically, classical
feedback control is used for controlling actuators in
the heat pump system such that the system efficiency
characterized by coefficient of performance (COP)
is maximized. The control parameters are tuned
by experts, which requires large times and system
knowledge due to a wide range of operating conditions.
These conditions can be classified into several groups:
1) Ambient conditions such as temperature, pressure,
humidity, 2) Driver settings such as cabin temperature
and blower speed and 3) Vehicle speed. Moreover,
system efficiency is limited due to the manual tuning
process.

Reinforcement Learning (RL) is identified as a
promising method for automating this calibration
process, reducing the expert effort and maximizing
system efficiency [2]. In RL, an agent interacts with the
environment autonomously and learns to take actions
that maximizes the control system performance. In
this paper, an off-line calibration approach using RL
is proposed to calibrate the reference setpoints for
steady-state control of heat pump system in cabin
cooling mode.

2 Method

The control scheme with RL-based calibration of
reference setpoints is shown in Figure 1. A design

Figure 1: Proposed control system design. Components
of RL-based method shown in gray.

process shown in Figure 2 is proposed to develop a
RL-based calibration method. As a first step, the agent
was trained in simulation environment assuming no

noise in the signals. Thereafter, the impact of sensor
noise is studied on the agent performance.

Figure 2: Main steps in the design of RL-based calibration
method.

3 Results

For the studied 36 steady-state operating points, mean
absolute error in COP reduced from 0.29 to 0.001 with
respect to the achievable optimum COP by using the
proposed RL-based calibration method in simulation.
Moreover, the reference values are determined in an
automated manner, therefore, significantly reducing the
effort required by a calibration engineer.

In this paper, we will discuss the design process and
the results of applying this method in the simulation
environment. A comparison of system performance
over a driving cycle and calibration effort is made
between the developed method and the benchmark
control system.
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1 Abstract

In the field of Internal Combustion Engines, the need for
more efficient and cleaner engines is one of the main drivers
for innovation. Roughly speaking, there are two ways to
achieve this: 1) move to more efficient and cleaner com-
bustion concepts, and 2) improve the control methods to be-
come self-learning. In practice, these two approach are in-
tertwined. More efficient and cleaner combustion concepts
tend to be more sensitive to ambient conditions, fuel quality
and engine operating conditions, which requires more ad-
vanced control concepts such as self-learning. On the other
hand, integrating self-learning concepts into existing com-
bustion concepts only increases efficiency by a limiting fac-
tor, which requires the development of more efficient and
cleaner combustion concepts.

Current feedback control strategies are based on feedback
signals related to intake sim or exhaust manifold condi-
tions (i.e., pressure or temperature), combustion phasing and
power output [1]. Reference mappings for these references
signals are determined by optimising the combusting pro-
cess in a lab environment for a range of operating conditions
given a total fuel energy Qfuel as demanded by the driver.
In turn, the reference signals, combined with feedback con-
troller methods, are used to determine the fuel settings ufuel
(i.e., quantity and timing of injection). For more efficient
combustion concepts, which are more sensitive to ambient
conditions and fuel quality, this method becomes impracti-
cable. It will take calibration experts too much time to cali-
brate a single engine [2]. Furthermore, directly relating the
current feedback signals to efficiency and emissions is not
trivial.

In this talk, we will presented a novel set of feedback signals
w(ufuel, sim) that are based on the Principle Component De-
composition (PCD) of the measured cylinder pressure p(θ)
[3]. These feedback signals give the opportunity to directly
shape the heat release, hence they have a direct relation to
efficiency and emissions. Fig. 1 shows the proposed control
architecture. A quadratic cost function JITC(w(ufuel, sim))
with respect to w(ufuel, sim) will be formulated combing the
PCD of p(θ) and an Idealised Thermodynamic Cycle (ITC)
(pITC(θ , Qfuel) and wITC(Qfuel)) at a given Qfuel. This cost
function captures the theoretically possible efficiency gains.
To guarantee mechanically safe operation, a set of linear in-
equality constraints in w(ufuel, sim) are included.

Combustion
nucleus

ITC
generator

PCD

PCD

minJITC

Efficiency

p(θ ,ufuel,sim)

pITC(θ ,Qfuel)

w(ufuel,sim)

wITC(Qfuel)

ufuel

Qfuel

sim

Figure 1: Schematic of the proposed fuel-path control architec-
ture with Principle Component Decomposition (PCD)
and an Idealised Thermodynamic Cycle (ITC) to regu-
late the combustion nucleus.

Figure 2: Cost function JITC scaled with squared fuel energy
Q2

fuel against Gross Indicate Efficiency (GIE) with in-
take manifold pressures of (2.100± 0.025) bar (×),
(2.300±0.025) bar (+), and (2.500±0.025) bar (·).

Fig. 2 shows JITC scaled with squared fuel energy Q2
fuel

against the Gross Indicated Efficiency (GIE) for different in-
take manifold pressures and operating conditions. It shows
that minimising JITC results in an increase of the efficiency.
Therefore, we hypothesise that JITC and the novel feedback
signals are a good candidate that brings us closer towards
self-learning engines.
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1 Introduction

At the core of safe autonomous driving lies the capability
of an autonomous vehicle (AV) to make safe and responsi-
ble decisions while progressing toward a point of interest.
In literature, multiple layers of planning are proposed, in
this work we focus on the problem of local trajectory plan-
ning, i.e., planning a trajectory within a horizon of 3− 10s
which respects the infrastructure, the surrounding (possibly
dynamic) objects, and any other information which could
improve the safety, acceptance, and efficiency of the plan-
ning result. This work suggests using contextual informa-
tion, i.e., information that is not directly visible or measur-
able but can be derived using prior knowledge, such as ex-
plicit observations, traffic rules, or social norms. This in-
formation is deployed in the form of risk fields in a model-
predictive control (MPC) planning framework.

2 Problem statement

Consider a risk-based model-predictive planner, as proposed
in [1]. Limitations imposed on this work are clear, namely
that the planned trajectory relies purely on explicit infor-
mation, i.e., observations or predictions of the infrastruc-
ture and observable objects. In this work, we aim to incor-
porate contextual information, which borrows its definition
from [2]: " Any information that can be used to characterize
the situation of an entity. An entity is a person, place, or ob-
ject that is considered relevant to the interaction between a
user and an application, including the user and applications
themselves.".
A first example of this implicit type of information is object
context. Based on explicit observations of objects and their
surroundings, one could deduce how to treat such an object.
For example, within an urban area, it is acceptable to drive
over a pile of leaves or a plastic bag. However, the obser-
vation of an elephant would be highly unlikely and should
be treated with caution, hence, it would impose high risk.
A second example of implicit information is the presence of
unseen objects. In urban environments, many areas may be
obstructed by other vehicles, parked objects or buildings. It
is up to the AV to anticipate possible hidden objects, which
could appear from obstructed areas. The primary research
questions revolve around the methodology to deduce differ-
ent types of contextual information, and how to capture them
in the model-predictive risk-driven program.

Animal Road Vehicle

Figure 1: Depiction of entities and their induced risk within a
trajectory generation problem.

3 Proposed solution

We propose to incorporate contextual information in the ob-
jective function of the MPC, by augmenting the risk fields
from [1]. Each risk field, surrounding the infrastructure,
observed objects, or spaces where hidden objects could re-
side, is characterized by the shape and size of the entity.
The identification and characterization of risk-fields can be
done by comprehending the situation and reasoning about
its implications. Through discrete convolution of the enti-
ties shape with the proposed "risk-kernel" (as depicted in
Fig. 1), a risk-field is obtained which can be incorporated in
the model-predictive program.

References

[1] C van der Ploeg, R. Smit, A. Teerhuis, and E. Sil-
vas. “Long Horizon Risk-Averse Motion Planning: A
Model-Predictive Approach”. In: 2022 IEEE 25th In-
ternational Conference on Intelligent Transportation
Systems (ITSC). 2022, pp. 1–8.

[2] Anind K. Dey. “Understanding and Using Context”.
en. In: Personal and Ubiquitous Computing. Vol. 5. 1.
2001, pp. 4–7.

Book of Abstracts 42nd Benelux Meeting on Systems and Control

144



Evaluation of Autonomous Driving Controllers for Human-like
Performance

Flavia Sofia Acerbo1,2,3, Jan Swevers1,4, Tinne Tuytelaars2 and Tong Duy Son3

1 MECO Research Team, Department of Mechanical Engineering, KU Leuven, Belgium
2 PSI Research Team, Department of Electrical Engineering, KU Leuven, Belgium

3 Siemens Digital Industries Software, Leuven, Belgium 4 Flanders Make@KU Leuven, Belgium
Email: flavia.acerbo@siemens.com

1 Introduction

Autonomous driving controllers should be evaluated on their
ability to imitate human-like characteristics that can influ-
ence passenger comfort and safety perception. This is espe-
cially important for imitation learning (IL) policies from hu-
man demonstrations. This work compares human lane keep-
ing demonstrations to MPC-based IL policies by measuring
average driver performance and analyzing derived motion
cues.

2 Human-like Performance Metrics for Lane Keeping
We evaluate human-like performance on the closed-loop
simulations by metrics such as:

1. Imitation by closed-loop (CL) likelihood: the hu-
man lateral deviation from the track centerline d∗ is
modeled as a Gaussian Process. Then, we compute
the mean likelihood of each d point.

2. Lateral deviation from the centerline (d): mean and
standard deviation, in meters.

3. Steering Reversal Rate (SRR): the number, per
minute, of steering wheel angle reversals larger than
5 degrees, as defined by [1].

Then, we validate whether variations in the selected met-
rics are reflected onto human-perceivable variables on a
hexapod driving simulator i.e., the platform roll angle com-
puted by an adaptive washout motion cueing algorithm [2]
from the high-fidelity simulated vehicle motion in Simcen-
ter Amesim.

3 Evaluation of MPC-based Imitation Learning Policies

In Table 1 it can be seen that using a higher level neural
network on top of MPC (NN-MPC) yields a more human-
like d in its standard deviation, and more human-like SRR.
However, when the prediction horizon of the MPC is re-
duced (dla, in meters), causal confusion yields worse per-
formance. To reduce this effect, we replace open-loop algo-
rithms such as behavioral cloning (BC) or supervised learn-
ing (SL) with state cloning (SC), which employs the MPC
model for closed-loop training on the states. In Figure 1
it is shown an example of the motion cueing roll angle tran-
sient behavior during a change in curvature: the MPC shows

a steeper curve transient, which can be perceived as more
aggressive, while the NNMPC policies show a smoother
change, comparable to the human one.

Configuration Imitation Human-like
IL Policy dla d SRR

MPC BC 30 0.92 -0.44 ± 0.06 37.5
NN-MPC SL 30 0.98 -0.53 ± 0.29 25.83
NN-MPC SL 9.72 0.48 -0.50 ± 0.76 17.50
NN-MPC SC 9.72 0.93 -0.46 ± 0.17 23.33
Human 1.22 -0.54 ± 0.39 19.5

Table 1: Evaluation metrics for different MPC-based policies and
human demonstrations.
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Figure 1: Motion cueing roll angle, highlighting the difference in
the transient slopes through linear interpolation (lines
with the same colors).
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1 Introduction

Orthogonal collocation methods are direct simultaneous ap-
proaches for solving optimal control problems (OCP). A
high solution accuracy is achieved with few optimization
variables, making it favorable for embedded NMPC applica-
tions. However, collocation approaches lack a safety guar-
antee as inequality constraints are only imposed on a finite
number of points. In this work we propose a method to ef-
ficiently create a convex safety envelope containing the tra-
jectory such that the solution spline satisfies the OCP con-
straints entirely. We show that our method, Spectral Orthog-
onal Collocation with Safety Envelope (SOCSE) has com-
parable computational performance to pseudospectral (PS)
approaches and approximates the original OCP more ac-
curately and 9 times faster than multiple-shooting for au-
tonomous driving applications, without adding complexity.

2 Safety envelope through polynomial bounds

The collocation approach does not require an embedded
ODE solver as we set the trajectories as a combination of
orthogonal polynomials with basis Lk, the Legendre poly-
nomial of degree k to approximate the solution x̃(τ) and ũ(τ)
by a Legendre-spline of degree M, by solving for α in:

x̃(τ) =
M

∑
j=0

α jL j(τ) = α⊤LMv(τ),(τ ∈ [−1,1]), (1)

where v(τ) =
[
1 τ τ2 · · · τM

]⊤. Let P(t) = ∑M
0 a jt j

be a polynomial with real coefficients a j. It follows from [1]
for the extrema P and P of P(t), and for j = 0, . . . ,M:

min{b j} ≤ P≤ P(t)≤ P≤max{b j}, 0≤ t ≤ 1 (2)

The Bernstein extrema estimations b j for j = 0, . . . ,M are:

b j =
M

∑
k=0

a j

(
j
k

)/(
M
k

)
→ b = Ba, B ∈ R(M+1)×(M+1)

(3)
The spline is contained in it’s convex envelope defined by
the maximum and minimum elements of P:

P = BE ⊤L⊤Mα = CMα. (4)

E is a time domain transformation, LM stacks the coeffi-
cients of Lk|k = 0, . . . ,M, and CM is computed offline.

Table 1: Comparison of the different methods for solving the OCP
(MS: Multiple shooting, SS: Single shooting)

Method Solve time
(s)

Optimal cost
error

ODE solu-
tion error

MS-50steps 0.876 1.978% -
SS-50steps 5.668 1.978% -
SOCSE O(5) 0.102 -0.009% 5.978e-04
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Figure 1: NMPC optimal control action spline (Blue: SOCSE
degree 5 (our), Grey: convex safety envelope, Dashed
pink: OCP bounds, collocation points in asterisk)

3 Real-time NMPC for autonomous valet parking

We validate our method in a valet parking autonomous driv-
ing, by setting a path following and position tracking for-
mulation using an augmented dynamic bicycle model with
10 states and 2 control inputs. The horizon length is 3
seconds. The dynamic constraints are evaluated at the
Legendre-Gauss-Lobatto spectral collocation points includ-
ing the boundaries [−1,1]. The state and control inequality
constraints are linear in the coefficients α as set in (4), and
guarantee feasibility without analytical derivation of the ex-
trema at runtime inside the NLP (e.g. x ≤ C α ≤ x̄). With-
out a safety envelope (SOC), the steering rate spline solu-
tion violates the boundaries between the last two collocation
points, even though the OCP is feasible as in Figure 1. Our
method solve this issue, and is order faster and more accu-
rate than shooting methods with fine grid.
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1 Introduction
Switched systems consist of a finite set of dynamical sys-
tems and a switching signal indicating which system is ac-
tivated. Their stability properties are not intuitive. Indeed,
with two individually stable systems, one can construct a
signal that makes the whole system unstable. The main goal
of uniform stability theory is to find sufficient (and/or nec-
essary) conditions that make the whole system stable for
all possible switching laws. In [1] it has been proved that
for a switched linear system, the solvability property of the
Lie algebra generated by Hurwitz matrices is a sufficient
condition for global uniform asymptotic stability (GUAS).
In [2], the author proposed an open problem to find which
condition of the Lie algebra (of vector fields) can be used
to guarantee the GUAS property of switched nonlinear sys-
tems.

The Koopman operator approach can be seen as a “global
linearization” of nonlinear dynamics and therefore can be
used to induce global properties such as global stability.
Using the Koopman operator approach, we provide a partial
answer to the open problem in [2]. Our result is related to
the dynamics on the polydisc and shows that a sufficient
condition for GUAS (on a specific invariant set) follows
from the solvability of the Lie algebra generated by Hurwitz
Jacobian matrices of the vector fields. More precisely, we
construct a common Lyapunov function (CLF) for switched
nonlinear systems, which is convergent in a specific region
of the state space. See [5] for more details.

2 Preliminary concepts
The Hardy space on the polydisc Dn is the Hilbert space

H2(Dn) =
{

f : Dn −→ C,holomorphic : ∥ f∥2 <+∞
}
,

with the norm ∥ f∥2 = ∑α∈Nn |aα |2 and the scalar product
⟨ f ,g⟩ = ∑α∈Nn aα b̄α for f (z) = ∑α∈Nn aα zα and g(z) =
∑α∈Nn bα zα . Note that H2(Dn) is a reproducing Kernel
Hilbert space and its (Cauchy) Kernel allows us to define
the evaluation functional ⟨kz, f ⟩ = f (z). See [4] for more
details.
Consider a switched nonlinear system

{
ż = Fi(z), z ∈ Dn, Fi ∈ C 1}m

i=1 , (1)

where each vector field Fi generates a flow ϕ t
i : Dn → Dn,

with t ∈ R+. For a fixed Fi, the semigroup of Koopman
operators on H2(Dn) is the family of operators (U t

i )t≥0:

U t
i : H2(Dn)→H2(Dn) : U t

i f = f ◦ϕ t
i .

The Koopman generator of (U t
i )t≥0 is the operator

LFi f = Fi ·∇ f , f ∈Di ⊂H2(Dn),

where the domain Di =
{

f ∈H2(Dn) : Fi ·∇ f ∈H2(Dn)
}

is dense on H2(Dn). The Koopman operator U t
i and its as-

sociated Koopman generator LFi are both linear on H2(Dn).
The corresponding Koopman switched system of (1) is the
switched linear infinite-dimensional system defined by

{
ḟ = LFi f , f ∈D =

m⋂

i=1
Di

}m

i=1

. (2)

In this study we assume that the origin 0 is the unique (hy-
perbolic) equilibrium point in Dn and that Dn is forward
invariant with respect to the flow ϕ t

i of Fi.

3 Brief description of the main result
Under some technical assumptions on Fi, our main result is
summarized with the following main steps :

• Thanks to the Koopman operator approach, a given
dynamics (1) on Dn is turned into the dynamics (2)
on H2(Dn).

• The solvability assumption on the Lie algebra gen-
erated by Hurwitz Jacobian matrices JFi(0) implies
there exists a common infinite invariant flag (gener-
ated by the monomials {zα : α ∈Nn, |α| ≥ 1} ) of the
ajoints L∗Fi

of LFi .
• With the infinite invariant flag, we can construct a

CLF of (2) and
• the evaluation functional kz allows us to obtain a CLF

of (1) on a specific polydisc Dn(0,ρ) = {z ∈ Cn :
|zi| < ρ, i = 1, · · · ,n} with ρ ∈]0,1]. Therefore, we
prove the GUAS property of (1) on Dn(0,ρ).

From the main result, two specific cases are studied in prac-
tice. First, we may determine the GUAS property with
ρ = 1 when Fi in (1) are polynomials. Second, the GUAS
property can be obtained with ρ ∈]0,1[ when a diagonal
dominance condition is assumed on the Jacobian matrices
of analytic (in general) Fi.
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1 Introduction
We consider the homogeneous nonlinear singular switched
system (NSSS) in discrete time of the form

Eσ(k)x(k+1) = Fσ(k)(x(k)), (1)
where k ∈ N is the time step/instant, x(k) ∈ Rn is the state,
σ : N→ {0,1,2, ...,p} is the switching signal determining
which mode σ(k) is active at time instant k, Ei ∈ Rn×n are
singular, and Fi(x) = ( f1,i(x), f2,i(x), ..., fn,i(x))⊤ are vector
valued functions of nonlinear functions f j,i : Rn → R. De-
fine Si := {x ∈ Rn : Fi(x) ∈ imEi}. Inspired by the solution
theory for singular linear switched systems in [1], we study
the solution theory and (incremental) stability for this sys-
tem class under the following assumption.

Assumption 1.1. Si are subspaces in Rn.

2 Solution Theory
We consider the following solvability notion in studying the
solution of (1) as well as the stability analysis.

Definition 2.1. The NSSS (1) is solvable w.r.t. a fixed and
known switching signal σ if, for all k0,k1 ∈ N, k1 > k0 and
for all xk0 ∈Sσ(k0) there exists a unique solution of (1) un-
der σ considered on [k0,k1] with x(k0) = xk0 .

The solvability notion above requires a unique solution for
any time interval, and, in particular, the state at the current
time instant depends only on the past states i.e. causal. The
following theorem provides a necessary and sufficient for
the solvability of system (1) where the proof relies on the
projector lemma in [2].

Theorem 2.2. The NSSS (1) under Assumption 1.1 is solv-
able w.r.t. a fixed and known switching signal σ : N →
{0,1, ...,p} if, and only if,

Tσ(k) ⊆Sσ(k+1)⊕kerEσ(k) for k = 0,1,2, . . . (2)

where Ti = {E+
i Fi(ς)|ς ∈Si}. Furthermore, if solvable, its

solution satisfies the surrogate ordinary switched system
x(k+1) = Φσ(k+1),σ(k)(x(k)), ∀k ∈ N (3)

where Φi, j(x(k)) := ΠkerE j
Si

E+
j Fj(x(k)), E+

j is a generalized

inverse of E j and ΠkerE j
Si

is the canonical projector from
Si⊕kerE j to Si.

3 (Incremental) Stability
By utilizing the surrogate switched system (3), we provide
the following theorem and conjecture for Lyapunov stability
and incremental stability analysis of system (1).

Theorem 3.1 (Lyapunov stability). Consider the NSSS (1)
under Assumption 1.1 with a fixed and known switching sig-
nal σ via its surrogate ordinary switched system (3), and as-
sume x = 0 is its equilibrium. Assume for all i∈ {0,1, ...,p},
Φi : Si → Rn is continuous on Si ⊊ Rn and each mode is
(asymptotically) stable with corresponding Lyapunov func-
tion Vi. If the following conditions hold:

(i) Vi(x) =Vj(x) ∀x ∈Si∩S j, ∀i, j ∈ {0,1, ...,p}
(ii) Vσ(k+1)(Φσ(k+1),σ(k)(x)) − Vσ(k)(x)(<) ≤ 0, ∀x ∈

Sσ(k)−{0}, k = 0,1, ...
then x = 0 is (asymptotically) stable w.r.t. σ .

Definition 3.2. The NSSS (1) is called locally asymptoti-
cally incrementally stable on Sσ(0) w.r.t. the fixed switching
signal σ if there exists β ∈K L such that

||x′(k;x′0)− x′′(k;x′′0)|| ≤ β (||x′0− x′′0 ||,k) (4)
for all x′0,x

′′
0 ∈Sσ(k0) and all k ≥ 0.

Conjecture 3.3 (Incremental stability). Consider the NSSS
(1) under Assumption 1.1. Assume each mode is locally
asymptotically incrementally stable on Si with the corre-
sponding incremental Lyapunov function Vi : Si ×Si →
R≥0 and class-K∞ functions α1i, α2i and α3i satisfying, for
each i ∈ {0,1, . . . ,p},

α1i(||x′− x′′||)≤Vi(x′,x′′)≤ α2i(||x′− x′′||),
Vi(Φi(x′),Φi(x′′))−Vi(x′,x′′)≤−α3i(||x′− x′′||).

for all x′,x′′ ∈Si. If the following conditions hold:
1. For all x,x′,x′′ ∈Si∩S j and all i, j ∈ {0,1, ...,p},

Vi(x′,x′′) =Vj(x′,x′′), α1i(x) = α1 j(x),
α2i(x) = α2 j(x), α3i(x) = α3 j(x)

2. For k = 0,1, ...,
Vσ(k+1)(Φσ(k+1),σ(k)(x

′),Φσ(k+1),σ(k)(x
′′))

−Vσ(k)(x
′,x′′)≤−α3(||x′− x′′||) ∀x′,x′′ ∈Sσ(k)

with α3 : Rn→ R, α3(x) =

{
α3i(x) if x ∈Si

0 otherwise
then system (1) is locally asymptotically incrementally sta-
ble on Sσ(0) w.r.t. σ .
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1 Introduction

Recent work in the field of control of nonlinear systems
focuses on embedding the nonlinear dynamics into linear
representations, to make use of the simple and powerful
control tools available for linear systems. One such tech-
nique is based on the Koopman framework, where the states
of the nonlinear system are lifted through nonlinear func-
tions (called observables) to a higher dimensional, but lin-
ear space. The main limiting factor is that the transforma-
tion is generally infinite dimensional and the choice of the
observables is ad-hoc. In this work, we show that for a class
of continuous-time polynomial nonlinear systems there al-
ways exists a finite dimensional Koopman embedding that
can fully represent the dynamics of the original system.

2 Embedding approach

Consider a continuous-time nonlinear system:
ẋ = f (x), (1)

where x(t) is the state at time t ∈ R and f : Rnx → Rnx is
a nonlinear vector field. In the Koopman framework, the
lifting is done through continuously differentiable scalar ob-
servable functions φ : Rnx → R, and φ ∈ F , where F is a
Banach function space. In continuous time, the dynamics of
the observables is described using the Koopman generator L
as follows:

φ̇ =
∂φ
∂x

f = Lφ , (2)

which is a linear, but infinite dimensional representation of
(1). If a finite dimensional Koopman invariant subspace ex-
ists Fnf ⊆ F , for φi ∈ Fnf and Φ = [φ1 · · ·φnf ]

>, it holds
that ∀φ ∈ Φ, Lφ ∈ span{Φ}. Thus, the lifted representa-
tion of (1) is described by Φ̇(x) = AΦ(x), with A ∈ Rnf×nf

being the Koopman matrix. Furthermore, to explicitly ex-
press the LTI dynamics of the Koopman representation of
(1), let z(t) = Φ(x(t)), giving the following form:

ż = Az, with z(0) = Φ(x(0)). (3)
Consider now that the nonlinear system (1) is polynomial
with the following structure:

ẋ1 = a1x1

ẋ2 = a2x2 + f2(x1)

. . .

ẋn = anxn + fn(x1, . . . ,xn−1),
(4)

This work has received funding from the European Research Council
(ERC) under the European Union’s Horizon 2020 research and innovation
programme (grant agreement nr. 714663) and from the European Union
within the framework of the National Laboratory for Autonomous Systems
(RRF-2.3.1-21-2022-00002).

Figure 1: Error between the state trajectories of (6) and the asso-
ciated Koopman embedding (3).

where fn is given by:

fn(x1, . . . ,xn−1) =
dn

∑
j1=0

. . .
dn

∑
jn−1=0

αn
j1... jn−1

n−1

∏
i=1

x ji
i (5)

and αn denotes the coefficients. For such a system, as de-
tailed in [1], the following theorem holds:
Theorem 1. For an autonomous continuous-time nonlin-
ear system that has a polynomial state-space representation
in the form of (4), there exists an exact finite-dimensional
lifting Φ : Rnx → Rnf , containing the states xi, with i ∈
{1, . . . ,n}, such that Φ̇ ∈ span{Φ} holds true.
Proof. See [1] for the proof. Moreover, as the proof is con-
structive, it can be used as an algorithm to compute the ob-
servables.
Consider the following example:

ẋ1 = a1x1

ẋ2 = a2x2 +α2
3 x3

1

ẋ3 = a3x3 +α3
11x1x2 +α3

02x2
2

ẋ4 = a4x4 +α4
111x1x2x3.

(6)

The lifting observable functions are computed based on the
algorithm developed in [1] and are the following: W1 =
{x1}, W2 =

{
x2,x3

1
}

, W3 =
{

x3,x1x2,x2
2,x

4
1,x

3
1x2,x6

1
}

, and
W4 = {x4,x1x2x3,x4

1x3,x2
1x2,x1x3

2,x
5
1x2,x4

1x2,x8
1,x

7
1x2,x10

1 }
and the entire lifting set is Φ = vec(W1,W2,W3,W4). Con-
sider ai = −0.5, all α i = −0.2 and x(0) = [1 1 1 1]>. As
depicted in Fig. 1, the Koopman model can exactly capture
the solution trajectories of the original system ({zi}4

i=1
correspond to {xi}4

i=1), and the error is purely numerical
(around 10−15).
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1 Introduction

Global stability analysis of equilibria is a challenging topic
in nonlinear systems theory. It usually relies on the design
of a Lyapunov function, which is a demanding task. In this
context, investigating the Koopman operator appears as a
relevant tool which allows to linearize systems in an infinite
dimensional space. In particular, this linear framework is
amenable to systematic stability analysis since stability is
directly related to specific eigenfunctions of the Koopman
operator [1].

Here we extend a numerical method developed in [2] to
compute an approximation of the basin of attraction of equi-
libria

2 The Koopman operator

Consider the dynamical system

ẋ = F(x), x ∈ X⊂ IRn

where X is a compact set. Let ϕ t(x) : IR+×X→ X be the
associated flow map and assume F to be a Banach space of
observable functions. We define the Koopman semi-group
of linear operators as the family {Kt}t≥0, Kt : F →F such
that

Kt f = f ◦ϕ t , ∀ f ∈F .

The function φλ ∈F is an eigenfunction of the Koopman
operator if

Ktφλ = eλ tφλ , t ≥ 0

where λ ∈ IC is the associated eigenvalue. Eigenfunctions
associated to eigenvalues with strictly negative real part cap-
ture stability properties. Indeed, it is shown in [1, 2] that
these eigenfunctions allow to construct a generic Lyapunov
function

V (x) =

(
n

∑
i=1

ci
∣∣φλi

∣∣p
)1/p

, ∀x ∈ X (1)

where λi are the eigenvalues of the Jacobian matrix of F
evaluated at the fixed point.

The eigenfunctions are not easy to identify and it is com-
mon to compute their approximation on a finite dimensional
subspace spanned by a finite set of basis functions. The ap-
proximation of the eigenfunctions is then obtained by com-
puting right eigenvectors of the matrix approximation of the

Koopman operator on the subspace [3]. Then, an approxi-
mation V (x) of the Lyapunov function (1) can be obtained
with these approximated eigenfunctions associated to eigen-
values with strictly negative part. The approximate basin of
attraction is given as the largest sublevel set of V (x) lying
within the region V̇<0 = {x ∈ X | V̇ (x)< 0}.

3 Choice of basis functions

We investigate the effect of the Koopman operator approx-
imation (e.g. choice of projection and basis functions) on
the approximation of the basin of attraction. To this end, we
implement the generic method developed in [2] with sev-
eral sets of basis functions, including Gaussian radial basis
functions that had not been considered before. We perform
numerical experiments on several systems, including three
dimensional ones and show that good performance is ob-
tained, in particular in the case of radial basis functions.

4 Stability guarantee

The Lyapunov function V computed in the previous section
relies on an approximation and has to be validated in a rig-
orous way. In the case of a monomial basis, we evaluate V̇
on a grid and provide a criterion that ensures that the sign
of V̇ remains unchanged over a grid cell. We also develop
an adaptive grid scheme for numerical efficiency. Moreover,
we show that LaSalle theorem can be applied to deal with
regions characterized by V̇ (x)> 0.
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in systems and control. Berlin: Springer International Pub-
lishing, 2020.

[3] WILLIAMS M.O., KEVREKIDIS I.G. & ROWLEY
C.W. A data-driven approximation of the Koopman oper-
ator: Extending dynamic mode decomposition. ArXiv e-
prints, 2014.

Book of Abstracts 42nd Benelux Meeting on Systems and Control

150



Formal Synthesis of Path-Complete Lyapunov Functions on Neural
Templates

Virginie Debauche1, Alec Edwards2, Stella Simic2, Raphaël M. Jungers1,2, and Alessandro Abate2
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1 Introduction

We study the stability analysis of discrete-time switched sys-
tems on M ∈ N modes of the form

x(k+1) = fσ(k)(x(k)), (1)

where the state x(k) ∈ Rn for any k ∈ N, and the switching
signal σ : N→ {1, . . . ,M} determines the current dynamics
at each time step. In particular, we study the stability under
arbitrary switching, i.e. when there is no constraints on the
switching signal. In this work, we merge two recently in-
troduced tools; the path-complete Lyapunov framework [1]
(PCLF) which is a graph-based generalization of the
multiple Lyapunov function approach for switched systems,
and FOSSIL [2] a software for the formal synthesis of
Lyapunov functions based on neural networks.

On one side, the PCLF framework generalizes multiple Lya-
punov functions for switched systems, and involves two
structural parameters. First, a labeled and directed graph
whose edges encode the Lyapunov inequalities, and a tem-
plate which defines the search space for the Lyapunov func-
tions as quadratic functions for instance. This framework
provides in particular a characterization of the validity of
a graph-based certificate thanks to the path-completeness
property. Therefore, this formalism offers a large range
of stability certificates, and the question of finding the best
ones among them is still the focus of active research [3].
On the other side, FOSSIL [2] is a sound counterexample-
guided inductive synthesis (CEGIS) method which is used to
find one Lyapunov function for general dynamical systems.
This software features two main components as illustrated
in Figure 1: as a first step, the learner suggests a candidate
Lyapunov function valid over a finite sets of points to the
verifier which checks the validity of the function over the
whole domain. If the verifier finds a point where the Lya-
punov constraints are not satisfied, the point is added to the
training set and the algorithm loops. Otherwise, the algo-

Figure 1: CEGIS loop of the FOSSIL software [2].

rithm stops and produces a valid Lyapunov stability certifi-
cate. In FOSSIL, the learner trains a neural network while
the verifier is an SMT solver.

2 Results

In this work, we managed to adapt the FOSSIL architec-
ture to graph-based stability certificates for switched sys-
tems in order to synthesize path-complete Lyapunov func-
tions where the template is a neural network.

Concluding, the adaptation of the software FOSSIL to PCLF
certificates allows to fully exploit the flexibility of both for-
malisms. In the future, we plan to leverage this flexibility in
order to develop further the comparison of PCLF certificates
in terms of performance by studying the modifications on
the Lyapunov function when we add new layers, new neu-
rons or when we modify the graph.

Acknowledgements

RJ is a FNRS honorary Research Associate. This project
has received funding from the European Research Coun-
cil (ERC) under the European Union’s Horizon 2020 re-
search and innovation programme under grant agreement No
864017 - L2C.

References

[1] A.A. Ahmadi, R.M. Jungers, P.A. Parrilo and
M. Roozbehani (2014). Joint spectral radius and path-
complete graph Lyapunov functions. SIAM Journal on Con-
trol and Optimization, 52(1), pp. 687–717.

[2] A. Abate, D. Ahmed, A. Edwards, M. Giacobbe, &
A. Peruffo (2021). FOSSIL: a software tool for the formal
synthesis of lyapunov functions and barrier certificates us-
ing neural networks. Proceedings of the 24th ACM Inter-
national Conference on Hybrid Systems: Computation and
Control, pp. 1–11.

[3] V. Debauche, M. Della Rossa and R.M. Jungers,
(2022). Comparison of path-complete Lyapunov functions
via template-dependent lifts. Nonlinear Analysis: Hybrid
Systems, vol. 26, p.101237.

42nd Benelux Meeting on Systems and Control Book of Abstracts

151



Soft-Reset Control with Max-of-Quadratics Lyapunov Certificates

R. Bertollo
TU/e (Eindhoven, NL)
rbertollo@gmail.com

A.R. Teel
UC (Santa Barbara, USA)

teel@ucsb.edu

L. Zaccarian
UniTN (Trento, IT),

LAAS-CNRS (Toulouse, FR)
zaccarian@laas.fr

1 Abstract

After being introduced by Clegg [1] in 1958, the control
strategy known as reset control received renewed interest
in the early 2000 [2] for its ability to overcome the in-
trinsic limitations of classical feedback laws [3]. The key
idea in modern reset control architectures known as FORE
(first-order reset element) is to apply an exponentially un-
stable first-order continuous control, suitably resetting the
input to zero to obtain overall converging (hybrid) trajecto-
ries. While it is proven that the FORE outperforms classical
continuous-time controllers in stabilizing relatively simple
linear plants (essentially removing the phase lag introduced
by regular integrators) [3], it still presents some issues, such
as i) the existence of “pathological” discrete non-converging
solutions to the closed-loop dynamics ii) the generation of
discontinuous control inputs. To deal with i), a regular-
ization of the dynamics is proposed in [4]; concerning ii),
some different control solutions borrow some ideas from re-
set control to improve the performance, while still generat-
ing a continuous-time control input, see e.g. [5].

In this extended abstract, extracted from [6], we analyze
a continuous-time implementation of a reset-control-based
closed loop, known as soft-reset architecture. In particular,
given a planar reset control dynamics

{
ẋ = Ax, x ∈C := {x ∈ Rn : x>Mx≤ 0},
x+ = Rx, x ∈ D := {x ∈ Rn : x>Mx≥ 0}, (1)

we consider the following soft-reset implementation

ẋ ∈ Ax+ γ
(

SGN
(

x>Mx
)
+1
)
(Rx− x) , (2)

where SGN is the Krasovskii regularization of the sign func-
tion. This formulation switches to a (more widely known)
continuous-time dynamics, where the tuning knob γ > 0 al-
lows adjusting how closely the solutions of (2) resemble the
solutions of (1). Moreover, the non-converging discrete so-
lutions are automatically excluded by the soft-reset imple-
mentation. Indeed, the following assumption is sufficient to
certify global exponential stability (GES) of the origin for
(2)

Assumption 1. There exists a Lipschitz, homogeneous of
degree 2, positive definite, strongly convex V : Rn→ R s.t.

∃ε > 0 : 〈∇V (x),Ax〉 ≤ 0, for almost all x ∈Cε (3)
V (Rx)−V (x)≤ 0, for all x ∈ D, (4)

where Cε := {x ∈ Rn : x>Mx ≤ εx>x}, and no continuous
solution to (1) keeps V constant and nonzero. Additionally,
x ∈ D implies Rx ∈C in (1).

Assumption 1 holds for most systems involving reset con-
trollers, however it does not guarantee their convergence to
zero, as it does not rule out the discrete nonconverging solu-
tions. Conversely, we can prove the following result

Theorem 1. Under Assumption 1, the origin of (2) is GES
for γ large enough. Moreover, if (3) holds for almost all
x ∈ Rn, the origin is GES for any γ > 0.

Since V is not required to be smooth, and it is known that
many reset-control-based systems do not admit a qudratic
Lyapunov function, we check Assumption 1 using a max-of-
quadratics Lyapunov function V . In particular, we propose
BMI (bilinear matrix inequalities) conditions, associated to
polynomial multipliers, to check Assumption 1 using an
SOS (sum of squares) numerical formulation (classical nu-
merical techniques based on constant multipliers proved to
be too conservative here). Moreover, we provide an iterative
algorithm to automatically synthesize a max-of-quadratics
Lyapunov function that satisfies Assumption 1. Laslty, we
use the proposed algorithm to certify exponential stability
of some simple examples and of an interesting mechatron-
ics case study: the control of a precision positioning system.
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Figure 1: DRAM Bit Cell.

1 Introduction

With a view to a large class of nonlinear physical systems
made of both dissipative and energy-story components, we
propose in this work an analysis of the dissipation in a gen-
eral nonlinear electronic circuit whose schematic is depicted
in Figure 1). This architecture exploits the charge q(t) as
state variable on a capacitor to represent a logical 0 (no
charge) or a logical 1 (charge Q).

This works focuses on the bit switching (“0 → 1”) and no-
tably to the dissipation inherent to this charging process.
The nonlinear device between the energy source and the ca-
pacitor has indeed a finite conductance and is thereby dissi-
pative. An important design issue is to minimize this purely
dissipation consumption, that we propose to analyse in this
work. We illustrate it for the writing operation of Dynamic
Random-Access Memory (DRAM) bitcell. We expect the
fundamental result to be valuable for all driving processes
in port-Hamiltonian physical systems.

2 Analysis of the Dissipation

Our goal is to bring a charge Q on the capacitor in a time
1T . The energy dissipation is defined as

Edissip =
ˆ t0+1T

t0
(vIN(t)− vC(t)) i(t) dt (1)
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Figure 2: DRAM bit switching: dissipation vs response time 1T .

The efficiency of the operation can be discussed by invoking
a fundamental lower bound for the dissipation:

Edissip ≥ Edissip,min ≡ Q2

G1T
, (2)

G may be interpreted as the average conductance of the
nonlinear device over the whole charging time interval. Re-
markably, the bound is tight, i.e. the bit switching is energet-
ically optimal if the voltage difference across the nonlinear
device is constant.

In Figure 2 we compare for a state-of-the-art DRAM cell the
actual dissipation, as extracted from SPICE simulations, to
the derived lower bound. The charging process is ensured by
a linear input voltage ramp. The discrepancy is more than
two orders of magnitude which reveals that as of it, the lin-
ear profile for vIN(t) results in a highly inefficient switching
process in terms of dissipation.

3 Perspectives

Applied to more general port-Hamiltonian systems, we be-
lieve that the theoretical minimum dissipation is a useful
tool to quantitatively assess the energy yield of any dynamic
driving operation.
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1 Abstract

The design of mechatronic systems, such as electric vehicle
powertrains, is challenging due to the large complexity. Key
performance indicators such as the overall powertrain effi-
ciency and cost are influenced by both the components and
the system architecture, resulting in the need for a holistic
approach. Such a holistic approach typically aims at find-
ing the optimal topology, being the one-dimensional com-
ponent or sub-system connections, through computational
design synthesis methods [1]. However, once a suitable
topology is found, there exists an almost infinite amount of
possible physical implementations. In addition, the physi-
cal placement of the components once again influences the
overall performance. In case of a powertrain, the compo-
nent placement directly affects the vehicle weight distribu-
tion and lengths of component connections, which in turn
affects the total vehicle weight and thereby the energy con-
sumption. Furthermore, a more compact placement of the
components can increase passenger space within the vehi-
cle, thereby improving comfort. Therefore, it is important
to consider the spatial system design within the holistic de-
sign approach.

In previous research, spatial model-based design synthesis
was applied to small systems, such as a gearbox [2] or an
air-compressor [3]. However, these studies only optimized
the placement for a fixed component orientation. In addi-
tion, the studies optimized single systems, whereas the vehi-
cle powertrain typically includes multiple system levels that
should be jointly optimized.

This work presents an optimization model of the two-
dimensional spatial placement and orientation of compo-
nents within a multi-level powertrain system, for a given
component library and (sub-)system topology. Although the
problem is highly combinatorial, it is still tractable due to the
multi-level approach. We generate constraints on the com-
ponent position, orientation or alignment purely based on
the component properties (such as size and energy domain)

Figure 1: Preliminary results for the optimal spatial powertrain
design consisting of a differential (violet), electric mo-
tors (red), gears (gray) and battery modules (orange).

and connections, resulting in a modular framework. Finally,
we jointly optimize sub-systems, such as the battery pack, in
terms of size and location, together with the complete pow-
ertrain system. A preliminary result is shown in Fig. 1 where
the connection lengths and sub-system sizes are minimized.
In this topology, the sub-systems were the battery pack, con-
sisting of battery modules, and the transmission at the rear
wheels, consisting of several gears. All mechanical connec-
tions (shafts) are automatically axially aligned, whereas the
electrical connections (cables) are free. Overall, this frame-
work can simplify the design of complex mechatronic sys-
tems and bring new insights to design engineers.
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1 Introduction

Research on autonomous driving aims to automate vehicles
to outperform the human driver. Potential benefits of vehi-
cle automation are, among others, increased road capacity
and safety. By adding vehicle-to-vehicle (V2V) communi-
cation to automated vehicles, the collective behavior of a
group of vehicles can be controlled to further improve the
collective performance of the interconnected system of ve-
hicles [1]. For example, Adaptive Cruise Control (ACC)
automates the longitudinal behavior of the vehicle by using
on-board forward looking sensors to control the distance to
a preceding vehicle. Cooperative Adaptive Cruise Control
(CACC) uses V2V communication in addition to the sensor
set from ACC, and is able to reach the same level of distur-
bance attenuation through the vehicle string at significantly
shorter inter-vehicle distances when compared to ACC [2].

2 Heterogeneous platoon controller design

Consider a platoon (i.e., closely packed formation) of vehi-
cles as depicted in Figure 1 where the longitudinal dynamics
of an individual vehicle are modeled according to

q̇i(t) = vi(t)

v̇i(t) = ai(t) i = 1,2, ··· ,m, (1)

ȧi(t) =−
1
τi

ai(t)+
1
τi

ui(t)

where τi is a time constant associated with the driveline, and
qi, vi, ai and ui are the position, velocity, acceleration and
input of vehicle i respectively, for m ∈ N+ vehicles in the
platoon.

Figure 1: Platoon of vehicles equipped with CACC.

The objective for each individual vehicle in the platoon is to
follow its predecessor at a constant headway hi in seconds.
This objective is captured by the constant timegap policy
that defines the desired distance dr,i to the preceding vehicle

as
dr,i(t) = ri +hivi(t), 2≤ i≤ m, (2)

where ri is the desired standstill distance in meter. Using
(2), the position error ei for vehicle i in the platoon from
Figure 1 is defined as

ei(t) = di(t)−dr,i(t)

= (qi−1(t)−qi(t)−Li)− (hivi(t)+ ri), (3)

where Li is the length of vehicle i. Lefeber et al. [3] show
that a change of input to the system according to

ui =
τi

hi
ai−1 +

(
1− τi

hi

)
ai +

τi

hi
ξi, (4)

results in a system where where any controller that stabilizes
the error dynamics can be used for the new input ξi.

3 Open work

The control strategy from (4) has the major benefit it en-
ables heterogeneous platooning, because no knowledge of
the drive-line dynamics of the preceding vehicle is required.
However, both the ego- and preceding- vehicle’s acceler-
ation are directly present in the controller output. Mea-
sured accelerations are typically signals with a low signal-
to-noise-ratio that potentially contain a bias. Experimental
results show the high noise levels are not beneficial for the
passenger comfort. Additionally, the bias can have negative
impact on the safety characteristics of the platoon. There-
fore, an observer design will be investigated to obtain a bias-
free acceleration signal with better signal-to-noise character-
istics.
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1 Introduction

Safe operation of Multi-Agent Systems (MAS) involving
humans and robot agents is a complex problem. The
tasks of evaluating risk, coordination with other entities,
and decision-making are crucial to the safe operation of
MASs. These tasks are typically classified as the ’situational
awareness’ of an agent. Developing a framework for MAS
modeling which incorporates ’situational awareness’ of au-
tonomous robots and human agents collaborating in dynam-
ically changing outdoor environments is an open challenge.
This is particularly relevant for the verification, and valida-
tion of Autonomous Driving Systems (ADS).

The approach to verification and validation of an ADS in-
cludes test driving in a real-world environment. The tests
are based on the number of kilometers driven, during which
the ADS is exposed to different scenarios. A scenario is
defined as a temporal development between several scenes,
where a scene is a snapshot in time of the environment [1].
Depending on the type of scenario, it can be characterized
using parameters and their probability distributions [2].

Given the time-consuming and expensive nature of real-
world testing, virtual testing of these systems through
Hardware-in-Loop (HiL) simulations is preferred. Hence,
scenario-based testing methods are employed, which recre-
ate the real-world scenarios encountered by an ADS in a
virtual environment. Often, a smaller set of relevant sce-
narios are evaluated for an ADS. These scenarios are made
representative of real-world conditions by basing them on
measured data or expert knowledge.

The SOTIF (ISO 21448) standard pertains to retaining the
safe functioning of an ADS in the event of a foreseeable fail-
ure within its Operational Design Domain (ODD) [3]. This
involves a systematic identification of unknown-unsafe sce-
narios in the ODD. Optimization methods [4] can be used
for this systematic identification. The novelty and the crit-
icality of a scenario are considered the two objectives for
optimization. Thereby, a set of novel, critical scenarios can
be compiled for the virtual verification and validation of an
ADS using scenario-based testing.

2 Problem statement

The overall problem consists of multiple facets as follows:

• The existing definitions of a scenario in literature are
varied and application-specific. This makes the com-
parison of different scenario-based testing approaches
for ADS systems difficult. Hence, a widely applicable
framework for the abstraction/modeling of a scenario
is to be developed.

• Currently available measures of the criticality of a
scenario are scenario-specific. Hence, new criticality
measures which are applicable to different MAS sce-
narios are required from an optimization standpoint.

• Key performance indicators of the abstraction tech-
nique depicting how well the abstracted model can
represent real actor interactions are to be developed.
The proposed framework and KPI’s need to be eval-
uated for their feasibility and effectiveness by imple-
mentation in vehicle-in-loop testing.

• An equivalent measure of the ’number of kilometers
driven’ based on the chosen set of test scenarios for
the ADS is to be realized. This is relevant for state-
ments of safety comparing ADS with human drivers.
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1 Introduction

In autonomous driving, risk is a quantity describing poten-
tial harm to passengers of an autonomous vehicle (AV) and
other road users. Recent studies on human driving behavior,
as well as safety standardization, suggest embedding risk
into a motion planning algorithm of an AV. This yields an
optimization problem balancing reward, i.e., reaching a de-
sired goal sufficiently fast with potential risk. To archive
this, we define a stochastic risk measure and introduce it
into both robust and stochastic nonlinear model predictive
path-following controllers (RMPC and SMPC, respectively)
as a constraint and compare the performance.

2 Risk Definition

Within a specific driving scenario, the occurrence of a harm-
inducing event E at time k can be identified by ascertaining
whether specific conditions between kinematic variables as-
sociated with the actors of the scenario are fulfilled. These
conditions can, for example, evaluate if the physical bound-
aries of actors overlap, representing a collision. Let zk ∈RnE

denote the values of the kinematic variables at time k re-
quired to determine the occurrence of an event E . Denote
BE ,k the subset of vectors in RnE that satisfy the condi-
tions used to identify the occurrence of E at time k. In gen-
eral, zk is a random vector with associated probability den-
sity function pz,k, due to uncertainties involved in measuring
or estimating the kinematic variables of interest. Lastly, let
s : BE ,k → R+,0 denote a function that assigns the severity
to every element of BE ,k. Then we can define the risk Rk at
time k as

Rk := E[s(zk)] =
∫

BE ,k

s(z)pz,k(z)dz,

that is, Rk can be interpreted as the expected severity of an
event E at time k. To constrain the risk at every time step,
we introduce the risk tolerance ε ∈ R+, such that Rk ≤ ε
represents an explicit risk constraint.

3 Problem Formulation

Suppose that within a configuration space only exist one
AV, referred to as the ego vehicle, and one other vehicle re-
ferred to as the object. The ego vehicle is provided with a
time-independent reference path and reference velocity. The
ego vehicle is tasked with planning its own motion online to
minimize the error w.r.t to the references within some finite
horizon. However, the exact reference following may lead to
collisions. To avoid collisions, we introduce a risk constraint
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Figure 1: RMPC and SMPC comparison for three different un-
certainties.

that forces the controller to deviate from the references, re-
quiring a balancing of reference following and potential risk
online by the controller. As such, the controller does online
motion planning for the ego vehicle based on the follow-
ing objectives: (i) minimize the error to the reference path
and velocity, (ii) constraint satisfaction, explicitly including
a risk constraint that enforces safety.

4 Approach

We approach our problem by employing a RMPC and
SMPC controller. We model the uncertainty with truncated
Gaussians in the (given) predictions of the future position
and velocity of the object. The ego vehicle motion is mod-
eled with a unicycle model, and an absolute kinetic energy
model models the collision severity.

5 Results

In Figure 1 the ego vehicle is displayed at k = 0s and the ob-
ject at k = 9s. The dots represent a time difference of 1.5s.
One can see that the RMPC (a) takes significant deviations
from the reference, increasing with the level of uncertainty
for both risk tolerance settings. For all cases, the RMPC
avoids a collision. On the other hand, the SMPCs (b) error
towards references is smaller and leaves less distance to the
object while, in all cases, successfully avoiding a collision.
Further, the SMPC leaves less distance to the object when
the risk threshold increases. Also, under increasing uncer-
tainty, the SMPC leaves more distance to the object. Overall,
the RMPC’s behavior appears to be overly conservative.
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Dynamic life-cycle assessment of emissions in the battery supply chain

Maurizio Clemente, Mauro Salazar, Theo Hofman
Eindhoven University of Technology

PO Box 513, 5600MB
Eindhoven, The Netherlands
m.clemente@tue.nl

Abstract

Electric powertrains have the potential to lower the
environmental impact of the transport sector, which in 2021
contributed to 16% of the emissions, for a total of 5.8
equivalent Gigatonnes of CO2. Despite the diffusion of this
technology there has also been a surge in battery demand
and production. In fact, in just five years, between 2015
and 2020, the battery demand increased by a factor of six.
Furthermore, according to the IEA outlines for a Sustainable
Development Scenario (SDS), this number will continue to
grow: In 2030 the annual global battery demand for EVs
is expected to reach 3.3 TWh of storage capacity. While
some authors have focused on the economic impact of this
production ramp-up, the environmental impact of such a
dramatic change in battery production is still uncertain, yet
so critical for our society.

Figure 1: Contributes to the total equivalent CO2 emissions
considering different energy mixes.

In this paper, we make use of Life Cycle Assessment (LCA)
to determine the total emissions per kWh generated during
the production of a battery, from the raw material extraction
to the final assembly of the battery (cradle to gate). The
results shown in Figure 1 outline a heavy influence of the
energy mix on emissions. While some of the processes,
like material extraction, use heavy machinery running on
diesel or other hydrocarbons, the other production steps
could use electrical power coming from renewable sources.
We also take into account the technological learning taking
place during the scaling-up, identifying the influence of
production volumes through different learning effects, such

as learning-by-doing and learning-by-searching [1]. The
implementation of learning methods on an LCA framework
considers the manner in which the processes change over
time, known in the literature as dynamic LCA (DLCA)
[2]. The learning effects are taken into account using two
different strategies: single-factor and multi-factor learning.
The single-factor approach considers one single overall
learning rate for the product, while the multi-factor approach
distinguishes different learning rates for each constituent.
The multi-factor approach provides more insights on where
exactly the learning happens in the supply chain, and is more
suitable to take into account physical limits of individual
components compared to the single-factor, as shown in
Figure 2. On the other hand it is difficult to gather the data
needed to accurately identify a learning coefficient for every
process, resulting in higher uncertainty.

Figure 2: Evolution of equivalent CO2 emission per kWh
considering single-factor and multi-factor approaches.
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1 Introduction

We investigates the combination of incremental nonlinear
dynamic inversion (INDI) control with a reference gover-
nor scheme, i.e., a specific control scheme that enables con-
straint and limit protection handling, developed in a zono-
topic framework. The zonotopic representation of the safe
flight envelope is simple and computationally efficient for
real-time implementation. The global scheme consisting of
INDI and reference governor ensures safe flight under dis-
turbances and constraints, as illustrated with numerical tests
using the Parrot Mambo simulator provided in the Math-
works Simulink environment.

2 Incremental nonlinear dynamic inversion

The Incremental Nonlinear Dynamic Inversion (INDI) con-
troller is a feedback linearization controller [1] which uses
derivatives of the system states as an input. It allows achiev-
ing a closed-loop linear systems (Fig. 1).

Figure 1: Feedback linearization principle

3 Reference governor

The reference governor [2] is an intermediary system that
transforms a reference r(t) generated by a high-level guid-
ance system into a new reference v(t) which is more suitable
with respect to the dynamics of the closed-loop system and
the constraints imposed on the system (Fig. 2).

Constrained zonotopes are selected for the convex set repre-

Figure 2: Reference governor structure

sentation in the reference governor, as they have been proven
suitable even for high-dimensional systems. Moreover, effi-
cient algorithms are available for their computation, [3].

4 Results

Fig. 3 shows first results. An initial trajectory (blue doted
line) is given to the UAV. When adding a constraint, the ref-
erence governor creates a new trajectory (red dotted line) for
the closed-loop system such that it lies within the constraint.
The resulting trajectory of the system (yellow line) is track-
ing the new reference while ensuring no constraint violation.

Figure 3: Constrained response (constraint x < 0.5) of the
Mambo mini drone
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1 Introduction

Online (optimal) motion planning is a strongly researched
field which receives a lot of attention from both industry
and academia. It is a powerful method to navigate vehicles
safely through complex cluttered environments, increasing
the degree of autonomy of these vehicles in warehouses,
greenhouses and on factory floors. Merging data from dif-
ferent sensors for localization and environment recognition,
deploying various motion planning algorithms, and control-
ling the vehicle require a user-friendly framework.

Our proposed flexible software framework for motion plan-
ning and control facilitates fast testing and deployment, both
for simulation purposes and for experimental work. Addi-
tionally, it allows students in control courses to implement
and validate their motion planning, state estimation and state
feedback algorithms.

2 Hardware Description

We developed a truck-trailer test setup as shown in Fig. 1.
The truck is driven by a KELO drive [1] and executes the
velocity inputs as calculated by the motion planner and feed-
back algorithms, as discussed in [2]. Onboard sensor mea-
surements are processed by an Odroid XU4. A tracker of
the HTC Vive virtual reality gaming console is used to lo-
calize the vehicle with high accuracy [3] which provides 6D
pose estimates at a rate of 100 Hz. The tracker is mounted
above the trailer axle’s center point, and directly measures
the trailer’s state. An angle encoder is mounted on the hitch-
ing point of the truck and measures the relative angle be-
tween truck and trailer. Together, these sensors measure full
state information.

Multiple projectors project the environment on the lab floor,
allowing the visualization of (rapidly) changing environ-
ments. In addition to a road map, (virtual) obstacles or other
environmental features, the visualization tool Rviz can also
display planned and traveled trajectories, velocity vectors,
and other useful debugging information, as shown in Fig. 1.
These features make this setup visually attractive and ideal
for development and demonstrative purposes.

Figure 1: Lab setup with the truck-trailer, projected environment
and planned trajectory.

3 Software Framework

The flexible software framework is built using Robot Op-
erating System (ROS), because ROS inherently handles
threading of parallel operations through its nodal structure,
it easily handles network communication between indepen-
dent devices (offboard laptop, onboard computer, etc.), and
there is a vast supply of packages available from the ROS
community that are interfaced in a plug-and-play manner.
The onboard deployed software consists of the interface for
the actuated wheel and for the onboard sensor. The off-
board deployed software is a finite-state machine for discrete
switching between tasks, the motion planning algorithm,
the controller, the localization interface, and visualization
tools. Additionally, the software configuration entails the
feature that the physical vehicle with actuator and sensor in-
terfaces can easily be replaced by an equivalent simulation
node, without any changes in the remainder of the frame-
work. This interchangeability makes the setup ideal for fast
offline testing and debugging using the simulator, and direct
deployment on the physical setup afterwards.

Acknowledgement This work has been carried out within the framework of Flanders
Make SBO project ARENA (Agile and Reliable Navigation). Flanders Make is the
Flemish strategic research centre for the manufacturing industry.
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1 Background

The performance of mechatronic systems is limited by the
accuracy of the position sensors used for feedback. These
sensors require accurate calibration, which is achieved us-
ing test beds that, in turn, require even more accurate cal-
ibration [1]. Due to this cascade of calibration steps, see
Figure 1, modeling errors in individual calibration steps can
compound and limit the achieved accuracy of the position
sensor calibrated last. This compounding of calibration er-
rors is especially problematic when limited data is available
due to the high costs of manual calibration.

2 Problem formulation

The aim is to find an accurate mapping of a low-cost, rela-
tively inaccurate sensor S1, to a highly accurate manual in-
strument S3. To this end, a test bed, equipped with sensor
S2, is calibrated on S3 once. Subsequently, a large range of
different products, each with its own sensor S1, is calibrated
automatically on this test bed.

3 Cascaded calibration via Bayesian inference

The key idea is to model the intermediate sensor calibration
model f2→3 as a Gaussian Process (GP), where

y3 = f2→3(y2), (1)

such that when the two sensors are aligned, the sensors S2,S3
each measure positions y2,y3. By collecting a data-set D
from the sensors and modeling f2→3 as GPs, the posterior
model variance cov( f̂2→3) can be computed. Indeed, when
readings of a low-cost sensor S1 are then compared on the
intermediate calibration model and stored as D̂, the total cal-
ibration model is affected by the model uncertainty of the
intermediate calibration model:

ŷ3 = E( f̂1→3(y1)) = g(y1,cov( f̂2→3),D, D̂). (2)

Crucially, (2) provides an expression for the expected true
position of the mechatronic system as a function of the read-
ing of low-cost sensor S1, and the variance of the interme-
diate calibration model. This expression can be evaluated
online to correct for repeatable sensor inaccuracies.

Sensor 1

Least accurate sensor

Sensor i Sensor n
calibrated on calibrated on

Most accurate sensor

. . . . . .

Figure 1: When multiple sensors are calibrated on each other, any
calibration error is propagated down the chain.

10−4 10−3 10−2
0
1
2
3
4
·103

RMS calibration error [m]

pd
f[

m
−

1 ]

Figure 2: Normalized probability density function of the calibra-
tion error. The developed approach ( ) achieves more
accurate calibration than a lookup table with linear in-
terpolation ( ).

4 Simulation results

Monte Carlo simulations with 5000 scenarios are per-
formed. In each scenario, f1→2 and f1→3 are generated ran-
domly from a fourier basis. Figure 2 compares the resulting
calibration errors ∥ŷ3−ytrue∥2/

√
N of the developed calibra-

tion approach with a lookup table with linear interpolation.
The developed approach leads to significantly more accurate
calibration, because (i) the chosen model structure is better
suited for extrapolation, and (ii) model uncertainty of the in-
termediate calibration model is taken into account, such that
in these regions the prior is trusted more than the model.

5 Conclusion

A cascaded calibration method is developed to accurately
model position sensor inaccuracies, enabling more accurate
calibration of mechatronic systems with fewer resources.
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1 Introduction

Autonomous surface vessels (ASVs) are predicted to be one
of the key technological trends within the maritime sec-
tor owing to their promising merit of increased safety lev-
els in the maritime ecosystem. However, since ASVs will
extensively rely upon sensor measurements for navigating
through oceans and inland waterways, it poses new chal-
lenges to the safety of the vessel. A fault in one or more of
these sensors may have a severe consequence such as dam-
age to the vessel, infrastructure, or a human injury. It is
therefore critical that a fault in the navigational sensors must
be detected and isolated quickly and accurately.

The current research on the model-based fault diagnosis of
ASVs mainly focuses on the diagnosis of actuator faults
while assuming the occurrence of a single fault. However,
the sensor fault detection and isolation problem is equally
crucial, owing to the harsh marine environment which may
additionally contribute to the sensor degradation, for in-
stance, due to the presence of salt spray and moisture [1]. In
this work, we propose a model-based distributed two-level
scheme for the detection and isolation of multiple sensor
faults occurring in an ASV. In the proposed approach, the
sensors being monitored are decomposed into multiple lo-
cal sensor sets, to facilitate the isolation of multiple sensor
faults and recognise the propagating sensor faults. The lo-
cal monitoring modules consist of extended state observers
(ESO) that can simultaneously estimate the sensor measure-
ments as well as the external torque acting on the vessel due
to wind. The various local monitoring modules are also ca-
pable of exchanging measurements and detecting the occur-
rence of a fault based upon a computed set of analytical re-
dundancy relations (ARRs). Furthermore, the faulty sensor
is isolated based upon a combinatorial decision logic - at the
first level by each of the local monitoring modules, followed
by a global monitoring module at the second level. This two-
level scheme provides an improved isolability of the faulty
sensors [2].

We consider a 3 DOF maneuvering model to describe

1The research leading to these results has received funding from the
European Union’s Horizon 2020 research and innovation programme un-
der the Marie Skłodowska-Curie grant agreement No 955.768 (MSCA-
ETN AUTOBarge). This publication reflects only the authors’ view, ex-
empting the European Union from any liability. Project website:http://etn-
autobarge.eu/.

Figure 1: Proposed architecture for the FDI of ASVs

the dynamics of an ASV. The vessel is considered to
be equipped with multiple redundant sensors, including a
GPS/GNSS sensor for the measurement of the vessel’s po-
sition, an IMU sensor- constituting of a gyrocompass and
accelerometer, for measuring the vessel’s heading and ve-
locity, an anemometer for measuring the wind speed and a
weather vane for measuring the wind direction.

The proposed scheme is verified through simulations per-
formed on a vessel model for the case of the vessel tracking
a desired trajectory.
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Feedforward Control for an Interventional X-ray:
A Physics-Guided Neural Network Approach
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1 Background

Interventional X-ray systems (IXs) are a key technology in
healthcare that improve treatment quality through visualiza-
tion of patient tissue. This enables minimally invasive ther-
apies, resulting in faster patient recovery. To guarantee both
high imaging quality as well as patient and operator safety,
accurate feedforward control is essential during operation of
an IX. A typical IX is visualized in Fig. 1.

2 Problem Formulation

The tracking performance of feedforward controllers based
on first-principles modeling is limited by hard-to-model dy-
namics in the IX, such as the configuration-dependent cable
forces and nonlinear friction characteristics in the guidance.

Instead, the goal of this work is to learn these hard-to-model
dynamics from input-output data of the IX through captur-
ing their contributions to the equations of motion using neu-
ral networks as flexible function approximators.

3 Physics-Guided Neural Network Feedforward

To compensate the hard-to-model dynamics, the feedfor-
ward controller is parametrized as a parallel combination of
a physical model and neural network gφ such that the feed-
forward f for reference θd is given by

f (θd(k)) = Mθ̈d(k)+mgh(θd(k))+gφ (T (θd(k)), (1)

where M and mgh(θ) represent the inertia and gravity con-
tribution derived from first-principles, and

T (θd(k)) =
[
θd(k) θ̇d(k) θ̈d(k) relay(θd(k))

]T (2)

represents is a physics-guided input transformation.

The parameters M,m,φ are learned from input-output data
{u(k),y(k)}N

k=1 through inverse system identification, i.e.,
by regressing the feedforward output f (y(k)) on u(k) as

∑N
k=1(u(k)− f (y(k)))2 +R(φ). (3)

R(φ) represents orthogonal projection-based regularization
[1] to ensure that gφ does not learn modeled effects, such
that the physical model remains interpretable.

1This work is supported by Topconsortia voor Kennis en Innovatie
(TKI), and ASML and Philips Engineering Solutions.
iControl Systems Technology Group, Eindhoven University of Technology,
P.O. Box 513, 5600 MB Eindhoven, The Netherlands. iiPhilips Engineering
Solutions, High Tech Campus 34, 5656 AE Eindhoven, The Netherlands.
iiiASML, De Run 6501, 5504 DR Veldhoven, The Netherlands. ivDelft
University of Technology, P.O. Box 5, 2600 AA Delft, The Netherlands.
*Email: j.j.kon@tue.nl

4 Results

The feedforward controller is validated experimentally on
the IX setup of Fig. 1. Fig. 2 shows the resulting track-
ing errors. The proposed feedforward controller ( ) com-
pensates almost all dynamics, resulting in a tracking error
of a few encoder counts. In contrast, the physical-model-
based feedforward controller ( ) improves upon the feed-
back only case ( ), but still contains predictable errors
from uncompensated dynamics. Overall, the tracking error
is reduced from 0.095 to 0.020 deg in mean absolute sense
by the inclusion of a neural network.

θ

Roll

Detector

X-ray source

Guidance

Cable

Figure 1: Interventional X-ray system positioning the X-ray
source and detector through rotating, i.a., the roll axis.

Figure 2: Error signals for proposed ( ) and physical-
model-based ( ) feedforward controller compared to the
feedback only case ( ) with scaled velocity reference ( ).
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1 Background

The economic value of high-tech production equipment is
proportional to productivity. Key enablers are fast and accu-
rate positioning systems which rely on a refined mechanical
design and effective control algorithms. Despite incredible
progress over the past decades, high-tech production equip-
ment still breaks down. To minimize downtime, fault diag-
nosis systems are crucial to facilitate optimal and targeted
maintenance such that productivity is maximized [1].

2 Problem

Fault detection and isolation (FDI) for large scale closed-
loop controlled multi-input multi-output (MIMO) systems
is challenging and successful application to complex mecha-
tronic production equipment remains to be proven. For this
purpose, accurate fault diagnosis system of low computa-
tional complexity are required, enabling to isolate a large
number of possible actuator and sensor faults.

3 Approach

The proposed approach integrates prior information, i.e., ac-
curate models available from controller design, with pos-
terior information in the form of experimental input/output
data during normal operating conditions. The fault diagnosis
system, see Fig. 1, is based on an accurate low-order MIMO
model and is synthesized by means of a numerically reliable
nullspace-based FDI approach [2]. The residual signals, de-
noted by ε , are invariant to exogenous disturbances r, d, and
w, and allow to isolate the root-cause fault f , highlighted in
real-time in a digital counterpart ( ), see Fig. 2.

Figure 1: Closed-loop controlled system with augmented
residual generator, highlighted in ( ).

4 Results

It is shown that effective fault diagnosis filters can be syn-
thesized which solve the FDI problem. By means of a nu-
merical case study and experimental validation on a next-
generation prototype wafer stage, see Fig. 2, its effective-
ness is illustrated. The fault diagnosis system guarantees
fault detection and isolation of a large number of imposed
actuator and sensor faults.

5 Outlook

The main focus of this abstract is on successful application
to a large scale MIMO industrial setup. Next, more empha-
sis will be put on incorporating modeling uncertainty into
the synthesis tools to provide robustness guarantees.
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Figure 2: FDI on a prototype wafer stage with 4 sensors (•)
and 13 actuators (•). To this end, a bank of 13 residuals sig-
nals ε are used, of which 4 are depicted. These signals allow
to isolate the root-cause of the faulty system, highlighted in
real-time by ( ).
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1 Introduction

System Identification deals with data driven modeling of dy-
namic systems. It is a well established theory and many
text books are available [1, 2, 4]. However, the threshold to
work on this material is quite high and many potential users
are lacking the time and/or the background to study the the-
ory in detail. Alternative educational material to lower the
threshold was developed using Matlab® exercises [3]. Be-
cause the reader has still to do all the programming work, it
still might take a lot of time to absorb all the information.

On the website www.systemidentification.be we offer in the
Hands-On section an alternative online book using Matlab®

live scripts. The material is organized in an extensive set of
Hands-On exercises that explain and illustrate each time a
sub-topic of the system identification theory. ‘Simple’ but
generic examples provide a deeper understanding of the ex-
plained theory, combined with a hands-on experience. Gen-
eral conclusions and user guidelines are provided at the end
of each section. References are given to guide the reader to
the literature. The book can be used for self-study or as ad-
ditional material in courses on data driven modeling. In the
presentation, we will discuss and illustrate in more detail the
goals and philosophy of this project.

2 Outline

The Hands-On are organized along the following chapters:
- Statistics Refresher
- System Identification
- Design of Excitation Signals
- Nonparametric Identification
- Identification of Linear Systems
- Identification in the Presence of Nonlinear Distortions
- Identification of Nonlinear Systems.
An overview of the material already available can be found
in the table of contents:
https://www.systemidentification.be/?page id=1140

3 Illustration

We selected an example from the Hands-On Matching the
Model to the Data: Choice of the Error Signal and Cost
Function. In this Hands-On, the likelihood function concept
is introduced and next it is illustrated on a number of exam-
ples. For this abstract, we selected a part of the discussion
on the estimation of the mean and median. The underlying

Matlab code can be visualized and accessed in the Matlab
Live Script files that are downloadable from the website.

Exercise 1 Illustration of the different cost functions
In this exercise, the behavior of the different cost functions is illustrated for a data set with only 3 points: 

, The value of x is randomly generated in [-1 1]. In the figure, the following cost functions are plotted (the 
standart deviation is put equal to one: ):

•  with the mean value as the minimizer,

•  with the median as the minimizer,

•
, and the normalized version  to give a better view of 

the cost function. For p becoming large, the midrange estimator is retrieved. The reader can set the value 
of p.

Run the exercise a few times for different values of p and observe the variations of the different cost functions 
and their minimizers.  is minimized in x, and  is minimized at  which is the midrange of [-1 1]. 

The sample mean (minimizer of ) is ; the median is .

1

4 Long term perspective

The development of this website is a long-term project. We
intend to expand/update gradually the information in the
coming years. We decided to make the website publicly ac-
cessible in this period, even if it is far from being finished. It
is our strong believe that also the partial information can be
very useful for many readers. Moreover, the feedback that
we get from these early experiences provides very valuable
inputs for the further development of our project.

References
[1] Ljung, L. (1999). System Identification: Theory for
the User. Prentice Hall.

[2] Pintelon, R. and Schoukens, J. (2012). System Identi-
fication: A Frequency Domain Approach. Wiley-IEEE
Press.

[3] Schoukens, J., Pintelon, R., and Rolain, Y. (2012).
Mastering System Identification in 100 Exercises. Wiley-
IEEE Press.
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Paul Tacx1, Matthijs Teurlings1, Gert Witvoet1,4, Marcel Heertjes1,3, Tom Oomen1,2

1Eindhoven University of Technology, Department of Mechanical Engineering
2Delft University of Technology, Delft Center for Systems and Control, Delft, The Netherlands

3ASML, Mechatronic Systems Development, Veldhoven, the Netherlands
4TNO, Optomechatronics Department, Delft, the Netherlands

Email: p.j.m.m.tacx@tue.nl, t.a.e.oomen@tue.nl

1 Background

Flexible dynamics in next-generation motion systems lead
to inherent spatio-temporal system dynamics. Inevitably,
next-generation control techniques increasingly rely on ac-
curate modeling techniques that capture the spatio-temporal
nature of the flexible dynamic behavior [1]. Two case stud-
ies are being investigated: adaptive optics and mechanical
stage control.

2 Problem Formulation

A key challenge for next-generation motion systems is the
modeling of the spatio-temporal flexible dynamics. Tra-
ditional parametric and nonparametric identification ap-
proaches aim to identify the temporal behavior of the flex-
ible dynamics. As a result, the flexible dynamic behavior
is estimated at a limited spatial grid which limits the under-
standing of the position-dependency of the flexible dynamic
behavior[2]. The aim of this paper is to identify and recon-
struct the spatio-temporal behavior for spatio-temporal con-
trol of next-generation motion systems with a large number
of spatially distributed actuators.

3 Approach

Given a motion system Gm : [u1 ... una ]
⊤ 7→ [y1 ... yns ]

⊤ with
a large amount na of spatially distributed actuators and a lim-
ited amount of ns sensors, i.e. ns≪ na. The aim is to model
the spatio-temporal nature of the flexible dynamic behavior.
The approach includes the identification of modal models
[2]. The modal system description is exploited by including
mechanical systems knowledge [3]. The proposed approach
allows enhancing the estimation of the spatial system behav-
ior [4].

4 Results

The proposed approach is illustrated on an experimental
beam setup, see Figure 1. The approach proposed in this
paper allows identifying the full response Gm while only
having access to the first sensor by exploiting the proposed
approach. In particular, the approach allows analyzing the
spatio-temporal behavior with limited sensing capabilities,
see Figure 2. In particular, the full system Gm is identified
while only having access to the first sensor.

This work is part of the research programme VIDI with project num-
ber 15698, which is (partly) financed by the Netherlands Organisation for
Scientific Research (NWO).

Figure 1: Experimental overactuated beam setup. The three voice-coil
actuators are indicated in red. The flexible beam system Gm is
actuated by three voice coil actuators (red) and the displace-
ment is measured by three sensors (blue and grey). The pro-
posed method only considers the first sensor (blue) to estimate
the full system Gm.

Figure 2: Element-wise Bode magnitude plot of the non-parametric esti-
mate of the full system Gm (grey), the non-parametric estimate
of subsystem Go (blue), and extended plant Gm (dashed red).
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The design process of a production system can be an intri-
cate process, with many iterations of (re)design. The field
of design space exploration (DSE) deals with automatically
exploring the solution space of feasible designs to identify
and analyze the differences between design alternatives. Ex-
amples of DSE frameworks are found in the fields of vehicle
powertrains [1] and embedded systems [2]. As noted in [2],
an effective DSE framework must describe methods for rep-
resentation, analysis, and exploration of the design space.

Our previous work in [3] describes a simulation-based
method for exploration and analysis in DSE of production
systems. Here we focus on representation of the design
space. A formal language is presented for specification of
the design space of a production system topology. This lan-
guage uses unambiguous syntax with natural language ex-
pressions. Using this language, design constraints can be
described with the same level of expressiveness as first-order
logic. Because it is a formal language, all feasible designs
can be generated from the design space specification, which
facilitates automated DSE. The expressiveness of the lan-
guage and the ability to use it to generate designs have been
validated through an adaptation of an industrial case study.

From a product flow perspective, a production plant consists
of machines and products which flow between these ma-
chines. Thus, the functional design of a production plant can
be considered to consist of components (machines) and the
connections between them (e.g., a conveyor bringing prod-
ucts from machine A to machine B). The proposed formal
design space specification language has been described us-
ing Extended Backus-Naur Form (EBNF) [4]. It supports
specification of (1) which types of components can be used
in the design, (2) which instances of these component type
there must be, and (3) design constraints, such as: how many
of a component type are used, or how a component must be
connected. The EBNF notation has been omitted for brevity.

Figure 1 shows an example of a design space specifica-
tion written using this specification language. The example
shows how the language can be used to specify component
types, instances and constraints. Figure 2 shows one of the
feasible designs of this design space. Note that not all in-
stances which are allowed to be present in a design need
to be defined explicitly; machineA1, machineB1, and ma-
chineB2 are not specified but are present in the design.

An algorithm has been developed for generating all feasible
designs. In this algorithm, potential designs are constructed,

There is component type Infeed with output ports [out]
There is component type MachineA with input ports [in]
and output ports [out1, out2]
There is component type MachineB with input ports [in]
and output ports [out]
There is component type Outfeed with input ports [in] 
  
 
infeed1 is an instance of Infeed
outfeed1 is an instance of Outfeed 
 
 
#Components(MachineA) ≤ 1 AND #Components(MachineB) ≤ 2
For all instances iN of Infeed: There exists an instance iA of
MachineA: iN.out connects to iA.in 
For all instances iB of MachineB: There exists an instance iO of
Outfeed: iB.out connects to iO.in 

Component types

Component instances

Constraints

Figure 1: Formal specification of the design space.

and the designs are then checked to validate if the given con-
straints are adhered to. However, for a design space with
many constraints, this could require many iterations before
all feasible designs are found. The next step in future work
is to achieve a more efficient method for generating feasible
design candidates from the design space specification, and
to integrate this into the DSE methods described in [3].

machineA1infeed1 outfeed1

machineB1

machineB2

Figure 2: Instantiation of a feasible design.
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1 Background
Increasing demands for motion control result in a situation
where Linear Parameter-Varying (LPV) dynamics have to
be taken into account. Inverse-model feedforward for LPV
systems is challenging since the inverse is often dynamically
dependent. The aim of this paper is to develop an identifica-
tion approach that directly identifies dynamically scheduled
feedforward controllers for LPV systems from data.

2 Problem Formulation
The goal is to create LPV feedforward controller FLPV to
reduce tracking error e = r− y for LPV system GLPV . The
closed-loop setup considered is shown in Figure 1.

FLPV

C GLPV

−
r e

uff

u
y

ρ
ρ k(ρ)

m1 m2

y

u

c

Figure 1: Left: Feedforward structure considered. Right: Exam-
ple system that can be represented as (1).

The class of LPV systems considered are statically depen-
dent on the scheduling variable with the following represen-
tation

GLPV : ∑na
i=−2 ai(ρ(t))y(i)(t) = ∑nb

j=0 b j(ρ(t)) d j

dt j

∫∫
u(t)dt2, (1)

with ·(i) the i’th derivative if i≥ 0 or the i’th integral if i < 0.
The inverse dynamics, i.e., the dynamics from y to u, are
dynamically dependent on ρ , due to the second integral.

Example 1. Consider the system in Figure 1, where the
input-output behavior from input u to output y is given by
(

m2m1
d2

dt2 + cm1
d
dt +(k(ρ)(m1 +m2))

)
y+ k(ρ)c

∫
ydt = k(ρ)

∫∫
udt2.

The inverse dynamics are given by

u = m2m1
k(ρ) y(4)+ cm1

k(ρ)y(3)+(m1 +m2) ÿ+ cẏ+
2ρ̇2k′2(ρ)

k(ρ) −ρ̇2k′′(ρ)−ρ̈k′(ρ)−2ρ̇k′(ρ)
k2(ρ) f (y, ẏ, ÿ),

with f (y, ẏ, ÿ) = m1m2ÿ + cm1ẏ + k(ρ)(m1 +m2)y and k′

and k′′ the derivatives of k with respect to ρ . ■

3 Approach
The approach uses a basis function approach with LPV feed-
forward parameters, where the parameters are learned using

data with kernel-regularized least-squares. The feedforward
controller is parameterized as

FLPV : w f f =
nθ

∑
i=1

θi(ρ)ψi

(
d
dt
, I
)

r, (2)

where the second integral is applied such that the dynamic
dependence on the scheduling sequence is compensated for.
The input applied to the system is calculated as u f f =
d2

dt2 w f f . The parameters θi(ρ) are identified using kernel-
based regularization similar to [1] as follows

Θ̂ = argmin
Θ
∥w̄−ΦΘ∥2 + γ∥Θ∥2

H, (3)

where Θ, w̄ and Ψ are matrices or vectors of θi, w and ψi
andH denotes the squared induced norm on the reproducing
kernel Hilbert space, where ∥Θ∥2

H = Θ⊤K−1Θ. The kernel
K incorporates prior knowledge of the feedforward parame-
ters, such as smoothness or periodicity.

4 Results
Tracking performance of the system in Figure 1 with k(ρ) =
EA/(ρ (L−ρ)) is compared for traditional LTI feedforward
and the developed approach and is seen in Figure 2.
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Figure 2: Error for LTI ( ) and developed ( ) feedforward.

Significant tracking performance is achieved by the devel-
oped approach compared to LTI feedforward. The error 2-
norm ∥e∥2 reduces from 4.2 ·10−6 m to 5.8 ·10−8 m.
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1 Introduction

A digital twin of a (controlled) physical system allows en-
gineers to efficiently optimize the design of the physical
system and both optimize its performance and monitor its
health in real-time. Since a model (i.e., a digital twin) is
typically not an exact representation of a measured physical
system, the digital twin cannot be exploited to its full po-
tential. Therefore, model parameter updating is employed
to minimize the mismatch between the model and the mea-
sured system. To make model parameter updating generally
applicable in an online, digital twin context, the updating
method should be: 1) applicable in (near) real-time, 2) ap-
plicable to nonlinear models, and 3) physically interpretable.
To satisfy these requirements, the Inverse Mapping Param-
eter Updating (IMPU) method is proposed [1] which maps
a set of features to corresponding parameter values. Since
many distinct features can be extracted and using too many
features may lead to deteriorating accuracy and computa-
tional efficiency, a Feature Selection (FS) technique is ap-
plied.

2 Inverse mapping parameter updating

In this research, the IMPU method is used to update phys-
ically interpretable parameter values p of a first-principles
based (nonlinear dynamics) parametric (forward) model.
This is achieved by using the inverse relation between p and
a set of features ψ as extracted from output responses that
are obtained for user-defined initial conditions and excita-
tion signals, see Figure 1. This inverse relation is captured
in an Inverse Mapping Model (IMM):

p̂ = I(ψ̄). (1)

The IMM is constituted by an ANN that is trained offline us-
ing simulated training data {ps,ψs}, where s = 1, . . . , ns,
such that it learns an accurate mapping. Then, in an on-
line phase, measured sets of features are used as input to the
already trained ANN such that the parameter estimates are
typically obtained in approximately 5 milliseconds, allow-
ing for real-time updating. In this method, features describe
the transient output response of the system. As many dif-
ferent features can be extracted from output data, see [1],

∗Eindhoven University of Technology, Department of Mechanical En-
gineering, Dynamics & Control Group

Inverse mapping

model

Forward model

Inverse model
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model
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(time series data)
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(time series data)
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values
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Excitation signals

(forces, torques)Initial conditions

Fig. 1: Comparison of a first-principles forward model and an in-
verse mapping model with their inputs and outputs.

and too many features may deteriorate accuracy and train-
ing/inference time, FS is applied to obtain a more informa-
tive subset.

3 Feature selection using mutual information

To select a subset of features, the Mutual Information (MI)
scores [2] between the different features and the different
parameter values are used. Here, MI can be regarded as the
entropy that represents the information contained within a
variable (feature or parameter value). By calculating a MI
score for each combination of features and parameters in the
training data, the features are ranked and the features with
the highest MI score are selected. By employing a subset
of selected features as inputs to the ANN, it is observed that
the accuracy of the parameter estimates is maintained or im-
proved with respect to the use of the entire set of features,
along with reduced training/inference time.

4 Conclusions

Using an IMM, constituted by an offline trained ANN, phys-
ically interpretable parameter values of nonlinear dynamics
models can be updated in (near) real-time. To decrease train-
ing and inference time, and to potentially the increase ac-
curacy of the estimated parameter values, MI-based FS is
employed.
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Gaussian Mechanism Design for Prescribed Privacy Sets in Data
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I. INTRODUCTION

Cyber-Physical Systems (CPSs) such as smart grids, in-
telligent transportation, and smart buildings provide better
scalability, fault tolerance, and resource sharing compared to
traditional systems. These come at the expense of sharing
data and possibly losing privacy in the society and therefore
require extra attention from researchers.

II. PROBLEM FORMULATION

We consider linear dynamical systems described by equa-
tions of the form

x(k + 1) = Ax(k) +Bu(k)

y(k) = Cx(k) +Du(k), k ∈ N0,
(1)

with state x ∈ Rn, input u ∈ Rm and output y ∈ Rp. For
this system, define

YK−1 :=
[
y⊤(0), y⊤(1), . . . , y⊤(K − 1)

]⊤ ∈ RpK

OK :=
[
C⊤, (CA)⊤, . . . , (CAK−1)⊤

]⊤
,

for some K ∈ N, and Wo = O⊤
KOK .

We are interested in the case where state variables or some
of the state variables contain privacy-sensitive information
when 1) everything except x0 is publicly known and 2)
system (1) is observable.

A. Perturbing the initial state

As a solution for providing privacy for x0, we first
consider perturbing the initial condition x0 itself. Assume
x̃0 := x0 + v, where v is a random variable with normal
distribution v ∼ Nn(0,Σv) and independent of x0. In
this case, the covariance of x̂0 as the maximum likelihood
estimator is [1, p. 97]

Cov(x̂0) = E
[
(x̂0 − x0)(x̂0 − x0)

⊤] = Σv. (2)

It follows from (2) that adding noise directly to the initial
state x0 enables the designer to hide the true value of
x0 within a prescribed confusion set, characterized by Σv .
Despite this advantage, perturbing the initial state is neither
feasible nor desired in real-life processes such as a chemical
reactor.

T. Hosseinalizadeh and N. Monshizadeh are with the Engineering and
Technology Institute; University of Groningen, The Netherlands. Email:
{t.hosseinalizadeh, n.monshizadeh}@rug.nl.

B. Perturbing the output measurements
Motivated by mentioned limitation, we consider instead

perturbing the measurements of the system YK−1 as

ỸK−1 = YK−1 +NK−1, (3)

where the added noise NK−1 ∼ NpK(0,Σ) is independent
of YK−1. In this case, the covariance of x̂0 is

Cov(x̂0) = E
[
(x̂0 − x0)(x̂0 − x0)

⊤] =
(
O⊤

KΣ−1OK

)−1
.

(4)
A question that arises is that whether a Gaussian noise NK−1

can be found for the output mechanism (3) such that the
optimal adversary encounters a prescribed confusion set Σv

for x0? Formally:

Problem 1. Find the covariance matrix Σ ≻ 0 for the
Gaussian mechanism in (3) such that for a given Σv ≻ 0

(
O⊤

KΣ−1OK

)−1
= Σv. (5)

III. OUTPUT GAUSSIAN MECHANISM

The following theorem addresses Problem 1 by providing
results on existence and uniqueness of positive definite
solutions Σ to (5).

Theorem 1. Let Σv ≻ 0 be the prescribed confusion set for
x0 in Problem 1. Consider the matrix equation

(O⊤
KXOK)−1 = Σv, (6)

and the set

SX := {X ∈ RpK×pK | (6) holds}. (7)

Then, the following statements hold.
(i) The set SX is nonempty and given by

SX = {N⊤N +R−MRM | R ∈ RpK×pK}, (8)

where

M := OKW−1
o O⊤

K , N := Σ−1/2
v W−1

o O⊤
K . (9)

(ii) The set
S+
X := {X ∈ SX | X ≻ 0}, (10)

is nonempty.
(iii) If pK = n, then the set S+

X is singleton and is given
by S+

X = {N⊤N}. □
It follows from Theorem 1 that the solution to (6) is in

general not unique, and hence it can be chosen optimally.
The result for this part is dropped due to space limitation.
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1 Introduction

Thermo-acoustic instabilities pose a severe challenge in the
development of clean, stable burning techniques. These in-
stabilities can typically be divided in two categories, namely
unstable modes with a duct acoustic origin and a Intrinsic
Thermo-Acoustic (ITA) origin. The first type of instability
is caused by a feedback loop between the acoustics and the
flames, while the ITA instabilities originate from an intrin-
sic feedback loop in the flame. Therefore, the latter type
of modes reflect the pure flame dynamics. Flames are well
known to exhibit a wide range of distinct nonlinear oscilla-
tions. However, accurate low-order models that describe the
nonlinear flame dynamics are not available. Such models
are essential in understanding the mechanisms of thermo-
acoustic instabilities and developing successful mitigation
strategies. In this research a low-order nonlinear dynami-
cal flame model is discovered based on experimental data.
Thereto, the Sparse Identification of Nonlinear Dynamics
(SINDy) algorithm is used to discover the governing equa-
tions of the flame dynamics [1].

2 Data-driven model discovery

The dynamics of physical systems are often described by
only a few relevant terms, which makes the dynamics sparse
in a high-dimensional nonlinear function space. The SINDy
algorithm uses sparsity promoting techniques to discover
low-order dynamical models that describe the underlying
time-series data of the state variables. First, the time history
of the state variables is measured and stored in a data matrix
X ∈ Rm×n in which m is the number of time samples and n
the number of state variables. Next, a library is constructed
that consists of different (non)linear candidate functions that
are evaluated with the time history of the states which is typ-
ically denoted by Θ(X)∈Rm×p with p the number of candi-
date functions. Furthermore, the time-derivatives of the state
variables are numerically calculated and stored in a matrix
Ẋ ∈ Rm×n. Finally, a sparse regression is executed to de-
termine which functions from the library are required in the

1Department of Mechanical Engineering, Eindhoven University of
Technology, The Netherlands

2KTH Royal Institute of Technology, Department of Engineering Me-
chanics, Marcus Wallenberg Laboratory, Sweden

governing equations. This regression problem is given by
Ẋ = Θ(X)Ξ, in which Ξ ∈ Rp×n is the matrix with the co-
efficients of the different candidate functions. The columns
in this matrix select the active terms that are required to de-
scribe the evolution of the time-derivative of the correspond-
ing state.

The SINDy algorithm is applied to experimentally obtained
data of an unstable flame. The flame dynamics are typically
described by the acoustic velocity just upstream of the flame
and the heat-release rate. In Figure 1 the time-series of these
state variables are shown for both a validation data set and
a model simulation. It is shown that the discovered model
describes the measured limit cycles accurately.
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Figure 1: Comparison between experimental validation data
( ) and model output ( ) of the normalized
acoustic velocity perturbations (top) and the heat-
release rate perturbations (bottom).

3 Conclusions

In this research a low-order dynamical model of the flame
dynamics is successfully discovered with the SINDy algo-
rithm. This model will be used to investigate the interplay
with the acoustic embedding of the flame and to develop
new instability mitigation strategies.
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1 Introduction

One major challenge for tokamak fusion reactors is the miti-
gation of the paramount heat flux in the divertor exhaust [1].
A promising operational regime for heat flux mitigation is a
detached divertor plasma, achieved with controlled injection
of fuel and impurity gas [2]. The design of gas injection con-
trollers for heat flux mitigation necessitates control-oriented
dynamic models of the divertor plasma, which can only be
verified with system identification experiments on present-
day tokamaks. This contribution aims to progress the devel-
opment of control-oriented dynamic divertor plasma models
by performing system identification experiments on the mid-
size DIII-D tokamak. The DIII-D tokamak has a consider-
ably larger size and higher power than tokamaks on which
identification experiments have been performed previously,
for example, TCV [3]. Therefore, this study allows for a
first assessment of a scaling of the divertor plasma dynam-
ics across device size.

2 Experimental set-up

We identify the frequency response of the divertor plasma
in DIII-D with multi-sine perturbations as in [4]. The per-
turbations are performed with deuterium (fuel) and nitrogen
(impurity) gas injection. We measure the divertor plasma re-
sponse using emitted Dα emission, mainly originating from
the excitation and ionization of injected gas. Additionally,
we measure the response of total radiated power, closely re-
lated to heat flux mitigation in the plasma edge. It has been
observed on the DIII-D tokamak that the magnetic field di-
rection affects how the divertor plasma progresses to the de-
tached regime. Specifically, a jump-like event occurs from
minor to substantial mitigation in the forward field direction,
termed the detachment cliff. Therefore, we performed per-
turbative system identification experiments in both forward
and reversed toroidal magnetic field directions, allowing us
to investigate this effect on the measured divertor plasma
dynamics.

3 Results

We find the divertor plasma response to be equal for deu-
terium and nitrogen gas injection in both field directions,
suggesting the physics governing the measurements to be

Figure 1: Left: an overview of the magnetic geometry on the
DIII-D tokamak, including gas injection locations GAS
A, B, and C. Right: example plasma geometry in the
TCV tokamak [5] drawn to scale for comparison.

minorly affected by these condition changes. However, we
find the dynamic response of divertor plasma radiated power
is sensitive to the integrated amount of nitrogen injected,
likely due to a change in the impurity concentration regime.

Additionally, we have exploited the system identification ex-
periments to design an impurity injection controller. This
controller has been demonstrated to adequately control the
radiated power from the divertor plasma to mitigate the di-
vertor heat flux in DIII-D and was used to support further
experiments.
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1 Problem statement and existing work

MIMO systems may have an underlying structure that is de-
sirable to uncover during modeling or in applications [3, 5].
Here we consider a diagonal structure (Figure 1) written as

G(q) =WD(q)V⊤, (1)

where the (static) mixing matrices W and V have sizes p×R
and m×R, and D(q) is diagonal containing R SISO transfer
functions H1(q), . . . ,HR(q) ∈ C.

Existing approaches center around the matrix diagonaliza-
tion of the frequency response matrix G(q), such as the
eigenvalue decomposition to diagonalize G(q) at a single
point, or the simultaneous diagonalization of multiple matri-
ces G(qk) [4]. Because these approaches are agnostic about
the mode containing the rational SISO transfer functions,
the estimates of the functions H(qk) may be erratic.

2 Loewner-based tensorization

We present a tensor-based approach that jointly considers all
available transfer function data while exploiting the struc-
ture of the rational functions [1, 6]. The proposed technique
enables the use of tensor decomposition algorithms [7] that
enjoy advantageous uniqueness properties.

Given are N samples of the p×m transfer function ma-
trix G(q) in the (complex) points q1, . . . ,qN , which are
partitioned into two complementary sets {s1, . . . ,sN/2} and
{t1, . . . , tN/2}. For convenience, we assume here that N is
even and that both sets have N/2 elements. The frequency
response data is then organized into a fourth-order Loewner
tensor L of size N/2×N/2× p×m as

L (i, j,k, l) =
Gkl(si)−Gkl(t j)

si− t j
.

Figure 1: From a given MIMO transfer function matrix G(q),
we aim to extract a ‘diagonal’ decomposition into R
SISO transfer functions H1(q), . . . ,HR(q) with mixing
matrices V and W at inputs and outputs.

The rank of a Loewner matrix L(g) constructed from a ra-
tional function g is known to be equal to the degree of g,
formally rank(L) = deg(g). The low-rank property of the
Loewner matrix is generalized to a low (block-term) rank
property of the tensor L . In particular, L admits a block-
term decomposition [2] in rank-(δr,δr,1,1) terms as

L =
R

∑
r=1

L(Hr)◦wr ◦ vr =
R

∑
r=1

(ArB⊤r )◦wr ◦ vr,

where Ar and Br have sizes N/2× δr with δr = deg(Hr).
The block-term decomposition of L returns the mixing ma-
trices W and V (up to scaling and permutation), and a set of
factors Ar and Br modeling the low-rank Loewner matrices
L(Hr) from which the internal SISO transfer functions can
be reconstructed [1, 6].

3 Discussion

Compared to the state-of-the-art approach [4], the proposed
technique is able to guarantee the retrieval of the diagonal
structure (1) for a larger number of internal SISO transfer
functions. Furthermore, we observe that the method exhibits
an improved ability to reject noise on the functions Hr(q).
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based blind signal separation of rational functions with ap-
plications, IEEE Transactions on Signal Processing 64(8),
1909–1918, 2016.

[2] De Lathauwer L., Decompositions of a higher-order
tensor in block terms — Part I: Lemmas for partitioned ma-
trices, SIMAX, 30, 1022-1032.

[3] Hovd M., Braatz R.D., Skogestad S., SVD controllers
for H2, H∞ and µ-optimal control, Automatica, 33(3),
433–439, 1997.

[4] Stoev J., Ertveldt J., Oomen T., Schoukens J., Tensor
methods for MIMO decoupling and control design using fre-
quency response functions, Mechatronics 45, 71–81, 2017.

[5] Vaes D., Optimal static decoupling for multivariable
control design, PhD thesis, KU Leuven, Belgium, 2004.

[6] Verbeke D., Ishteva M., Dreesen P., MIMO transfer
function decoupling by Loewner tensorization, IFAC World
Congress 2023 (submitted), 2023.

[7] Vervliet N., Debals O., Sorber L., Van Barel M.,
De Lathauwer L., Tensorlab 3.0, available online at
www.tensorlab.net, 2016.

42nd Benelux Meeting on Systems and Control Book of Abstracts

173



Deep weather elements forecasting

Siamak Mehrkanoon
Department of Information and Computing Sciences, Utrecht University, Utrecht, The Netherlands.

Email: s.mehrkanoon@uu.nl

1 Introduction

A data-driven predictive model based on deep convolutional
neural networks (CNN) is proposed for weather elements
forecasting. The model exploits the spatio-temporal multi-
variate historical weather data to forecast weather elements
for a number of user defined weather stations simultane-
ously in an end-to-end fashion. The embedded feature learn-
ing component of the model as well as coupling the learned
features of different input layers have shown to have a signif-
icant impact on the prediction task. An experimental setup
has been considered based on a high temporal resolution
dataset collected from the National Climatic Data Center
(NCDC) at five stations located in Denmark. The experi-
ment concerns wind speed prediction at three weather sta-
tions located in Denmark for 6 and 12 hours ahead.

2 Formulation of the method

Let us assume that the number of weather stations is q, and
the total number of weather elements (variables) is p. Fur-
thermore, let ysi

j (t) denotes the measurement corresponding
to the j-th weather element of the i-th station at time t. If
for instance we set the j-th weather element of the first sta-
tion at time t as target variable, and also the lag parame-
ter of both input and target signals to d, then one can con-
struct the following regressor vector at time t: z(t) = [ys1

1 (t−
1), . . . ,ys1

p (t − 1), . . . ,ys1
1 (t − d), . . . ,ys1

p (t − d), . . . ,ysq
1 (t −

1), . . . ,ysq
p (t−1), . . . ,ysq

1 (t−d), . . . ,ysq
p (t−d)], which would

be a vector of length p×q×d. Thus the problem is reduced
to finding a right mapping from the input vector z(t) to the
desired target variable ys1

j (t) as follows: ys1
j (t) = f (z(t)).

In order to exploit the spatio-temporal structure of the input
data, we first cast each regressor vector into a tensor with
(stations, lags, variables) as (height, width, channel). Here
we present a model that learns a bank of three dimensional
kernels that are applied on the tensorial data containing the
measurements of all the weather stations. The architecture
of the proposed 3d-CNN model in [1], for weather forecast-
ing is depicted in Figure 1. Here, the input data is fed to
(2× 2× 2)-convolution layers with 10 filters followed by
ReLU nonlinear activation function. The obtained feature
maps are then flattened and the network is followed by fully
connected layers with ReLU and linear activation functions
respectively.

3 Experimental results

Our experiment concerns 6 and 12 hours ahead wind speed
prediction for three weather stations located in Denmark.
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Figure 1: The 3d-CNN architecture proposed in [1] for weather
elements forecasting.

Here the hourly historical data which include four weather
elements including temperature, pressure, wind speed and
wind direction from 2000-2010 are used. The performance
of the proposed 1d-, 2d- and 3d-convolutional neural net-
works models for wind speed prediction is compared with
those of NARX and LSTM networks. The test set consists
of the last 10% of the data, while the remaining 90% percent
of the data is used for training the models. For this dataset,
the sequence length and the number of hidden units in the
LSTM cell are set to four days (96 hours) of measurements
and 200 respectively. The obtained results are shown in Fig.
2 and tabulated in Table 1.

0 250 500 750 1000 1250 1500 1750 2000
Time index

0

2

4

6

8

10

12

14

E
sb

je
rg

 W
in

d
 S

p
e

e
d

6-hours ahead predication, MAE=1.40
Real
3d-CNN

(a)

0 250 500 750 1000 1250 1500 1750 2000
Time index

0

1

2

3

4

5

6

O
d
e
n
se
 W

in
d
 S
p
e
e
d

6-hours ahead predication, MAE=0.62
Real
3d-CNN

(b)

0 250 500 750 1000 1250 1500 1750 2000
Time index

0

2

4

6

8

10

12

14

R
o
sk
ild
e
 W

in
d
 S
p
e
e
d

6-hours ahead predication, MAE=1.48
Real
3d-CNN

(c)

Figure 2: The Obtained 6-hours ahead wind speed forecasts for
three stations.

Table 1: The MAEs (mean absolute errors) of the proposed models, the NARX
and LSTM models.

Method
Hours ahead Station 3d-CNN [1] 2d-CNN [1] 1d-CNN [1] NARX LSTM

6 Esbjerg 1.40 1.42 1.44 1.59 1.54
Odense 0.62 0.63 0.63 0.68 0.86
Roskilde 1.48 1.50 1.52 1.56 1.49

12 Esbjerg 1.71 1.75 1.75 1.81 1.77
Odense 0.79 0.80 0.82 0.86 1.05
Roskilde 1.84 1.90 1.92 1.96 1.79
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1 Introduction

In terms of the user’s knowledge about the settling time,
non-asymptotic controllers can be divided into three major
categories of finite-time, fixed-time, and prescribed-time ap-
proaches. In finite-time schemes, it is only known that the
system non-asymptotically converges at a finite time that is
generally a function of the initial conditions. Fixed-time
schemes provide an upper bound for the settling time, in-
dependently of initial conditions. However, in prescribed-
time control, the settling time is commanded to the system,
which means that the user is not only aware of the conver-
gence moment but can arbitrarily specify it just by changing
a parameter. Over the last few years, prescribed-time con-
trollers have been developed in the literature for different
types of systems (see [1–3]). It turns out that another in-
teresting feature of prescribed-time controllers, apart from
having an adjustable settling time, is their robustness to un-
known dynamics for which no known bounds exist.

In this note, we discuss the capability of prescribed-time
controllers in dealing with unknown systems. After in-
troducing the basic definitions of prescribed-time conver-
gence, a finite-time linear-quadratic regulator (LQR) is for-
mulated to guarantee prescribed-time attractivity/stability
for unknown linear and nonlinear systems. Next, the ro-
bustness of the proposed scheme over unknown dynamics is
discussed in Proposition 1. Finally, Proposition 2 shows the
interesting property of the proposed control gain in reaching
the set of stabilizing constant gains for the uncertain system.

2 Results

In the context of prescribed-time control, we deal with the
following type of closed-loop time-varying nonlinear sys-
tems

ẋ = f (x, t,τ), (1)

where τ > 0 is a user-defined constant parameter, which af-
fects the convergence behavior of the system. The following
definitions are used in the sequel:

Definition 1 (see [2, Def. 3]). System (1) is called “globally
prescribed-time attractive” if, starting from any x(0) ∈ Rn,
the solution of the system satisfies ∥x(t)∥ → 0 as t → t0 + τ
for any τ > 0.

Definition 2 (see [2, Def. 3]). System (1) is called “globally
uniformly prescribed-time stable” if it is uniformly stable (in

the sense of Lyapunov) and globally prescribed-time attrac-
tive.

In this note, we consider a nonlinear system as follows:

ẋ = Ax+B(u+D(x)x), (2)

where A ∈ Rn×n and B ∈ Rn×m are known, the pair (A,B)
is controllable, and D(x) ∈ Rm×n is an unknown (state-
dependent) matrix satisfying the following assumption:

Assumption 1. There exists (an unknown) δ > 0 such that
∥D(x)∥< δ for all x ∈ Rn.

Now, consider the following controller for system (2):

u =−R−1B⊤Θ−1(t)x, (3)

where the time-varying matrix Θ ∈ Rn×n is obtained via a
backward integration of the following differential Riccati
equation:

Θ̇ = ΘQΘ+ΘA⊤+AΘ−BR−1B⊤, Θ(t0 + τ) = 0. (4)

Proposition 1. Suppose that Assumption 1 is satisfied.
Then, system (2) under control law (3) is: (i) Glob-
ally prescribed-time attractive, and (ii) Globally uniformly
prescribed-time stable and optimal (corresponding to the
cost function J = limα→∞[α∥x(t0 + τ)∥2 +

∫ t0+τ
t0 (x⊤Qx +

u⊤Ru)dt]) if d(x) = 0.

Proposition 2. There exists ε > 0 such that the gain of the
control law (3) at t = t0 +τ−ε , i.e., K =−R−1B⊤Θ−1(t0 +
τ− ε), is a globally asymptotically stabilizing gain for sys-
tem (2) near the zero equilibrium.
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1 Introduction

Flexible robots are notoriously difficult to control due to os-
cillations and their infinite-dimensional state-space. Novel
control strategies for such robots might advance industry by
increasing payload-to-mass ratio of robot manipulators and
improving human-robot collaboration.

For control purposes, partial differential equations govern-
ing the dynamics of the flexible robots are approximated
with ordinary differential equation. In this work, we utilize
an approximation method called modified rigid FEM (MR-
FEM) [1]. MRFEM, first, divides flexible links into nseg and
lumps their spring and damping properties at a point. Then,
MRFEM isolates so-called rigid finite elements (rfes) be-
tween massless passive joints. For deriving the dynamics of
serial chain flexible robots, MREFM can take advantage of
existing tools for rigid body robots.

2 Approximating NMPC law

Nonlinear model predictive control (NMPC) has shown ex-
cellent performance in many fields of engineering including
robotics. One of the limitations of the NMPC is long com-
putation time, especially for system with high dimensional
state-space such as flexible robots. To overcome this limita-
tion, we propose to approximate the NMPC law with neural
network (NN) using the imitation learning algorithm Dataset
Aggregation (DAgger) [2]. In contrast to classical super-
vised learning algorithms, DAgger interacts with the envi-
ronment using the current policy π i

NN(x) and queries the ex-
pert policy π⋆(x) (NMPC) on visited states. Existing dataset

D is complemented with a new dataset Di = {(x,π⋆(x))}
and new policy π i+1

NN (x) is trained on D . Given enough time
for interaction and training, DAgger can quite accurately im-
itate expert NMPC controller.

However, NN policy πNN(x) does not provide any safety
guarantees necessary in robotics. To recover the safety, we
leverage predictive safety filter (PSF) method [3]. PSF is an
MPC scheme that receives a candidate input (from NN con-
troller) and verifies if it can drive the system to a safe termi-
nal set after applying the candidate input. If the answer is
positive, the input is applied to the system; otherwise, it is
modified as little as possible to ensure safety. Fig. 1 shows
the complete pipeline for approximating NMPC law.

The proposed safe approximate NMPC controller has
achieved a significant improvement in computational time,
as demonstrated by experiments on a simulated three de-
grees of freedom flexible robot manipulator. On average,
the computational time of the proposed controller is 3.6 ms,
compared to the original NMPC’s 11.8 ms.

Acknowledgement This research is supported by the Research Foundation Flan-
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Strong manipulator Arm (ELYSA) for cobot applications (S001821N).
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1 Introduction

Recent developments have allowed mobile robots to become
more prevalent in a large number of industries and environ-
ments. Their application puts a requirement on their opera-
tion to be autonomous and safe. To achieve both, a popular
approach is to make use of Model Predictive Control (MPC)
techniques. However, due to their computational complexity,
these approaches tend to be limited to small environments
and a small number of agents. This while robots (likely)
only need to communicate with a small subset of all agents
which are currently relevant. Formation of these subsets
was already shown in e.g. [1], which solved the problem of
“when and with whom to communicate” using a Multi-Agent
Reinforcement Learning approach. In our work we call the
subsets of communicating agents flocks, and introduce an
approach to form these based on our semantic knowledge of
the environment.

2 Setting

A set of mobile robots is tasked with navigating in a struc-
tured environment, which consists of corridor-like spaces and
intersections between those spaces. An example of such an
environment is depicted in Figure 1. During the execution
of their navigation task, the robots need to prevent collisions
with obstacles, the environment and each other. As a human,
we have a clear understanding how to behave in this envi-
ronment. Furthermore, we know when and where to expect
interactions with whom. When we approach an intersection,
and see someone approaching the same intersection, we know
that we should take them into account when planning our
motion. People which we are not likely to meet in the near
future do not need to be considered at this time.

3 Approach

We propose that robots can form flocks using similar insights
as in the above. Robots communicate and collaborate only
among their flock members. We hypothesise that using this
approach performance is maintained, while the requirements
on communication and computation can be drastically re-
duced. The first step in enabling robots to form flocks is to
construct a world model which allows storage and retrieval
of both semantic and spatial knowledge about the environ-

Figure 1: An example environment consisting of corridors (grey
rectangles) and intersections (white rectangles). Robots
(coloured dots) are grouped into flocks (dashed lines).

ment. Inspired by Deeken et al. [2], we combine a spatial
database with a knowledge base. This allows reasoning about
the connectivity of spaces and the agents contained within
those space. For instance, agents contained within spaces
with a topological distance smaller than a certain threshold
form a flock, otherwise no communication is established.
After the flock formation step, the next step is to generate
a motion plan. The main requirement for this motion plan
is making progress while satisfying the constraints. A nat-
ural framework to formulate the motion planning problem
is through the use of (nonlinear) MPC, due to its ability to
explicitly handle the constraints that follow from the problem
formulation.

4 Conclusion

We propose that through the definition and formation of
flocks MPC-like approaches can be applied in larger environ-
ments and among a larger number of agents. Our talk will
discuss the creation and requirements of the world model, the
MPC controller, and the overall approach in further detail.
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1 Introduction and Method

In literature, the most used model for soft robot rod struc-
tures is the Piecewise-Constant-Curvature (PCC) model.
That approach keeps the rigid structure of the system mostly
intact and substitutes the rigid links with links that are de-
formed in a specific constant curvature. Due to the low
number of Degrees of Freedom DOF = n− 1 with n being
the number of discrete points distributed over the contin-
uum, the PCC model is a numerically effective solution. On
the other hand, it is not particularly accurate when external
forces or gravity influence the system, which can be seen in
[2]. To describe the dynamics of soft actuators more accu-
rately, a more advanced approach based on discretized con-
tinuum theories is necessary. The most accurate option for
that problem is a Finite-Element formulation of a Cosserat
rod, but that is also an expensive solution in terms of com-
putational efficiency since the Degrees of Freedom grow
with DOF = 6n. To be able to design a real-time control
of soft robots, the computational efficiency of these mod-
els is an important factor. To reduce the order of the model
and improve the computational accuracy of the continuum-
based system, we propose a minimalformulation of a spa-
tial Kirchhoff-Love rod, which is discretized based on the
theory of isogeometric analysis with B-spline interpolation
functions. That way we were able to reduce the number of
DOFs for multi-segment continuum robot models by 33% to
DOF = 4n, while maintaining the same accuracy and per-
formance as the more expensive Finite-Element formulation
of a Cosserat rod. The Kinematics of a spatial continuum
rod are illustrated in Figure 1. This continuous rod theory

Figure 1: Kinematics of a nonlinear spatial Kirchhoff Love rod.

formulation is being derived from the principle of virtual
work [1]. Afterwards, the rod is being discretized as a ge-
ometrically exact beam with B-spline curves in a Bubnov-
Galerkin method, because the minimalformulation requires

shape functions, which are at least C1-continous globally
over the whole domain. Typical Lagrange elements of FEM-
discretizations for example are only C0-continuous on the
element boundaries and therefore can not represent the de-
formations of this rod formulation accordingly.

2 Validating Example

To validate the accuracy of the Kirchhoff-Love rod model
based on B-splines, we analyze the numerical example of
a multi-segment continuum manipulator, which is loaded
with an increasing external force at the tip. By analysing
the x-,y-,z-displacement of the end-effector we compare the
minimalformulated Kirchhoff-Love rod with B-splines to a
Cosserat rod with Lagrange elements and a Cosserat rod
model in [3]. Figure 2 shows that the minimalformulation
can achieve basically the same accuracy, while having 33%
fewer DOFs and therefore being a computationally less ex-
pensive model option for the control of soft robots.
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Figure 2: Performance of multi-segment continuum models.
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Department of Advanced Computing Sciences

Maastricht University
Paul-Henri Spaaklaan 1, 6229 EN, Maastricht

The Netherlands
Email: k.bujnarowski@maastrichtuniversity.nl

1 Abstract

The environmental footprint of today’s food production and
concerns about self-sufficiency have created interest in pro-
ducing proteins for feed and food by farming insects. To
meet the required industrial scale in insect production, it is
however necessary to enhance production efficiency, reduce
labor intensity and thereby markedly decrease the produc-
tion cost. The Horizon 2020 project ’Cognitive Robotics for
automated and digitized Insect Farming’ (CoRoSect) aims
to introduce a digitized, integrated solution to insect farm-
ing where robots handle most of the challenging manipula-
tion tasks. CoRoSect aims at pushing the state-of-the-art to
a point where robots can manipulate objects they have not
seen before and handle these objects without the involve-
ment of writing or training new software. This is still an un-
solved problem. However, if a robot would gain such abili-
ties it would allow insect farms, but also other industrial and
agricultural applications, to quickly exchange materials and
objects to be handled.

Here we present preliminary work aiming at enabling a
KUKA LBR iiwa 14 robot arm to automatically identify
those grasping poses that would allow the robot arm to pick
up and manipulate objects the robot arm has not encoun-
tered before. For this we equip the robot arm with a ZED2i
stereo camera and a RG6 gripper from OnRobot. The con-
trol framework for the robot consists of the off-the-shelf
path-planning system MoveIt! combined with a grasp syn-
thesis algorithm. With the ZED2i stereo camera we register
the workspace including those objects that should be manip-
ulated as a 3D point cloud. With the robot arm we move the
stereo camera to generate a point cloud from different per-
spectives. Still this point cloud provides an incomplete rep-
resentation of the object to be manipulated due to occlusions
and reflections forcing us to deal with challenging represen-
tations as we can expect from realistic scenarios inside in-
sect farms. We transform the occupancy map into the robot’s
coordinate frame, and plan a series of waypoints using the
Open Motion Planning Library (OMPL) in MoveIt!. Both
joint space and Cartesian space are applicable, with inverse
kinematics being performed on the proprietary robot con-
troller. Preliminary results on processing time of path plan-

ning to random poses in joint space are calculated within a
mean of 0.013s and a linear path in Cartesian space is cal-
culated within a mean of 0.060s with an 80% success rate.
Two methods have been further expanded upon with a fo-
cus on obtaining suitable grasping positions from the gener-
ated point clouds: a surface matching algorithm called Lo-
CoMo [1], and a novel integration of LoCoMo with an end-
to-end architecture based on PointNet++ [2]. PointNet++
is a deep neural network architecture specifically designed
for processing 3D point clouds. LoCoMo has been mod-
ified to integrate the RG6 gripper and to return the possi-
ble grasping poses. LoCoMo was used to automatically la-
bel a simulated dataset to train the PointNet++ model. This
model allows the robot to compute a grasping pose without
the necessity of a priori obtained 3D models of objects. The
two resulting approaches have been benchmarked on point
clouds obtained from the YCB object and model dataset [3]
and have been tested on real-world low-quality robot percep-
tions generated from the ZED2i stereo camera. PointNet++
demonstrated a fast grasp synthesis (with a median of 40ms)
and 69% accuracy in collision prediction, even with objects
partially invisible in the point cloud. LoCoMo proved its
suitability, generating in median 32s a median of 651 possi-
ble grasping poses. In the end, for the KUKA LBR iiwa 14
robot arm, the control framework, combining the MoveIt!
path planning, KUKA inverse kinematics controller, and
grasping synthesis achieved 75% successful stable grasps in
our tests. Several limitations in the training procedure and
the architecture of our PointNet++ model have been iden-
tified convincing us that further improvements in accuracy
will become possible in the future.
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1 Introduction

Innovative solutions in many industries require lighter,
more durable, and often, consequently, flexible mate-
rial. Applying standard manipulation solutions to flex-
ible materials can lead to large vibrations. Existing
solutions that cope with flexibilities require accurate
sensing of the vibrations using additional sensors, com-
plex analytical or data-driven models and often lead to
an increase of the task execution time. In this work we
address the general problem of manipulating a flexible
beam with a rigid robot arm. In this work, by exploit-
ing the repetitive nature of many manipulation tasks,
we focus on Iterative Learning Control (ILC) approach
and, specifically, to a solution that does not use extero-
ceptive sensors to sens beam vibrations – such as exter-
nal force-torque sensors at the end-effector or position
tracking system – only a joint torque estimator, avail-
able in the manipulator software, is used. Additionally,
the approach only employs a simple pendulum approxi-
mation of the flexible object. In contrast to the state-of-
the-art, the proposed approach simultaneously designs
the point-to-point (PTP) motion trajectory while ac-
counting for residual vibrations, the nonlinear dynam-
ics of the manipulator and hard joint constraints.

2 Algorithm

This work [1] presents a vibration suppression ILC for
flexible object handling with a robot manipulator. The
approach starts by deriving a simple yet effective model
of the setup used for estimation and control. Namely:
a double integrator to describe the robot dynamics; a
pendulum dynamics approximation of the flexible ob-
ject attached to the end-effector employing the forward
kinematics; finally, a model of the external torque sens-
ing that accounts for estimation errors. The ILC ap-
proach exploits the generic formulation of an explicit
learning and control steps. The learning step consists of
two estimation problems: the first, to learn the parame-
ters of the above mentioned pendulum model consider-
ing the nonlinear kinematics of the robot manipulator;
the second, to learn an equivalent output disturbance
to account for residual dynamics. Finally, the control
step, in which we formulate a vibration suppression Op-

timal Control Problem (OCP) for PTP motions that
leverages the learned residual dynamics and exploit a
time-optimal-like formulation to induce zero residual
vibration.

Figure 1: Top: Vibration suppression metric along the
ILC iterations. Bottom: residual vibrations in-
duced in the torque measurements τ̂ for the last
iteration of the proposed ilc, an approach using
analytical, and the baseline state-of-the-art
solution.

3 Experiments

The approach is experimentally validated on a 7-dof
Franka Emika Panda robot arm manipulating a stain-
less steel flexible beam. A visual demonstration of the
experiments can be found at https://youtu.be/
c8vi91NDlkg. Figure 1 compares the superior vi-
bration suppression performance of the proposed ILC
method with a solution using model parameters ob-
tained analytically and a state-of-the-art solution that
exploits identified model parameters through ad-hoc ex-
periments prior to the task.
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1 Introduction

Moving toward future industrial applications, mobile and
cooperative robots are expected to substitute fixed single-
robot systems aiming to achieve higher flexibility. Looking
further, mobile cooperative robots can potentially cross fac-
tory boundaries to meet a large number of other applications,
e.g., agriculture, construction, delivery, and autonomous op-
erations in city environment. Such multi-agent systems are
characterized by the presence of constraints and the need
for wireless communications. On one side, constraints arise
due to obstacles and coordination requirements, e.g., lim-
its on the relative distance between the agents or on the
stress applied to the load in cooperative object transporta-
tion tasks (see Figure 1). On the other side, wireless com-
munications allow to connect mobile agents while avoid-
ing annoying wires. Unfortunately, they introduce packet
losses and delays in the loop. In the literature, several works
have addressed the problem of constrained control in mo-
bile robotics, both for single-agent and multi-agent systems.
However, they mainly focus on obstacle avoidance and typ-
ically use soft constraints to ease the implementation. Sim-
ilarly, control with lossy communications has been widely
studied in the last twenty years. However, the interplay of
lossy communications and constraints has been less studied,
especially for the multi-agent case.

2 Problem formulation

Consider a system featuring N agents cooperating to accom-
plish a task. The overall system state is given by the con-
catenation of the states of the agents and possibly the state
of the load, while the overall system input is given by the
concatenation of the inputs of the agents. We assume that
the agents and the load are equipped with an onboard sensor
able to measure its own state. We assume that the overall
system is linear and strictly stable, possibly thanks to low-
level local feedback laws implemented on the agents. The
objective is to design the input such that the overall system
state always fulfils hard convex constraints and it eventu-
ally reaches a desired target state. We propose to solve the
problem through a central control unit and to use a shared
wireless network to connect the control unit with the agents.
Specifically, the wireless network is used for transmissions
of control packets (from the control unit to the agents, con-
taining the new inputs), and of measurement packets (from
the agent to the control unit, containing the current state and
the current applied input). Unfortunately, the wireless net-
work is unreliable and packets may be randomly lost.

Figure 1: Two wheeled robots transporting a suspended load. Distance
between the agents is limited to avoid that the load touches the floor or the
rope is too stressed. Presence of both constraints and wireless communica-
tions poses new challenges. For instance, if two new inputs are admissible
when both applied (e.g. two shifts ahead of 1m starting from an initial still
position) but one packet is lost, the constraints will be violated.

3 Proposed solution

The considered problem has two critical issues. First, if new
inputs are computed to be admissible if applied by all the
agents, constraints may be violated in situations where the
packets have been received and used only by some agents.
Second, when a new input is sent but no information is re-
ceived back at the control unit, the applied input is no more
known and the number of possible states increases, possibly
exponentially with the number of unknown past inputs.
To solve the first issue, we adopt an asynchronous approach
where at each sampling instant only the new input of one
agent is computed and transmitted. In this way, if the input
is suitably computed, we are able to move among admissi-
ble configurations: if the control packet arrives, then the sys-
tem moves to the new admissible configuration, while, if the
packet is lost, the system remains in the current admissible
configuration. To solve the second issue, we adopt a smart
agent allocation mechanism to decide the agent whose input
is computed. More specifically, the new input of an agent is
computed and transmitted only if its current applied value is
known by the central controller. In this way, the number of
possible states is limited.
The proposed solution consists of a state estimator and a
constrained controller. The estimator is designed to compute
in an efficient way all the possible states. The controller is
based on the Reference Governor over Lossy Channels [1].
The main idea is to enforce that the new computed input, if
kept constant, satisfies the constraints for any arbitrary long
period and for any state estimate provided by the estimator.
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1 Background

Basis Function Iterative Learning Control (B-ILC) enables
task flexibility for ILC [1]. However, B-ILC has a compro-
mise in achievable tracking performance when compared to
other ILC frameworks such as frequency domain ILC (F-
ILC). The aim of this paper is to develop an ILC framework
combining the previous frequency domain design and ba-
sis function approach, enhancing the tracking performance
against repeating tasks without losing task flexibility.

2 Problem Formulation

The control objective is to minimize the tracking error e j =
r j− y j for trial j as possible for both when same tasks are
repeated and tasks have been changed. The supposed close-
loop setup and reference trajectories are shown in Figure 1.

3 Approach

As shown in Figure 1, the approach consists of parallel feed-
forward of basis function component f θ

j and frequency do-
main design component f ILC

j . Hθ is an optional filter which
may be used to get desired error characteristic for latter (3).

3.1 Basis function component f θ
j

Instead of minimizing e as the validation function, minimiz-
ing eθ := e+SG f ILC = Sr−SGHθ F(θ)r is proposed. Due
to this modification, f θ will be able to learn an accurate in-
verse model G−1 with less parameter estimation bias.

3.2 Frequency domain design component f ILC
j

The feedforward update law is defined as

f ILC
j+1 = Q( f ILC

j +Le j)+Hθ ( f θ
j − f θ

j+1). (1)

With an assumption of an asymptotic FF controller F(θ∞) =
lim j→∞ F(θ j) and

|Q(eiω)|||1−G(eiω)S(eiω)L(eiω)|< 1, ∀ω, (2)

the asymptotic error e∞ = lim j→∞ e j for C-ILC becomes,

e∞ =
(1−Q)S

1−Q(1−SGL)
(1−Hθ GF(θ∞))r. (3)

This achieves (1−Hθ GF(θ∞)) times performance improve-
ment against traditional F-ILC. Note that in this implemen-
tation f ILC

j+1 is reset to zero when task is changed.
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Figure 2: Comparison of F-ILC, B-ILC, and C-ILC performance.

4 Results

Tracking performance per iteration of C-ILC is compared
with traditional F-ILC and B-ILC in Figure 2. From the
result, C-ILC is able to exceed the performance of F-ILC
for repeating tasks, while ensuring the same task flexibility
as B-ILC.

5 Ongoing Research

Ongoing research is focused at experimental validation and
the consideration of disturbance.
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1 Introduction

Cloud computing and control improve the efficiency of mod-
ern industries, which also raise privacy concerns. The pri-
vate information may be inferred by some adversaries for
monitoring the activities of those agents that carry out com-
putations or implement control actions. For instance, it has
been shown that Google Map can be used to monitor an
agent’s movement[1]. Therefore, researchers have consid-
ered different mechanisms to guarantee privacy while ensur-
ing the connectedness between network nodes. Quantization
control has been shown to be an effective way to guarantee
the privacy of initial states while stabilizing the systems[2].
Designing a stochastic quantizer to guarantee the privacy of
the initial state is the main focus of this research.

2 Problem Formulation

Consider a discrete-time, linear, time-invariant system:

x(k+1) = Ax(k),x(0) = x0

y(k) =Cx(k).
(1)

where x∈Rn1 , and y∈Rp. The matrix dimensions are com-
patible. Instead of directly sharing the outputs in the net-
work, we propose to share quantized outputs, which is given
in the following form:

v = Qv(y), (2)

where v ∈ Rp and Qv is a quantizer to be specified subject
to communication capacity constraints and privacy require-
ments. In this work, we would like to design a quantizer Qv
that protects the privacy of initial state x0.

The following definitions describe what we mean by differ-
ential privacy.

Definition 1 [3]: Given ζ > 0, a pair of initial states
(x0,x′0) ∈ Rn1 ×Rn1 is said to belong to the binary relation
ζ -adjacency if ||x0− x′0||1 ≤ ζ . The set of all pairs of the
input data that are ζ -adjacent under the 1− norm is denoted
by Adjζ1 .

Definition 2 [3]: Let
(
R(t+1)p,F ,P

)
be a probability

space. The mechanism (2) is said to be (ε,δ )-differentially

private for Adjζ1 at a finite time instant t ∈ Z+if there exist
ε > 0 and δ ≥ 0 such that

P(Qv(Otx0) ∈S )

≤ eεP
(
Qv(Otx′0) ∈S

)
+δ ,∀S ∈F

for any (x0,x′0) ∈ Adjζ1 , where

Ot := [C⊤,(CA)⊤, ...,(CAt−1)⊤]⊤.

3 Stochastic Quantizer

The stochastic quantizer Qv (function on each element of a
vector) is designed by:

Qv(z+nd)=
{

nd,with Prob. 1− z
d

(n+1)d,with Prob. z
d

z∈ (0,d],n∈Z,d > 0.

(3)
Then, we have the following main theorem:

Theorem: For a fixed time t and a given r ∈ (0,1), (0,r)
differential privacy for Adjζ1 can be achieved if the quantizer
Qv in the form of (3) chooses the quantization level d ≥
||Ot ||1ζ

r .

It can be concluded that with a coarser quantizer (a larger d),
the initial state of the system is more private. The estimation
and control performance with such quantizers can be further
analyzed.
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1 Introduction

High–performance feedforward controllers require flexible
nonlinear models, such as physics–guided neural networks
(PGNNs), for accurate identification of the (inverse) system
dynamics [1]. However, the nonlinear model complicates
the assessment of stability, which is crucial for safe opera-
tion. In this work, we derive stability conditions for non-
linear PGNN feedforward controllers via the discrete–time
input–to–state stability (ISS) framework [2]. The conditions
can be used to impose stability of the PGNN before training.

2 ISS of PGNN feedforward controllers

Consider the following PGNN feedforward controller

uff(k) = [âT , b̂T ]

[
φr(k)
φuff(k)

]
+ fNN

(
θ̂NN,

[
φr(k)
φuff(k)

])
, (1)

where φuff(k) := [uff(k− 1), ...,uff(k− nb + 1)]T with uff(k)
the feedforward input, φr(k) := [r(k+nk +1), ...,r(k+nk−
na+1)]T with r(k) the reference signal, and k∈Z≥0 the time
instant. The function fNN : RnθNN×(na+nb) → R represents
the neural network, and the parameters θ̂ := [âT , b̂T , θ̂ T

NN]
T

are trained to have the PGNN approximate the inverse sys-
tem on a data set. A state–space representation of the
PGNN (1) can be obtained by defining x(k) := φuff(k), i.e.,

x(k+1) =A(b̂)x(k)+B
(

âT φr(k)

+ fNN
(
θ̂NN, [φr(k)T ,x(k)T ]T

))
,

(2)

where B := [1,0]T ∈ Rnb−1, A(b̂) :=
[

b̂T

I 0

]
∈

R(nb−1)×(nb−1), and φr(k) is the external input. We
pursue ISS of the PGNN (1), since this implies:

1. x(k) remains bounded for bounded φr(k) and, conse-
quently, uff(k) remains bounded;

2. x(k)→ 0 for φr(k)→ 0 and, consequently, uff(k)→ 0.

ISS conditions for (2) are derived in [1], which require that
b̂ is such that A(b̂) is Hurwitz, and θ̂NN ∈ ΘNN with ΘNN a
predefined set. Moreover, in the situation that A(b̂) is not
Hurwitz, ISS of the PGNN (2) can be achieved via:
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Figure 1: Reference (top window) and the tracking errors
resulting from the different feedforwards (bottom window).

1. Linear stable approximate inversion techniques on the
linear part of (1), such as ZPETC, or ZMETC;

2. Increasing the preview window, i.e., use φuff = [uff(k−
1), ...,uff(k−nb +1+nus)]

T and φr = [r(k+nk +1+
npw), ...,r(k+nk−na +1)]T with nus ∈ Z≥0 the num-
ber of unstable eigenvalues of A(b̂) and npw ∈Z≥0 the
extended preview window, and reidentify θ̂ .

3 Nonminimum phase simulation example

Effectiveness of the PGNN is demonstrated on a nonmin-
imum phase rotating–translating mass with nonlinear cog-
ging force, see [1] for details. Fig. 1 shows the reference and
the resulting tracking error achieved by linear and PGNN
feedforward controllers stable approximated using ZPETC
or a preview npw = 20. Due to the flexible model structure,
the PGNN outperforms the linear feedforward controller.
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1 Abstract

Socially assistive robots (SARs), i.e., robots that assist hu-
man users via social interactions [3], have shown the po-
tential to improve the life quality of humans in the fields of
health care, education, assistance of children with learning
disabilities, and in-home-assistance. Despite their expected
benefits, these robots do not yet have the capability to en-
gage their users for long periods of time, since they lack
social skills. Being able to keep the users interested indeter-
minately is of extreme importance given that, in the domains
where SARs are expected to help humans, the capability of
accompanying the users for long periods of time is of ut-
most importance [3]. Consequently, SARs do not yet assist
humans in the real world.

The incapability of sustaining user engagement is intrinsi-
cally linked with the methods used to control the behavior
of SARs. Model-based control methods, e.g., model pre-
dictive control, offer several benefits to SARs. Particularly,
model predictive control is one of the most popular control
methods that can explicitly cope with constraints, next to be-
ing able to deal with systems with multiple inputs, outputs,
constraints, and conflicting control objectives. Most of the
state-of-the-art controllers for SARs rely on black-box ap-
proaches, e.g., machine learning methods such as reinforce-
ment learning, that are trained with the goal of maximizing
the performance of the users in the task where the SAR must
help the users with. Furthermore, these methods never at-
tempt to model the cognition of the users. Nevertheless, un-
derstanding the users and their mental states is essential for
SARs to behave humanly and socially [3]: when humans so-
cially interact with each other, they create cognitive models
of their peers and behave according to what these models es-
timate to be the mental states of their peers. This allows hu-
mans to steer their relationships with their peers. Logically,
for SARs to behave humanly, they require similar models.
Moreover, the existence of mathematical models of human
cognition will enable SARs to use, for the first time, system-
atic model-based control methods, such as model predictive
control.

Therefore, we propose a cognitive model of humans based
on the findings from cognitive science research, and we for-
malize it mathematically as a dynamic representation of hu-
man cognition and behaviour. Given this formalization, it is
possible to apply control theory and methods (e.g., model-

based control) in order to use the model not only to esti-
mate and predict the behaviour of humans, but also to con-
trol the behaviour of the robot in a predictive way based on
the model of the human.

The framework selected to formalize the cognitive models
was Theory of Mind, a framework proposed in the field
of neuroscience that has been successfully used to generate
computational models of human behaviour and cognition.
Therefore, our model has been developed based on a simple
computational Theory of Mind model proposed by Baker
[1]. This model describes the actions of rational agents as a
consequence of their beliefs and goals, and is formulated as
a Partially Observable Markov Decision Process (POMDP).
The model is able to make inferences regarding the beliefs
and goals of agents given their actions using Bayesian in-
ference [1]. In our proposed model, we have added certain
elements (particularly emotions and biases) to the model by
Baker [1]. These new elements have been shown by cogni-
tive scientists to play a significant role in human cognition.
An extensive mathematical formalization is presented, and
the model is mathematically formulated using fuzzy vari-
ables and fuzzy cognitive maps [2]. The model was imple-
mented in Python and its structure, formalization, and for-
mulation were validated by using the model to predict the
behaviour and estimate the intentions of human participants
in a computer simulation. In the simulation, the participants
were requested to make decisions in search and rescue sce-
narios regarding which human, animal, or object they would
save in different circumstances.
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1 Introduction

Gravitational Wave detectors such as Virgo [1] (Fig. 1)
utilize interferometry between two several kilometer long
beams of light to detect fluctuations in spacetime in the or-
der of 1×10−18 m. In this work, H2 synthesis is used to op-
timize one of the the control systems in Virgo. Experimental
results of the new control design on the Gravitational Wave
detector Virgo are furthermore presented.

2 Problem formulation

One of the degrees of freedom in Virgo is controlled using a
set of three nested control loops. This control system is sub-
ject to various disturbances which couple through different
disturbance paths to the output, making it difficult to deter-
mine which of the controllers to tune and how to improve
the performance of the control system.

3 Approach

A dynamic error budget (see Fig. 2) of the control system
is first used to identify the dominant disturbances and to de-
termine which controller to tune. H2 optimization has then
been used to redesign one of the controllers, using the dy-
namic error budget as weighting in the optimization scheme.

Figure 1: Optical layout of Virgo (left) and top view of Virgo
(right). Two arms LW and LN are 3 km long.

10−2 10−1 100 101 102 103 10410−15

10−5

105

Frequency [Hz]

δν
M

C
[

H
z

√
H

z
]

δνMC
ηC
dl
dC
ηMC

η in
RFC

ηout
RFC

Figure 2: Dynamic error budget for one of the degrees of freedom
in Virgo, illustrating the contributions of the different
disturbances to the output of the control system.
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Figure 3: Comparison of the different control designs measured
on Virgo. The H2 controller achieves lower RMS com-
pared to the original controller.

4 Experimental results

In Fig. 3, a spectrum of the output of the control system
measured on the Virgo detector is shown for the open-loop,
old and newly presented control strategy. The H2 based
control method is shown to achieve better performance com-
pared to the old control design. In this talk, we will present
a systematic design method using dynamic error budgetting
and H2 synthesis to derive the presented control design and
further elaborate on the experimental results.
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1 Introduction

We consider the problem of controller design for linear time-
invariant cyber-physical systems (CPSs) controlled via net-
works. Specifically, we adopt the set-up that a controller
has already been designed to stabilize the plant. However,
the closed loop system may be subject to actuator and sen-
sor attacks. To ensure the safety of the system, we choose
a subset of sensors that can be locally secured. Using these
limited resources, an extra controller is designed to enhance
the safety of the new closed loop system. The safety of the
system will be characterized by the notion of safe sets. Lya-
punov based analysis is used to derive sufficient conditions
that ensure the states always stay in the safe set. The condi-
tions are stated as a convex optimization problem.

2 Problem formulation

We consider the setup in Figure 1, where the plant is mod-
elled as a linear time-invariant (LTI) system. We also as-
sume that there is already a controller stabilizing the plant,

ẋ1 = A1x1 +B1(y+ay)

uP =C1x1 +D1(y+ay)+au,
(1)

which we call the primary controller of system. The signals
au and ay denote actuator and sensor attacks respectively.
The secondary controller, taking the following form, uses a
subset of the sensors and actuators, which are either avail-
able locally or known to be free of malicious manipulation.

ẋ2 = A2x2 +B2yS

uS =C2x2 +D2yS,
(2)

where yS =CSy is the set of sensors that are available to the
secondary controller, and uS is the control input signal. The
goal of the secondary controller is to ensure that when the
overall system with input (uP,uS) is subject to cyber attacks,
the safety of the closed loop (1)-(2) can be ensured.

3 Main result

We synthesize the secondary controller to ensure safety us-
ing an optimization approach. The sensor selection matrix
CS is assumed to be pre-selected. Specifically, given CS, we
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Figure 1: Ensuring safety with a secondary controller.

want to find κ := (A2,B2,C2,D2) such that the size of the
attack signal is maximized while there exists an invariant el-
lipsoid that is contained in the safe set (last condition in (3)).
The synthesis problem can be formulated as follows.

min
P,Ra,α,β ,κ

Tr[Ra]

s.t. −E2−αF−βS⪰ 0

EP ⊆ E (Rζ , ζ̄ ).

(3)

The matrices containing both decision variables and system
parameters E2,F , and S are defined in [1]. The initial syn-
thesis problem is not convex, but can be rendered so with a
congruence transformation, which yields an LMI condition.

min
η ,α,β ,δ

Tr[Ra]

s.t. E2 +αF+βS⪯ 0
P(η)≻ 0
J−δL⪯ 0,

(4)

where all matrices E2,F,S,J, and L are shown to be linear in
η := (X ,Y,A,B,C,D) after change of variables. We verify
the efficacy of the proposed design via a numerical example,
where a secondary controller is designed to guarantee safety
which can not be guaranteed by the primary controller alone.
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1 Koopman Operator, Empirical Grammians and MPC
Problem

Introduction: The aim of this work is to develop a model
predictive controller (MPC) that controls an unknown non-
linear system along a trajectory. We make use of Koop-
man operator-based modeling ([1]) and empirical grammi-
ans ([2]) to approximate a prediction model. Recently Koop-
man operator is used for modeling nonlinear systems by
transforming the state trajectories into the observables. Here
the empirical controllability and observability grammians
are calculated from the observable trajectories to generate a
balanced linear state space system for the prediction model.

Mathematical Construction: Consider the reference track-
ing MPC problem for a nonlinear system as in P:

P :





min JMPC,

JMPC =
Np−1

∑
j=0

ε⊤j|kQε j|k +∆u⊤j|kR∆u j|k,

x j+1|k = f (x j|k,u j|k), y j|k = h(x j|k),
ε j|k = y j|k− rk+ j, u j+1|k = u j|k +∆u j|k,

c j(x j|k,u j|k)≤ 0.

(1)

We assume that state measurements are available, which de-
fines the Koopman observables as χk = Ψ(xk), where Ψ(·)
are independent and invertible functions. The empirical
grammians for the observables are defined as;

Ŵc =
1
|Sc|
|Sc|
∑
j=1

M
∑

m=1

1
εc

j

t f∫
0

Φ jm
c (t)dt

Ŵo =
1
|So|
|So|
∑

l=1

N
∑

n=1

1
εo

t f∫
0

Φln
o (t)dt

where Φ jm
c := (χ jm− χ̄)(χ jm− χ̄)⊤,

Φln
o := (xln− x̄)(xln− x̄)⊤,

(2)

in which the trajectories χ jm and xln are generated from
the same initial condition with perturbed input signal u jm =
ū+ εc

j e
m and from the same input with different initial con-

ditions χ ln
0 = χ̄0 +dlen, respectively. Lastly, x̄k corresponds

to the sample average of state trajectories within the state
dataset at time k.

2 A Case Study and Conclusions

We consider the problem of controlling the levels of outputs
in a 4-tank system. The system dynamics, the associated
physical parameters and the MPC parameters can be found
in [1]. For the Koopman observables, we make use of 5
distinct Gaussian kernels for each state dimension, with dif-
ferent centers around the average operating condition, and
100 different runs are stored to generate the average trajec-
tories and the empirical grammians. Lastly we calculate the
Hankel matrix, and resulting state-space realization, via the
empirical grammians. The reference signal, constraints, and
the resulting trajectories are given in Figure 1. The result
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Figure 1: Output trajectories for the system controlled with MPC
using model generated via Koopman observables and
empirical grammians.

indicates that the system is controlled with acceptable ac-
curacy. However, it is observed in different runs that the
controlled trajectories are not guaranteed to satisfy the con-
straints, potentially due to plant-model mismatch.
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1 Introduction
Due to the complex electrochemical nature of Li-ion bat-
tery technology, modeling and control tools are needed to
support the wide application of Li-ion batteries. Electro-
chemical models such as the Doyle-Fuller-Newman (DFN)
model [1] are needed for more complex applications such
as aging-aware charging or battery prognostics [3], as these
applications require information on the internal states of the
battery. Identifiability remains a key issue in estimating the
model parameters of the Doyle-Fuller-Newman model. In
this work, we aim to improve the identifiability and physical
meaning of the model parameters by incorporating physics-
based temperature relations.

2 Temperature-Dependent DFN Model
Based on literature, the temperature-dependent parameters
of the DFN model are the Li-ion diffusion coefficient in the
electrolyte De, the kinetic constants k0, and the solid-phase
Li-ion diffusion coefficients Ds [3]. We propose an adjusted
DFN model which includes a temperature dependence that
satisfies an Arrhenius relation, leading to

D̂e = D̂0
ee−Ea

e /(RT ) (1a)

D̂s,i = D̂0
s,ie
−Ea

s,i/(RT ) (1b)

k̂0,i = k̂0
0,ie
−Ea

0,i/(RT ), (1c)

where D̂0
e , D̂0

s,i, and k̂0
0,i are the pre-exponential factors and

Ea
e , Ea

s,i, and Ea
0,i are the activation energies of the electrolyte

diffusion, the solid-phase diffusion and the reaction kinetics,
respectively, in the different parts of the battery. R is the
universal gas constant and T the temperature in Kelvin.

3 Parameter Estimation
The parameter estimation procedure of [2] was extended
to perform parameter estimation over a wide temperature
range. The parameter estimation procedure consists of a
3-step approach, determination of the electrode potentials,
sensitivity analysis and estimation of model parameters. The
sensitivity analysis is performed on the parameters to deter-
mine the sensitivity of the voltage output to each of the pa-
rameters. In case only a subset of the parameters is to be
estimated to prevent overfitting, the most sensitive parame-
ters should be estimated, while keeping the others constant

To investigate the effect of implementing temperature-
dependencies in the DFN model, we analysed the change
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Figure 1: RMSE Response upon estimating an increasing number
of model parameters

in Root Mean Square Error (RMSE) while estimating an in-
creasing number of model parameters. Upon comparing the
RMSE with an increasing number of parameters for the orig-
inal and adjusted parameter estimation techniques Fig. 1, it
was found that the implementation of physics-based temper-
ature relations resulted in a parameter estimation technique
which is robust and reliable.
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1 Introduction

In the framework of the ”More Electric Aircraft”, electrome-
chanical actuators (EMAs) are further favored for the con-
trol of both primary and secondary aircraft flight surfaces
[1]. Nonetheless, while EMAs could reduce weight and
consumption, the reliability of the EMA technology is not
yet established for critical applications. The degradation of
mechanical parts specific to the EMA, i.e. gear teeth, ball
bearings or nut/screw, is difficult to predict, and may lead to
a significant mechanical backlash or jamming. As a conse-
quence, it is required to develop a health monitoring system
(HMS) that can ensure a proper predictive maintenance and
hence the required level of reliability.

This abstract introduces a procedure for designing a mon-
itoring algorithm able to perform early detection of degra-
dations that may lead to jamming in an EMA used for the
control surfaces of an aircraft. The challenge is to construct,
without extra sensors, a detection algorithm performing an
online monitoring while using realistic in-flight data.

2 The approach

In order to prevent jamming to happen, we propose to track
the evolution of three parameters that characterize the in-
ternal friction of the EMA. These parameters describe the
behavior of the dry, the load dependent, and the viscous fric-
tion. Based on this proposal, an online Fault Detection and
Identification (FDI) procedure using in-flight data is con-
structed in three steps.

The detection of informative zones. During a flight, a con-
trol surface is subject to a wide variety of phenomena and
excitations. However, the EMAs only move during a short
duration in the different in-flight phases. It is thus necessary
to identify the data subsets containing relevant information
for the identification of at least some of the friction parame-
ters. This first task is carried out through a sensitivity study
which informs us when and which specific parameters can
be identified.

The identification of the friction parameters. To this end a
dual extended Kalman filter (DEKF) is exploted. A DEKF
uses two separate filters, the first one is dedicated to the es-
timation of the states of the system, while the second one
estimates the parameters of interest, i.e. the EMA friction
parameters.

The computation and the analysis of residuals. The fault
indicators or residuals, are obtained as the difference be-
tween the identified friction parameters and the predeter-
mined healthy parameter values. An increase of friction is
then detected when the confidence interval around the pa-
rameters identified online do not intersect anymore with the
zone where the parameter values are associated to healthy
operation.

Figure 1: Friction parameters estimation. For confidentiality rea-
sons the axis are normalized

As a matter of illustration Figure 1 shows the results of
the parameter identification during a take-off phase (each
subplot shows the estimation of one of the three friction
parameters). The zones associated to informative data are
highlighted by the yellow areas. The red line indicates the
healthy value of the parameters; the grey area shows until
which percentage the estimated parameter is considered as
healthy. The blue curve is the ongoing estimation, to which
is associated a 95% confidence interval (blue area). It ap-
pears that at the end of the take-off, the dry and load depen-
dent parameters are faulty (no areas intersection), while the
viscous friction parameter is still in the healthy zone.
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Sensor Data Fusion (SDF) is a widely used means of 
monitoring electrochemical processes, such as the 
use of batteries and hydrogen production. The 
application of SDF contributes to solving challenges 
in process efficiency, control and reliability [1]. 

In the drinking water and food sectors, 
electrochlorination is an increasingly important 
means of disinfecting water. Due to stringent 
regulations regarding the formation of by-products 
such as chlorate and perchlorate, the real-time 
monitoring of this process has become desirable as 
well [2]. As there are no sensors for some of these 
oxychlorides, SDF is proposed as an alternative 
means of monitoring by-product concentrations [3]. 

To use SDF for the monitoring of by-product 
formation is a novel application of techniques that are 
already widely used. Therefore, it is worthwhile gain 
an overview of the adjacent applications where SDF 
has been researched and applied, as well as to 
understand what differences and similarities exist 
between these adjacent applications and the 
monitoring of by-product formation during 
electrochlorination, in order to learn how SDF can 
best be applied in this new case.  

In electrochlorination, the main reason why a model, 
without the application of SDF, is insufficient, is due 
to the multidimensional, multiphase nature of the 
process. Due to a high overpotential, the mass 
transfer is expected to limit the by-product formation, 
at least in part. The mass transfer, in turn, depends 
highly on the degree of mixing that occurs due to 
bubble formation. Although empirical 
approximations of mass transfer due to bubble 
formation exist, this problem remains difficult to 
solve accurately, even with Computational Fluid 
Dynamics modeling. This means that with the current 
technology it is infeasible to accurately determine the 
bubble formation, and by extension the 
electrochemical reaction rates, in real-time. The 
present alternative is to employ a model that 

compromises on accuracy, which is then corrected 
through additional sensor data and a sensor data 
fusion (SDF) algorithm. 

In addition, a significant challenge in the monitoring 
of by-product formation in general, is the relative 
lack of influence that the by-product concentration 
has on sensor data.  

Four potential solutions are foreseen. One approach 
is to reconstruct the chlorate concentration from the 
small influence that the chlorate in the solution has 
on ‘bulk’ sensor readings, such as the electrical
conductivity, through a first-principles model. A 
purely data-driven approach is also possible, by 
simply attempting to correlate sensor readings and 
process conditions with the chlorate concentration. A 
detectable first-principles model may devised, and 
finally, a hybrid solution may be possible, that can 
better balance data requirements, robustness and 
accuracy. Research specific to electrochlorination is 
required to determine whether these approaches are 
feasible. 
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Hybrid seed production of perennial crops requires a num-
ber of growth cycles before yearly production. Examples are
Artichoke, Asparagus, Rhubarb, Strawberry and Rosemary.
Large variations in the yield of these seeds, combined with
the long time to harvest could lead to shortages or excess
stock. Figure 1 shows the yearly planning cycle.

Figure 1: Manual production planning cycle to control inventory
level

Since no literature exist on this topic a method to control the
inventory level of perennial crop seeds is presented. A time
discrete model of the seed production and inventory was de-
rived and validated to describe the yearly cycle as demon-
strated in Figure 2. The model is used as a predictor within

Figure 2: Feedback-feedforward control scheme with modified
Smith predictor.

a Feedback-feedforward Controller and in a Model Predic-
tive Controller designed to keep the inventory between lim-
its. The methods were compared to historical data showing
strong improvements related to cost of inventory as well as
cost of non-deliveries as shown in Figure 3.
Large variations, dozens of years for experiments make it
impossible to conduct research by experimental tests. In-
stead we used the statistics from the historical data for sen-
sitivity analysis of the variations. The yearly planning cycle
for planting, production and inventory could highly benefi-

Figure 3: Historical inventory values and values from MPC play
back

cially make use of the method by implementation of a semi-
automatic MPC in an agricultural Customer Relationship
Management system. Figure 4 depicts a view of the planting
and inventory history. The flexibility of the method enables
ease of use and stimulates craftsmanship of the planner. The
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Figure 4: Simulated MPC inventory level and planting area for
K832 variety during a life cycle. Right: variations in
delivery (0.2 RSD) and yield ( 0.74 RSD). Left: no
variations

significance of this paper is to prescribe the production plan-
ning and control of perennial crop seeds in a sustainable way
to minimize the destruction of the plants. Finally, a short
discussion of apparent future research directions completes
this article.
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1 Introduction

Critical infrastructure networks enabling the progress of
modern society, e.g., road, railway, power, and water net-
works, are growing in scale and complexity as population
and city sizes increase. These systems can be modelled as
hybrid networks, i.e., models that describe interconnected
components combining continuous and discrete dynamics.
Continuous dynamics describe physical processes, such as
traffic flow or power loss, while discrete dynamics capture
discrete events, changes in modes of operation, and switches
in network topology. Controlling hybrid networks is a non-
linear and non-convex problem containing continuous and
discrete variables. On the scale of infrastructure systems
this results in an explosion of computational complexity.

Current centralized control methods are no longer appro-
priate in this setting. Centralized computation becomes in-
tractable, and presents a single point of vulnerability to criti-
cal failure [2]. Simultaneously, sensing and computation has
become ubiquitous throughout infrastructure networks, en-
abling the application of small-scale intelligent controllers
throughout the network, handling their own computation
and communication with neighboring systems.

In this work we develop a control approach that integrates
optimization- and learning-based control in a distributed
fashion, as a solution to the hybrid network control problem.
Optimization-based control offers hard guarantees on con-
straint satisfaction, ensuring safety. Learning-based control
requires reduced online computation, suitable for the enor-
mous decision spaces of large hybrid systems. Distributed
control divides the computation between sub-systems, is ro-
bust to centralized failures, and naturally fits the geography
of modern, computation equipped, infrastructure networks.

2 Optimization- and Learning-Based Control

Model Predictive Control (MPC) is an optimal control ap-
proach in which a model is used to predict future system
behaviour, which is used to obtain an optimal control se-
quence over a finite horizon. The first element of the optimal
sequence is then applied and the optimisation is repeated
in the next time step. The advantages of MPC are explicit
handling of constraints and theoretical guarantees on stabil-
ity and performance. In MPC for hybrid networks [1], the
control problem is a mixed-integer optimization with a com-

plexity that typically grows exponentially with the number
of discrete variables, unsuitable for control of large networks
on fast time scales.

Reinforcement learning (RL) is a learning-based control ap-
proach where a control policy is learnt through simulation or
experience [3]. RL can learn a control policy for very com-
plex systems and environments with limited online compu-
tation. For safety critical systems however, RL cannot pro-
vide guarantees on performance, stability, and constraint sat-
isfaction.

3 Research Directions

We consider potential research directions for combining
MPC and RL in a distributed fashion to address control of
large hybrid networks. Addressing the computational bur-
den of hybrid MPC, partitioning the control problem is ef-
fective if it reduces the number of variables in each sub-
problem. Offline model-based RL could be used to learn
control of the discrete components in the system, reducing
online computation to a continuous MPC problem. Reduced
fidelity prediction models can reduce the online computation
in MPC, at the cost of performance. To compensate, RL
methods could be applied to update a parameterized MPC
model and cost, improving closed loop performance. In par-
ticular PWA systems are a candidate hybrid system model
that provides a tuneable balance of accuracy and complex-
ity.
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1 Introduction

Many different approaches exist to solve optimal control
problems (OCPs). Typically, these problems have to sat-
isfy continuous-time dynamics which make them difficult to
solve. One such approach is a direct approach that solves
OCPs by first discretizing the problem and subsequently
solving the resulting nonlinear program (NLP). Adaptive
gridding methods for OCPs try to produce a time grid on
which the discrete problem can be solved efficiently [1]. Of-
ten, a user-specified accuracy requirement on the dynamical
constraints needs to be satisfied while reducing the num-
ber of optimization variables as much as possible, reducing
memory usage and computation time. Because the optimal
discretization is not known a priori, adaptive gridding meth-
ods iteratively refine an initial coarse grid and hence solve
multiple NLPs. These refinements require changing the con-
straints of the NLP, which introduces overhead both in com-
putation time and memory allocation because expressions
for consraint Jacobians and Langrangian Hessians have to
be recomputed. For online use cases in which the same
problem is solved many times, the overhead of changing the
problem structure negates all adaptive gridding advantages.
This explains the little number of online results using adap-
tive gridding in literature. Often, only a single refinement
is done [2]. To overcome the hurdle of a changing prob-
lem structure, we propose to precompute building blocks to
evaluate the constraints, their Jacobian and the contribution
to the Hessian of the Langrangian. These building blocks
can be computed using CasADi [3] and used to efficiently
construct the problem to be passed to a solver.

2 Adaptive no-collision constraints

In many problems, it can be interesting to add and remove
constraints such as some of the obstacle avoidance con-
straints that often are inactive. Instead of adding all con-
straints directly, an iterative strategy is proposed in which
these constraints are only added if collisions are detected,
to avoid irrelevant computations. Even though this adaptive
approach requires solving multiple NLPs, it can still be sig-
nificantly faster than solving the complete NLP once. Con-
sider an example where a point mass moves in a plane from
one point to another as fast as possible while avoiding ob-
stacles. Its horizontal and vertical velocity are controlled.
For this example, using the adaptive approach results in a

(a) Iteration 1 (b) Iteration 2 (c) Iteration 3

Figure 1: Adaptive addition of constraints

speedup of 2 compared to solving the complete problem
once when 100 time-steps are considered. A speedup of 3 is
observed for 500 time-steps. Figure 1 shows the consecutive
solutions. Note that in between iterations, there is no need
to compute any Jacobian or Hessian expressions.

3 Adaptive discretization constraints
Imagine a point-mass that moves in one dimension. The
acceleration is controlled. The objective is to cover a dis-
tance as fast as possible starting and ending with zero ve-
locity. The optimal solution exhibits bang-bang control. If
direct collocation is used to solve this problem, the jump
in the control leads to a large discretization error in the ap-
proximation. By splitting intervals, the discontinuity can be
placed at an interval edge which leads to highly accurate
results. Using building blocks for collocation equations, in-
tervals can be split efficiently. Solving the problem first with
a single interval that is split using the building blocks after
observing the discretization error, results in a speed-up of
1.5 compared to reconstructing the problem. When 9 inter-
vals are used (of which only one is split), a speed-up of 3 is
observed.
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1 Introduction

Conventional greenhouse supplemental lighting practices
are often guided by decreases in observed natural light. For
such strategies however, the conversion of light energy into
photosynthesis may not always be efficient.

Here, the inefficiency of photosynthesis is addressed using a
model-based approach. More concisely, the addition of sup-
plemental light is guided by a leaf’s photosynthetic history
and its effect on photosynthetic induction (the increase in
photosynthesis following an increase in light).

2 The problem

Different photosynthetic induction responses (An) are com-
pared in Fig.1. Initially subjected to different low levels
of light, a leaf is suddenly subjected to 1000 [µmol/m2s].
The conversion of light energy into photosynthesis increases
when a leaf is, a priori, subjected to higher levels of light.
Induction is therefore directly related to both the level and
duration of prior light.

Figure 1: Induction curves of tomato leaves in different
shade-sun transitions with the accompanying time taken for
each to reach 90% of its steady-state photosynthesis.

Our aim is to optimise a leaf’s photosynthetic efficiency un-
der natural fluctuating light. This is achieved using a model-
based control strategy that drives supplemental light. It is
not guided by real-time light levels, but adopts as set point,
a net photosynthetic rate inferred from Fig.1.

3 Results

Figure 2: Comparing the predicted supplemental light re-
quired for both conventional light based control and photo-
synthesis based control with set point 12 [µmol/m2s].

Figure 3: Comparing predicted photosynthesis under differ-
ent light control strategies. Notice similar induction curves
for both light and An based control when natural light in-
creases (supplemental light is switched off in Fig.2).

4 Conclusion

Simulations suggest that a leaf’s photosynthetic induction,
the conversion of supplemental light energy into photosyn-
thesis, can be increased whilst reducing the supplemental
light required. Dimmable LEDs make this application feasi-
ble. The belief is that whilst both conventional and phys-
iology driven lighting practices will produce similar crop
yields, the latter will be associated with lower energy costs.
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Most of the current commercial battery management sys-
tems (BMSs) charge Li-ion batteries based on logic-based
charging algorithms, whose main appeals are the low com-
putational complexity and the low cost of the power elec-
tronics required for their implementation.

The most common of such charging algorithms is the Con-
stant Current – Constant Voltage (CCCV) protocol that con-
sists of 2 charging stages. In the first stage, the battery is
charged at constant current (CC) until the voltage reaches
a pre-defined voltage threshold. During the second stage,
such a voltage threshold is kept constant (CV) while the
charging current is being progressively decreased until an
end-of-charge current condition is reached (usually a current
equivalent to 5% of the nominal capacity in 1 h).

The parameters of both CCCV stages are empirically se-
lected aiming at achieving a pre-set performance criterion.
The usage of high charging currents may reduce the charg-
ing time, but this is done at expenses of increasing cell tem-
perature and impacting dramatically on the cell lifespan. On
the other hand, low voltage thresholds for the CV stage also
reduce the charging time to the detriment of reducing the
stored energy. As such, the selection of CCCV parameters
represents a trade-off between energy storage, aging, and
charging time. In most commercial devices the CCCV val-
ues are pre-set by the developer, while in others (e.g. in bat-
teries for drones) the selection of such parameters is often
done by the users.

Most of the Li-ion cell manufacturers recommend, on their
datasheets, that the charge should be carried out consider-
ing a CCCV with a charging current of around 1C (a ratio
with respect to the cell nominal capacity), and a CV voltage
between 4.1 - 4,2 V. Such a recommendation for the CCCV
parameters, rather conservative, avoids both accelerating the
aging, and increasing the surface temperature at expenses of
long charging times.

Despite the increase of that conservative charging may in-
tuitively reduce the charging time, experimental data from
charge/discharge cycles with Sony VTC6 cells, Pareto’s
fronts of Figs. 1-2, show that there is a virtual barrier when
increasing the CC current. Thus, beyond 3C, the reduc-
tion of the charging time is almost negligible, regardless the
number of testing cycles.

The existence of this “virtual” barrier, that cannot be tres-
passed by simply increasing the charging current, is also ob-
served even when the voltage threshold for the CV phase is

reduced from 4.2 V to 4.1 V. Thus, the experimental data
show that for the high-power Sony battery cells, there is no
potential manner to further accelerate the charge of the bat-
tery by simply "playing" with the CCCV parameters without
reducing either the lifespan or the amount of energy stored,
or even both.
One of the safe ways to “go beyond” this barrier is by im-
plementing model-based techniques able to monitor the state
the battery and charge it accordingly. Therefore, instead of
resorting to the knowledge of the user, an accurate character-
ization of both the electrochemical and thermal phenomena
inside the battery cell, and the definition of a safe charg-
ing area allow charging faster a battery while exhibiting a
degradation rate such as the rate shown by the recommended
charge of the manufacturer (see red diamond on Pareto’s
plot).
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Figure 1: Average Charging Time vs. Capacity Loss for single
Sony VTC6 cells after 50 cycles.1
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Figure 2: Average Charging Time vs. Capacity Loss for single
Sony VTC6 cells after 100 cycles.1

1Note: For the sake of comparison, the capacity loss is computed w.r.t. the
nominal capacity of the battery, that is why some values are lower than 0.
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1 Introduction

Tethered Unmanned Underwater Vehicles (UUV) represent
an effective approach to tackle a large number of underwater
tasks. The cabled connection of a UUV to a surface boat can
be used as a power source, communication channel, and to
get access to additional computational power, significantly
reducing some of the most critical issues of UUVs. How-
ever, this does not come without challenges. In fact, the
tether cannot be controlled directly, and so it might get en-
tangled with obstacles present in the environment or with
itself, forming knots. In case of multi-agent systems, this
problem is amplified as the tethers of different UUVs can
also get entangled with each other. The most common ap-
proach to tackle this issue is through a suitable planning of
the UUV’s motion. Despite the attention given to this prob-
lem in the past, several questions are still open.

In this presentation we first review the existing research on
motion planning for tethered UUVs. Next, we aim to im-
prove on the current state of art in two ways: (i) by gen-
eralizing the definition of “entanglement” (in the literature,
entanglement avoidance has been studied only with respect
to specific tether configurations that have to be avoided) and
(ii) by implementing and comparing multiple approaches to
obtain a computationally efficient planning algorithm, in-
cluding both online and offline solutions.

2 Entanglement and topological constraints

The presence of the tether adds a topological constraint to
the motion planning problem. This affects the planning
problem in two ways: in the first place the tether length must
always be respected, resulting in a limited workspace. Ad-
ditionally, the presence of obstacles gives rise to multiple
homotopy classes (i.e., configurations with common end-
points that cannot be transformed into each other without
passing through an obstacles) in which the tether can lie.
Some points in the environment can be reached only if the
cable lies in the correct homotopy class, and this renders the
planning problem highly non-trivial. In addition to this, a
non-entanglement constraint can be added to the problem.

In the existing literature, entanglement is defined either as
simple contact between cables [1] or as a full loop of the
tether around an obstacle [2]. In both cases, the planning
algorithm must avoid the occurrence of entanglement dur-
ing the motion from one point to another. These definitions,
while effective, are either too broad (for simple contact) or

too specific (for full looping), allowing the tethers to reach
potentially critical configurations. To address this issue we
seek to find novel and more general definitions of entan-
glement, including both definitions that avoid specific situ-
ations and others aimed at keeping the ‘entanglement level’
of the tether at a minimum. Moreover, we aim to imple-
ment a flexible framework in which different definitions of
entanglement can be used depending on the needs.

3 Graph-based planning algorithm

In most of the existing literature, the motion planning prob-
lem for tethered robots is tackled as a graph search problem.
To include the topological constraint posed by the presence
of the tether, the graph is built with additional information
stored in the nodes and in the edges [2]. During the cre-
ation of the graph, the non-entanglement constraint is also
considered and nodes/edges that violate it are discarded. A
significant issue of algorithms following this approach is the
high computation time required to build the graph.

In the literature, different possible approaches have been
considered to obtain a more efficient planning algorithm.
Sampling-based methods represent a promising research di-
rection. Several results are available regarding the proper-
ties of this class of planning algorithms in terms of optimal-
ity, completeness, and convergence [3]. In addition, varia-
tions of the algorithms have been developed to obtain online
re-planning (in case of uncertain or dynamic environments)
or anytime algorithms (that return a valid solution even if
interrupted at any point of the computation). We aim to
merge sampling-based approach with the existing tethered
planning techniques to obtain an efficient and fast planning
algorithm. Future research will focus on the extension of the
planning algorithms to multi-agent systems.

Acknowledgments: This research has been supported by the fund-
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1 Introduction

A range of sensor network problems, such as localization
problems [1, 2, 3], can be described using linear models;
even when the original models are nonlinear, their linearized
approximation can still lead to meaningful solutions. Con-
sider a set of linear equations

Ax = b (1)

where x ∈ Rn, A ∈ Rm×n, b ∈ Rm. The least square (LS)
method and its variations are often used in solving such lin-
ear problems (1). However, it is more challenging when the
matrix A is ill-conditioned ([4], Chapter 5.8); in this case, an
approximate solution given by the Tikhonov regularization
(TR) method [5] can be handy. A standard form of the TR
solution can be found in [5], which is given by

xT R =
(
AT A+λ 2I

)−1
AT b (2)

where λ is a given regularization parameter. It is known,
though, the TR solution can be overly smooth without a
proper justification of adding a regularization term to the
original problem (1).

2 The high-order regularization method

To find a relationship between the LS solution and the TR
solution, and get a better explainable solution to the original
problem (1), we propose a high-order regularization (HR)
method that is described as follows

xHR =
(
AT A+R

)−1
k

∑
l=0

(
R
(
AT A+R

)−1
)l

AT b (3)

where the regularization matrix R ∈ Sn
+ is a diagonal matrix

and the matrix
(
AT A+R

)
is non-singular. When k = 0, the

HR solution is equivalent to the TR solution with R = λ 2I,
and the condition ρ

(
R
(
AT A+R

)−1
)
< 1 required in the

matrix series can always be satisfied. In general, we can
select k = 1, and for a diagonal regularization matrix, the
HR solution can be simplified as

xHR =
(
AT A+R

)−1
AT b+

(
AT A+R

)−1
R
(
AT A+R

)−1
AT b

(4)
which is a better solution than the TR solution in the sense
of approximation of the inverse of the matrix AT A.

3 Example

A mobile robot localization problem can be formulated into
a matrix form like (1) with

A =




(p1− pm+1)
T

...
(pm− pm+1)

T


 , b =




pT
1 p1− pT

m+1 pm+1 +d2
m+1−d2

1
...

pT
m pm− pT

m+1 pm+1 +d2
m+1−d2

m




(5)
where A ∈ Rm×3, pi = (xi,yi,zi)

T , i = 1, . . . ,m+1 are po-
sitions of m+ 1 anchors with known given positions and di
are distance measurements between the i-th anchor and the
robot. Therefore, the position estimation of the robot can be
given by the high-order regularization method (3).

4 Conclusion

In this work, we proposed a high-order regularization
method to solve the linear sensor localization problem when
the associated matrix is ill-conditioned. We show that the
proposed method is superior to the Tikhonov regularization
in approximating the inverse problem.
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1 Abstract

We present a distributed source seeking and flocking con-
trol method for networked multi-agent systems with non-
holonomic constraint in an unknown cluttered environment.
Based solely on identical on-board sensor systems, which
measure the source local field, the group objective is at-
tained by appointing a leader agent, which has the largest
signal strength to the source (as a proxy to the distance
to the source), to seek the source while the remaining fol-
lower agents form a cohesive flocking with the leader using a
distributed flocking control law in a connectivity-preserved
undirected network of multi-agent systems. To guarantee
the safe separation and group motion for all agents and
to solve the conflicts with the ”cohesion” flocking rule of
Reynolds, the distributed control algorithm is solved indi-
vidually through quadratic-programming optimization prob-
lem with safety constraints, which guarantee the collision
avoidance for inter-agents and obstacles in the cluttered en-
vironment. Stability analysis of the closed-loop system is
presented and the efficacy of the methods is shown in simu-
lation results.

2 Problem Formulation and Control Design

We consider an unknown concave function J(x,y) where the
source located at (x∗,y∗) with the maximum signal strength.
The control objective of leader robot is to safely search the
source’s location by its own local measurements. In the
meantime, all the followers in the group needs to realize a
flocking by maintaining a desired gradient error d∗∇J with its
neighbors’ average while flocking with the source-seeking
leader. The desired error d∗∇J is defined to be within the
sensing interaction region (i.e. d∗∇J < r).

Henceforth, in order to achieve the flocking task with safety
and connectivity maintenance, the quadratic programming
problem can be constructed based on the nominal source-
seeking and flocking controller for leader L and follower
agent i ∈ V f , respectively, as follows.

• Leader L :

[
u∗L
R∗L

]
= argmin

uL ∈UL ,RL ∈RNL c

1
2

(∥∥∥∥uL −
[

v̇L ,s
ωL ,s

]∥∥∥∥
2

+∥RL −Rα∥2
)

(1)

such that

L f hL (ξL )+LghL (ξL )uL +α(hL (ξL ))≥ 0 (2)
L f hL j(ξL )+LghL j(ξL )uL + γL jα(hL j(ξL ))≥ 0,

∀ j ∈NL c (3)

• Follower i:

[
u∗i
R∗i

]
= argmin

ui∈U ,Ri∈RNic

1
2

(∥∥∥∥ui−
[

v̇i
ωi

]∥∥∥∥
2

+∥Ri−Rα∥2
)

(4)

such that

L f hi(ξi)+Lghi(ξi)ui +α(hi(ξi))≥ 0 (5)
L f hi j +Lghi jui + γi jα(hi j)≥ 0, ∀ j ∈Nic (6)

3 Main Results
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Figure 1: Simulation results of multi-agent flocking and source
seeking with orientation-unconstrained controller ui in
the free and cluttered environment. Leader’s trajecto-
ries are shown with red solid line and the others denote
4 follower agents’.
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1 Introduction

In recent years, the conventional multi-agent systems that
consist of homogeneous robot agents with identical struc-
tures and capabilities have not been able to satisfy the appli-
cation of sophisticated engineering problems. Instead, the
heterogeneous combination of robot agents with diverse dy-
namic models and various task-execution capabilities is in-
creasingly needed. The differentiation among the capabili-
ties of the robot agents makes it easier to realize the division
of work, such that the resources can be deployed in an ef-
ficient manner [1]. On the other hand, the resulting hetero-
geneous multi-agent system faces additional challenges due
to inconsistency and incompatibility among distinct agent
features.

Dynamic task assignment is a typical high-level multi-agent
system coordination problem that is dedicated to distribut-
ing a cluster of tasks to the agents in the system during the
run-time [2]. For conventional multi-agent systems with ho-
mogeneous agents, the tasks can be allocated evenly, which
results in trivial assignment schemes. For heterogeneous
multi-agent systems, however, the task assignment prob-
lem becomes challenging due to the incorporation of di-
verse agent capabilities. The conventional multi-agent task
assignment studies mainly focus on the task aspects with-
out considering possible system risks, such as task failure,
execution delay, or safety violation. Recent work starts to
incorporate risk-handling into the task assignment process
by encoding risky events to certain temporal logic specifica-
tions [3], rendering a higher demand on risk awareness [4].

Nevertheless, the existing solutions for the dynamic task as-
signment problem are still based on deterministic assign-
ment models without incorporating stochastic uncertainties.
This results in weak robustness of the system against exter-
nal disturbance or internal random faults. Extending the cur-
rent task assignment models to incorporate stochastic envi-
ronmental uncertainties for heterogeneous multi-agent sys-
tems is still a challenging but necessary problem.

2 Problem Formulation

We consider a dynamic multi-agent task assignment prob-
lem that consists of a finite set of heterogeneous agents
A = {A1,A2, · · · ,An} together with a finite set of tasks T =
{T1,T2, · · · ,Ts} that is given in a temporal logic of choice.

To execute a given task such as “to reach region A and then
pick up package B”, the agent needs to solve an optimal con-
trol problem to maximize some completeness metric, such
as “to pick up the packages as firmly as possible”, while sat-
isfying some anti-risk or safe specifications, such as “to fin-
ish the task within a given time limit”. The task execution
is affected by the uncertainties of the environment, which
is reflected by the influence of the stochastic disturbances
on the behavior of each individual agent when executing
the tasks. Thus, the capabilities of agents to maximize the
task completeness metric while satisfying the required task
specifications should be sufficiently robust to cope with the
stochasticity of the individual agent dynamic models.

For any agent Ai and task Tj, i = 1,2, · · · ,n, j = 1,2, · · · ,s,
the satisfaction of the anti-risk specifications is depicted as
a stochastic variable. The completeness of all tasks while
satisfying all these specifications is indicated by a binary
variable Tcomp ∈ (0,1). Then, the main target of the dynamic
task assignment problem is to find a dynamic mapping M :
A×R+→ T for all time t ∈R+, such that the probability of
the complete execution of all tasks is maximized,

max
M

E(Tcomp), (1)

with all anti-risk specifications satisfied. The main chal-
lenge of this task assignment problem is the encoding of the
stochasticity to the agent dynamic models, which renders a
probabilistic planning problem. The critical technical point
to solving this problem is converting it to an equivalent or
slightly conservative deterministic programming problem.
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1 Introduction
Physical systems, such as RLC networks or structural dy-
namics systems, can often be modeled appropriately as an
interconnection of several subsystems. These subsystems
are often naturally passive, i.e., the systems do not gen-
erate energy internally, leading to complex, passive, cou-
pled models. The complexity of these models typically pre-
vents efficient dynamic analysis. Model reduction is thus
required to attain an accurate low-order model. Usually, this
is performed on subsystem level, for example by Compo-
nent Mode Synthesis (CMS). Unfortunately, subsystem re-
duction does not explicitly ensure accuracy of the intercon-
nected system. While there exist reduction methods to focus
on the accuracy of the reduced, interconnected model, pas-
sivity and stability of this model are generally not retained.

2 Research approach
We introduce the Passive Interconnected Balancing (PIB)
method to reduce models of interconnected subsystems, ap-
proximating the input-output behaviour of the interconnec-
tion, while preserving both the interconnection structure and
passivity of the model. Equivalently, this new method re-
duces the individual subsystems, based on the input-output
behaviour of the interconnection, while preserving passivity
of the subsystems and interconnection.

Our approach is based on the concept of balancing, where
typically the controllability and observability Gramians of a
system are equalized and diagonalized to sort states by their
importance to input-output behaviour. Instead of the observ-
ability Gramian, we use the available storage per subsystem,
as in Positive-Real Balancing (PRB), to guarantee passivity
of the reduced subsystem model [1]. Moreover, instead of
the subsystem controllability Gramian, we use a partition of
the controllability Gramian of the interconnected system, as
with Interconnection Structure-preserving Balancing (ISB)
[2]. This combination of available storage and a partition of
the coupled controllability Gramian provides both passivity
guarantees and accuracy of the coupled system.

∗Dynamics & Control, Mechanical Engineering, Eindhoven University
of Technology, PO Box 513, 5600 MB Eindhoven, The Netherlands

†Bernoulli Institute for Mathematics, Computer Science and Artificial
Intelligence, University of Groningen, P.O. Box 407, 9700 AK Groningen,
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Figure 1: Schematic drawing of the coupled beam model.
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3 Numerical example
Observe the SISO system of two lightly damped Euler
beams, in Figure 1, which are coupled by a translational and
rotational damper. Both beam nodels consist of 24 states
each and are reduced to 10 states each. Reduction is per-
formed using (i) PRB, (ii) ISB, (iii), Craig-Bampton CMS
reduction and (iv) the new PIB method. The resulting mag-
nitudes of the collocated FRF is shown in Figure 2. PIB
and ISB both show superior accuracy compared to the other
methods. However, ISB does not preserve stability, whereas
PIB preserves stability and passivity.

4 Conclusion and outlook
Passive Interconnected Balancing (PIB) both guarantees
passivity preservation, interconnection-structure preserva-
tion and results in an accurate reduced coupled model. Fur-
ther extensions will make it more computationally efficient,
to also allow application to industry-relevant benchmarks.
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Fig. 1: Transfer functions of a) the high-order, b) the reduced-
order interconnected models, and c) the RP perspective.

1 Introduction
Complex models of dynamic (multi-)physical systems are
often based on an interconnection of subsystems with a
high number of states. For such systems, model order
reduction (MOR) is required to make controller synthe-
sis, simulation and analysis computationally feasible. In
modular MOR, each subsystem model is reduced individ-
ually. This preserves the interconnection structure of the
model, and dividing the problem into multiple smaller prob-
lems avoids the computationally challenging reduction of
one high-dimensional model. However, although modu-
lar MOR leads to accurate subsystem models, it does not
guarantee the accuracy of the interconnected reduced-order
model (ROM). We introduce a top-down method that allows
translation of accuracy requirements on the interconnected
ROM to a set of accuracy requirements for subsystem ROMs
which allows for a completely modular approach.

2 Methodology
To model the system, we combine k linear time-
invariant subsystems G j in the transfer function Gb =
diag(G1, . . . ,Gk). Inputs ub and outputs yb of the subsystems
are interconnected via the coupling matrix K. All subsys-
tems are reduced to ROMs given by Ĝb = diag(Ĝ1, . . . , Ĝk).
The high-order interconnected model Gc and interconnected
ROM Ĝc are then both given by a feedback of K with Gb and
Ĝb, respectively, external input uc, and output yc, as shown
in Fig. 1a and 1b. In this work, we relate E j = G j − Ĝ j
to Ec = Gc − Ĝc by reformulating the problem such that
the structured singular value µ , a tool from robust control
[1], can be used. We define a weighted uncertain system
for which E j = Wj∆ jVj. Then, we model Ec as a feed-
back of V NW and ∆ as shown in Fig. 1c. Nominal sys-
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Fig. 2: : Example system: Three interconnected beams.

tem N is a function of Gb and K. V = diag(V1, . . . ,Vk,Vc),
W = diag(W1, . . . ,Wk,Wc) and ∆ = diag(∆1, . . . ,∆k,∆c).

Theorem 1 From robust performance (RP) [1], let ω ∈ R,
for the system in Fig. 1c,

|Wc(ω)Ec(iω)Vc(ω)|< 1, for all E j(iω) such that

|W−1
j (ω)E j(iω)V−1

j (ω)| ≤ 1, if and only if

µ∆(V (ω)N(iω)W (ω))< 1. (1)
Given that µ∆(V (ω)N(iω)W (ω)) < 1 can be verified com-
putationally, this relation can be used, given requirements
on the interconnected ROM, to find a set of subsystem re-
quirements in terms of Vj(ω) and Wj(ω) for any ω ∈ R.
Then, the subsystems can be reduced completely individu-
ally, i.e., modularly. To illustrate how Theorem 1 can be
used for modular MOR, we apply it to the system illustrated
in Fig. 2. In this case, the subsystems are reduced as much
as possible within the computed subsystem requirements us-
ing balanced truncation. The results are shown in Tab. 1.

Tab. 1: # states in the high-order model and for a ROM satisfying
given accuracy requirements for all 30≤ ω ≤ 10,000.

Subsystem G1 G2 G3 Gc
High-order model 200 84 120 404
ROM: |Ec(iω)|< 0.01|Gc(iω)| 21 19 15 55
ROM: |Ec(iω)|< 0.1 |Gc(iω)| 19 13 12 44

3 Conclusion
Modular MOR is a computationally efficient method that al-
lows for the computation of ROMs of interconnected (mul-
tidisciplinary and multi-physical) subsystems. We introduce
a mathematical relation between the accuracy of subsystem
ROMs and the accuracy of the interconnected ROMs that
allows for modular MOR with accuracy guarantees. We ap-
ply this to an example model, in which we reduce the inter-
connected system using modular MOR while guaranteeing
different levels of accuracy for the ROM.
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Balancing for nonlinear differential-algebraic systems
Arijit Sarkar, Yu Kawano and Jacquelien M.A. Scherpen

ABSTRACT

Differential-algebraic equations can be utilized to model
various systems in industrial applications. For example,
in mechanics to model systems with holonomic or non-
holonomic constraints, in circuit simulation, electric networks
to cater to Kirchoff’s current and voltage law, etc. These
systems can be large-scale due to the complexity of the en-
gineering applications. This demands a reduced-order model
of a similar structure for fatser simulation and less-expensive
controller design.

Balanced truncation is one of the well-known model reduc-
tion techniques based on the controllability and observability
properties of the system and since its introduction in [1], var-
ious balancing theories have been studied for linear [2] and
nonlinear [3], [4] differential systems. Balanced truncation
was first introduced in [5] for differential-algebraic systems.
Afterward, various balancing techniques have been studied
for linear descriptor systems [6], [7]. However, balancing is
not well-explored for nonlinear descriptor systems. In this
work we propose controllability and observability functions
associated with a nonlinear differential-algebraic system of
the form (1) below. Moreover, we also show that they can be
utilized to come up with a balanced realization of the system.

Let us consider a nonlinear differential-algebraic control
system of the form

Ξ :





˙︷ ︸︸ ︷
E(x) = E′(x)ẋ = f(x) + g(x)u,

y = h(x),
(1)

where x ∈ X is the generalized state, X is an n-dimensional
differential manifold, u ∈ Rm is the control vector and y ∈
Rp is the output vector. We denote by TX the tangent bundle
of X and by TxX the tangent space of X at x ∈ X . E, f :
X → Rl, g : X → Rl×m and h : X → Rp are C∞ -
smooth maps. For each x ∈ X , ∂E

∂x (x) =: E′(x) induces a
linear map from TxX to Rl. If X is an open subset of Rn,
then E′(x) ∈ Rl×n. The map E′ is not necessarily a square
matrix in general and even if l = n, E′ can be singular
in nature because of the presence of algebraic constraints
associated with some generalized state variables and/or the
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external input. In this paper, we consider X ⊆ Rn and l =
n. Now, consider M∗ as the locally maximally controlled
invariant submanifold around the origin. The controllability
function associated with (1) is defined as

Lc(x0) := min
u∈L2(−∞,0),

x(−∞)=0,x(0)=x0∈M∗

1

2

∫ 0

−∞
||u(t)||2dt.

The observability function is defined as

Lo(xo) :=
1

2

∫ ∞

0

||y(t)||2dt, x(0) = x0 ∈M∗, u(t) ≡ 0.

Let us assume E(0) = 0. If 0 is an asymptotically stable
equilibrium of f(x) on a neighbourhood U of 0, then it is
possible to show that for all x ∈ M∗ ∩ U , L̄o(E(x)) is the
unique smooth solution of

∂L̄o(E(x))

∂E(x)
f(x) +

1

2
h⊤(x)h(x) = 0. (2)

Also, for all x ∈ U , L̄c(E(x)) is the smooth solution of

∂L̄c(E(x))

∂E(x)
f(x)

+
1

2

∂L̄c(E(x))

∂E(x)
g(x)g⊤(x)

∂⊤L̄c(E(x))

∂E(x)
= 0,

(3)

such that 0 is an asymptotically stable equilibrium of
−f(x)− g(x)g⊤(x)∂

⊤L̄c(E(x))
∂E(x) on M∗ ∩ U .

Moreover, one can show that there exist some functions
L̄o and L̄c satisfying

Lo(x0) = L̄o(E(x0))

Lc(x0) = L̄c(E(x0)).
(4)

Based on this, we can guarantee the existence of a balanced
realization.
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1 Introduction
State-of-the-art methods for H2-norm model reduction have
demonstrated exceptional performance on large-scale prob-
lems [4], however, the methods are generally suboptimal as
only local optimality can be guaranteed. The approach that
we present is, by contrast, deterministic in the sense that it
ensures to identify the globally optimal reduced model. We
use the first-order necessary conditions for optimality of the
single-input single-output (SISO) H2-norm model reduction
problem, which can be shown to be interpolatory conditions
(Walsh’s theorem), to reformulate the problem as a multi-
variate root-finding problem. While aiming for global op-
timality through this reformulation comes at the cost of a
combinatorial growth of the problem complexity for increas-
ing model orders, our methodology allows to tackle larger
problems compared to the other globally optimal approaches
described in the literature [1, 2].

2 H2-norm model reduction
Given a ‘higher-order’ system H(z) ∈ H2, with H2 the class
of stable and causal LTI models with real-valued impulse
response:

H(z) =
b(z)
a(z)

=
bn−1zn−1 + · · ·+b1z+b0

zn +an−1zn−1 + · · ·+a1z+a0
,

model reduction techniques search for a model Ĥ(z) ∈ H2
of order m < n, while minimizing the approximation error
in some measure. We consider the H2-norm:

min
Ĥ(z)

J =
∥∥H(z)− Ĥ(z)

∥∥2
H2

=
1

2π

∫ π

−π
|H(e jω)− Ĥ(e jω)|2dω =

∞

∑
k=0

(hk− ĥk)
2,

with {hk}k=0,...,∞, {ĥk}k=0,...,∞ the impulse response of H(z)
and Ĥ(z) respectively.

3 Walsh’s theorem
Walsh’s theorem originates from the field of rational approx-
imation theory [9], but has also been derived in the context
of systems and control [3, 6, 7]. The result states that in
the stationary points of the model reduction problem Ĥ(z)
satisfies:

H(z)− Ĥ(z) =
b(z)
a(z)
− b̂(z)

â(z)
=

[
âr(z)
â(z)

]2

G(z),

with G(z) ∈ H2 the z-transform of some real-valued, sta-
ble and causal signal and âr(z) defined as âr(z) = â0zm +
â1zm−1 + · · ·+ âm−1z+ 1, the polynomial which has the re-
ciprocals of the roots of â(z) as its roots.

4 Methodology
Manipulation of Walsh’s relation allows to construct a
square system of n+m multivariate polynomial equations in
the 2m decision variables {âi, b̂i}i=0,...,m−1 and n−m auxil-
iary variables. After pruning the common-roots of the sys-
tem (the {âi, b̂i}i=0,...,m−1 must be real-valued and Ĥ(z) sta-
ble), the globally optimal minimizer(s) of the model reduc-
tion problem can be selected by means of evaluation of J.
The system contains one linear, one quadratic and n+m−2
cubic equations, the low degree of which is a major advan-
tage as it keeps the complexity of the root-finding problem
relatively low: other globally optimal approaches [1, 2] have
been applied to setups with at most (n,m) = (4,2), whereas
e.g., the case (15,4) seems feasible using our methodology.

Walsh’s theorem has been considered in the context of the
H2-norm model reduction problem [6, 7], but, up to our
knowledge, it has never been used to solve directly for the
stationary points. We will present the theoretical machinery
behind the novel methodology using a didactic toy problem
and show how our approach, in combination with state-of-
the-art root-finding methods [5, 8], can tackle numerical ex-
amples that were considered unfeasible before.
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Flux Balance Analysis (FBA) [1] is a commonly used
method to predict cell growth rate and intracellular reac-
tion rates. The method consists of an maximization of the
growth rate µ subject to biochemical constraints. Notably,
the metabolic network is included to balance the produc-
tion/consumption of metabolites due to metabolic reactions.

FBA typically assumes an average cell description, meaning
that heterogeneity between cells is not modelled. This het-
erogeneity may present itself on the level of cell age, certain
protein content, or, as discussed here, on the level of cell
size. In this contribution, we propose an extended formu-
lation of FBA in which cell size can be taken into account.
An example in which this may proof useful, is when uptake
kinetics or cell composition are influenced by cell size (con-
form surface-to-volume-ratio). This may provide a more de-
tailed cell culture description compared to regular FBA.

To model the cell size heterogeneity, the deterministic
framework of Population Balance Models (PBM) [2] is
used. In PBM, the cell size distribution is represented by
a number density function (NDF) n(x). In balanced growth
conditions, the shape of n(x) is time-invariant, and can be
shown to satisfy

µ̄n(x) =−∂ (µ(x)xn(x))
∂x

− γ(x)n(x)+
∫ ∞

0
β (x,x′)γ(x′)n(x′)dx′,

(1)
where µ̄ is a population-average growth rate. The right-hand
side of (1) describes cellular dynamics, i.e. growth and cell
division. In our proposed extended FBA, The population
balance (1) acts as a constraint in the optimization of the
average growth rate µ̄ . Additional constraints describe e.g.
intracellular metabolism. The solution of the extended FBA
program is the average growth rate µ̄ , the NDF n(x) and the
reaction fluxes per cell size.

We have applied our method to a core-carbon metabolic
network of Escherichia coli [4], consisting of 95 reactions
(including 1 biomass reacion) and 72 metabolites. Aerobic
growth on glucose under limited oxygen availability is sim-
ulated (note, in this case the assumption of balanced growth

This work has been funded by Fonds voor Wetenschappelijk Onder-
zoek Vlaanderen (FWO), grant number G066621N.
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Figure 1: Prediction of cell biomass distribution under limited
oxygen availability.

only holds on a short time interval). The resulting cell size
distribution by biomass is shown in Figure 1. The blue
shaded area represents the existence of alternative solutions
due to the existence of multiple optimal solutions.

This example illustrates that the proposed extension may be
implemented easily from existing FBA models. The pre-
diction on cell size distribution may help in validating the
model to experimental data. In addition, this framework
may help in modelling cell division within the FBA frame-
work, providing a better understanding of the cell cycle.
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Introduction

Mechanical ventilation is used in Intensive Care Units
(ICUs) to save lives of patients who are not able to
breath on their own. Mechanical ventilation supports
patients by ensuring adequate oxygenation and carbon
dioxide elimination via appropriate ventilator settings.
To find these settings, information about the patient,
e.g., the lung capacity, is required as well as the pa-
tient’s breathing effort. Therefore, it is crucial to ac-
curately estimate the information of the patient. We
investigate the limits of accuracy of estimation for dif-
ferent setups of the identification problem. The main
methodology is a linear regression framework.

Linear regression framework

A patient supported by a mechanical ventilator is mod-
eled in the generic structure:

y(k) = G(ξ)u(k) + d(k), (1)

where y(k) is a measured output, G(ξ) the static lin-
ear function from u to y, which includes the unknown
patient parameters ξ ∈ Rn

>0, u(k) the measured input
signals, and d(k) the unknown exogenous disturbance,
which is the breathing effort of the patient. The estima-
tion goal is to accurately find estimates of the patient
parameters ξ and the exogenous disturbances d(k) in
the chosen grey box model presented in (1) for a sin-
gle breath of N samples. Based on a single breath, we
define the following model structure:

Mβ : X → Y, Y = Xβ (2)

with Y :=
[
y(1) · · · y(N)

]⊤
, X :=

[
u(1) · · · u(N)

IN

]⊤
,

and β :=
[
ξ d(1) · · · d(N)

]⊤
. The data set of a single

breath is captured by D = {X,Y }. We assume that the
patient parameters ξ do not change over the data set
D. Note that there is no unique solution for β because
the model structureMβ is not identifiable [1].

General approach

Incorporating prior knowledge on the exogenous dis-
turbance is crucial to find a unique parameter vector
β within the estimation problem. Prior knowledge can
be incorporated by parameterization of the exogenous
disturbance d over a single breath, i.e., d(k) = θ⊤q(k)
like in [2] or by enforcing constraints on the exogenous
disturbance d over multiple breaths, e.g., periodicity,
variations. This is visualized in Figure 1.

Y̆ X̆ β̆Y X̄ β̄

Figure 1: Visualization of the two methods to incorpo-
rate prior knowledge in the linear regression framework,
i.e., parameterization of the exogenous disturbance or
estimating over multiple breaths.

Figure 2: Simulation results of the breathing effort
estimation in the linear regression framework. The
not identifiable model structure leads to a non-unique
breathing effort estimate ( ). Estimation over multi-
ple breaths leads to identifiable structure and a unique
breathing effort estimate ( ).

Results

Through a simulated case-study it is validated that es-
timation over multiple breaths is sufficient to obtain a
unique solution, as shown in Figure 2. In a larger con-
text, this shows that the linear regression framework
as presented encompasses a large range of practically
relevant solutions to solve the estimation problem and
thereby improve the treatment of patients supported by
mechanical ventilation.

References
[1] L. van de Kamp, B. Hunnekens, N. van de Wouw, and
T. Oomen, “An Estimation Perspective on Breathing Effort
Disturbances in Mechanical Ventilation”, in proceedings of
IFAC worlds 2023.

[2] J. Reinders, B. Hunnekens, N. van de Wouw, and
T. Oomen, “Noninvasive breathing effort estimation of me-
chanically ventilated patients using sparse optimization”,
IEEE Open Journal of Control Systems.

Book of Abstracts 42nd Benelux Meeting on Systems and Control

206



Background study on the biology and mathematics behind the
olfactory sense

Radu Cimpean, Alden Waters, Stephan Trenn
Bernoulli Institute

Nijenborgh 9, 9747 AG Groningen
The Netherlands

Emails: r.cimpean@rug.nl, a.m.s.waters@rug.nl, s.trenn@rug.nl

1 Introduction

Communication is a key aspect when it comes to the exis-
tence and functioning of systems. For the biological sys-
tems, neurons fulfil this role via chemical and electrical
modes. There is an exchange of chemical substances that ei-
ther excites or inhibits the relevant components till a spike,
also called action potential, is reached and thus the neuron
has relayed the information. As a system of interest, the
research will focus further on the olfactory system.

2 Biological description and the mathematical model

The basic function of the aforementioned system is repre-
sented by the identification of odors as singular or mixed
chemical compounds. For a better understanding, the case
of human olfaction will be exemplified. The chemical
molecules are entering the nasal cavity and reach the ol-
factory epithelium, where the binding to the Olfactory Re-
ceptor Neurons (ORN) occurs, triggering a two pathway re-
sponse. The information is further relayed to the olfactory
bulb (OB). The exchange occurs in ball shaped components
called glomeruli, where the closely related ORN synapse
with other neurons, called mitral cells (MC), one for each
glomerulus. The MC have a major role in conveying the
odor information, through a process called whitening. Since
there can be a lot of redundancy in the information gathered
in the glomeruli from the ORN, the OB performs the above
mentioned process with the purpose of decorelating the ac-
tivity patterns, aspect achieved via the interaction between
the MC, which are excitatory by nature and granule cells
(GC)/interneurons (IN), which are inhibitory. As a result,
a preprocessed, decorelated pattern of signal activity is ob-
tained, which is further fed to the higher areas of the brain
for analysis and identification. Given the above brief biolog-
ical description of the olfactory process, the interest of this
research lies in the mathematical modeling. The base model
is provided by [1] in the form of equations of motion:

Ẋ =−H0GY (Y )−αxX + I

Ẏ =W0GX (X)−αYY + Ic,

where X-signal from the MC; Y -signal from the GC; GX ,GY
cell output as continuous functions, proportional to the cell

firing frequency; H0 - n×m matrix describing the synap-
tic connection MC→ GC; W0 - m×n matrix describing the
synaptic connection GC→MC; I - input, result of the sniff-
ing process; Ic - input control, coming from higher areas of
the brain; αX ,αY - parameters. Moreover, [1] further indi-
cates that the OB system may behave like a harmonic os-
cillator with damping, thus treating it as a group of coupled
non-linear oscillators.

3 Current issues and research directions

By reducing the biological complexity of the OB to the
damped harmonic oscillator approach, several issues arise.
One such issue is that the model does not account for the
whitening process. This aspect can be confirmed by observ-
ing the diagrams in [2] and [3]. The outcomes indicated
there do not fully match the proposed oscillator model. An-
other issue concerns the parameters (αX , αY ) for the OB
system. For instance, in [1], they are taken as fixed values
related to the firing rate of the neurons.

Given these issues, several research directions are being ex-
plored. As a starting point, it would be of interest to account
for the whitening process by providing a function based ap-
proach to the parameters (αX , αY ). This would entail model-
ing them as characteristic functions, and further considering
obtaining a well-posedness result. Another key aspect is the
optimization of the connectivity matrices H0 and W0, again
towards the goal of expressing the whitening process more
accurately.
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1 Introduction

In the early stages of Covid–19 epidemic, generalized lock-
down has been the only control measure to contain the dif-
fusion of the disease. In later stages, epidemic control has
relied on testing prior symptoms onset and preemptive quar-
antine for contacts of infected. Increasing the number of
tests per day and the number of quarantined contacts im-
proves the effectiveness of the strategy but results in a higher
social-economical cost. Moreover, increasing the number of
quarantined individuals might result in weaker compliance
in the population and can compromise the control efforts.
For this reason, it is important to properly assess the effects
of testing and preemptive quarantine, taking into account the
compliance of the individuals.

2 Main idea

We propose a novel compartmental model that encompasses
different control actions available to the decision maker. We
consider five compartments, the fist one for the susceptible
individuals, the second one for the infected individuals, the
third one for the recovered ones, the fourth one for the sus-
ceptible quarantined and the last one for the infected quar-
antined. We consider the actions aiming to reduce the dis-
ease transmissibility, either reducing the average number of
contacts or reducing the transmission probability per con-
tact , e.g. lockdown, curfew, mobility limitation, social dis-
tancing, use of personal protective equipment. More impor-
tantly, we propose a new model for detection and quaran-
tining: rather than simple constant rates as in the [1], we
propose a more elaborated rate depending on a weighted
combination of the current state of all the compartments.
Finally, we include in the model the compliance with pre-
emptive quarantine by properly decreasing the probability
of entering and remaining in quarantine with more traced
contacts per detected.

3 Simulations and Results

We use the proposed compartmental model that takes into
account testing, quarantine, and compliance with the ap-
plied measures, to study the effect of Non-Pharmaceutical
Interventions (NPI) on the control and the eradication of the
infectious disease.
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Figure 1: Evolution of the percentage of active cases.

We simulate our model and vary the number of test allocated
T , the number individuals quarantined per detected L, and
the compliance with the quarantine measure λq. The results
are reported in Figure 1. We conclude:

• There is a trade-off between the resources allocated
for increasing the number of tests and those allo-
cated for affording an higher number of preemptively
quarantined individuals. The best resource alloca-
tion might change depending on if the objective is the
worst case or the steady state.

• Quarantining more individuals leads to a counter-
effect that affects negatively the evolution of active
cases, due to lower compliance associated to stronger
interventions.
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1 Introduction

During this last decade, the exponential growth of renew-
able energy demand has led to a rapid expansion of wind
power worldwide. This expansion motivates wind power
plant owners to take part in frequency regulation, compet-
ing with traditional power plants. Nevertheless, the latter
is challenging, because of the intermittence of the wind.
Hence, a power reserve is needed. For wind farms, the
power reserve can be realized thanks to derating strategies.
Derating a turbine means that the extracted power from the
wind is less than the available one, enabling the owners to
have a power margin that can be used when it is needed.
In this work, the comparison between two derating control
strategies is assessed, in terms of lifetime damage equivalent
load (DEL). The first strategy acts on the generator torque
set point for derating the power while keeping the standard
configuration of the pitch angle controller. The second strat-
egy derates the wind turbine (WT) power thanks to the pitch
controller while maintaining the standard tip speed ratio set
point. These strategies were simulated in OpenFAST under
different turbulent wind conditions, in order to assess their
impact on the lifetime DEL of the WT.

The contribution of this research relies on introducing a sim-
ple pitch-based derating control strategy, and comparing it
with the classical torque-based derating control approach in
terms of lifetime DEL. The first strategy conserves the Stan-
dard Tip Speed Ratio values in the different operating re-
gions of a WT, and is thus noted STSR. The second strategy
will be noted as SP, referring to the conservation of the Stan-
dard Pitch control configuration while derating by acting on
the torque. The Base Case control strategy aiming at maxi-
mum power point tracking (MPPT), hence no derating, will
be referred as BC.

2 Application and results

In the present work, the focus is brought on three compo-
nents of the 5MW-NREL WT[1]; the low-speed shaft bend-
ing moments noted SSTipMya and LSSTipMza; the edge-
wise and flapwise moments on the blades, noted RootMxb1

and RootMyb1, respectively; and the tower base edgewise
and flapwise moments, noted RootMxb1 and RootMyb1, re-
spectively. The resulting lifetime DEL are depicted in Fig-
ure 1, normalized on the BC. The STSR performs better
than the SP, achieving derating while decreasing the lifetime
DEL of the WT for all components. The latter conclusion is
due to the low variations of the pitch angle, inducing lower
thrust loads on the rotor.

Figure 1: Lifetime DEL on different components of the WT, nor-
malized on the basis of the BC strategy
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1 Introduction & problem definition
H∞ control design is a popular and widely recognized
approach for developing (in most cases linear) control
systems with optimal performance and robustness as key
requirements. Various design paradigms based on H∞
norms, such as mixed-sensitivity, weighted-sensitivity, and
multi-objective design have proven their value in practical
applications. All these problem formulations can be solved
through a wide variety of mathematical tools, including
operator theory, polynomial methods, Riccati equations,
linear matrix inequalities (LMIs), and descent-based
methods for solving bilinear matrix inequalities (BMIs) or
nonsmooth formulations. After more than 30 years of
intensive research, a relatively generic problem formulation
is regularly claimed to be formally solved these days [1].
In this work, the authors focus on a multi-objective
weighted-sensitivity H∞ control problem formulation with
weighting filters Wi and Wo that are allowed to be
D-unstable, while still requiring the targeted controller to
render the closed loop formed with the generalized plant P
D-stable. Using the control configuration depicted in Fig. 1,
one can write this design problem as

minimize
K ∑

i∈Io

ci ∥MR[Ti]∥∞ (1a)

subject to
∥∥MR[T j]

∥∥
∞ ≤ 1,∀ j ∈ Ic (1b)

MR[Fl(P̄,K)] is D-stable (1c)
(ci > 0, Io,Ic ⊂ N+) where MR[·] denotes an observable
and controllable realization and Fl(P̄,K) represents the
weighted feedback interconnection of the plant and the
controller. This problem type is particularly relevant
in motion and vibration control problems for uncertain
systems with lightly damped modes. Consider, for example,
these two cases that are often seen in mechatronic control
problems:

• An integrator is required in the controller, which yields
a weighting filter with at least one pole in 0.

• An inverted sharp (lightly damped) notch filter

W (s) =
s2 +2ζ1ωns+ω2

n

s2 +2ζ2ωns+ω2
n

is used as a weighting filter while a conflicting conic pole
region (D-stability) constraint is imposed by choosing

D =

{
z
∣∣∣∣ z ∈ C,

√
1−ζ 2

D |ℑ(z)|<−ζDℜ(z)
}

(with ζD > ζ2) to enforce a minimal damping ratio of
the closed-loop dynamics.

Fig. 1: Generalized control configuration associated with (1).

Previous approaches and extensions in the field of H∞
control related to D-stability, such as [2]–[3], have not been
able to handle this problem type so far because the controller
cannot D-stabilize the D-unstable modes of the weighting
filters.

2 Solution approach
We build upon earlier results from related research
to obtain a reformulation of problem (1) and show
how a convex optimization approach or a nonsmooth
optimization approach for an underlying standard H∞
problem constitutes a generic solution procedure for (1).
More specifically, our methodology is a straightforward
extension of the results in [4], combined with the techniques
advocated by [2]–[3] or by [5]–[6].

3 sshinfcd: a MATLAB implementation
In order to support practicing control engineers in
implementing the solution that we present, we have
developed a high-level software package in MATLAB:
sshinfcd. It is freely available on GitHub [7] and comes
with an extensive explanation and several examples.
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1 Introduction
In order to achieve sub-nanometer position accuracy, the
current provided by the amplifier must have a specific step
response, which is represented as a desired reference model.
This work deals with a data-driven control method for an
industrial power amplifier. Given the reference model, the
Virtual Reference Feedback Tuning (VRFT) method syn-
thesizes fixed-order linear controllers based directly on data
collected from the plant, such that the closed-loop response
is as close as the desired reference model.

2 System model
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Figure 1: Schematic of the industrial power amplifier.

Fig. 1 demonstrates the topology of the industrial power
amplifier, which has a symmetrical structure on the positive
and negative sides [2]. The average power amplifier model
can be represented by a SISO transfer function described by

io(s)
dcom(s)

=
Vbus

Lms+Rm

RCs+1
LCs2 +

√
2/LCs+1

, (1)

where io is the output current and dcom is the common duty
cycle. 3 Approach

Figure 2: Closed-loop block diagram.

Fig. 2 depicts the closed-loop block diagram and the desired
reference model M(z). The proposed VRFT framework
simultaneously synthesizes the feedback and feedforward
controllers without the information about the plant model
P(z). Given the measured plant output y(k), the virtual ref-
erence r(k) is computed by r(k) = M(z)−1y(k), which gen-

erates the virtual error as e(k) = r(k)− y(k). When the col-
lected data is noiseless, the optimal controllers can be de-
rived by minimizing the cost function

JV R(θ) = ∥u(k)−C(z;θC)e(k)−F(z;θF)r(k)∥2
2, (2)

where C(z;θC) = θ⊤
C βC(z), F(z;θF) = θ⊤

F βF(z). βC(z) and
βF(z) represents the controller types, θC and θF are the
parameters to be optimized. The optimal solution θ̂⊤ =
[θ̂⊤

C , θ̂⊤
F ] is computed by

θ̂ = [
N

∑
k=1

Φ(k)Φ(k)⊤]−1
N

∑
k=1

Φ(k)u(k), (3)

where Φ(k)⊤ = [φC(k)⊤,φF(k)⊤], φC(k) = βC(z)e(k),
φF(k) = βF(z)r(k). The step response of the reference
model, together with the closed-loop performance, which is
controlled by the optimal solution C(z; θ̂C) and F(z; θ̂F), are
compared in Fig. 3. The output trajectories are close, which
satisfies the objective. Fig. 4 reveals the induced position
tracking performance.

0 10 20 30 40 50

Time [ s]

0

0.5

1

O
u

tp
u

t 
s
ig

n
a

l

Reference model M(s)

Closed-loop T
cl

(z)

Figure 3: Step response comparison.

Figure 4: Position error evaluation.
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1 Problem statement

Our goal is to retrieve an accurate simulation model of a
robot arm for model predictive control (MPC). In an MPC
setting we often need to make an accurate prediction of how
the arm behaves, for a given finite time window ahead. In
robotic applications this window is typically 150-300 ms. A
more accurate model leads to better tracking performance
and faster solution time.

We study the robot arm [1] depicted in Figure 1, for which
a detailed motion model is given. This model is based on
physical knowledge such as the Denavit-Hartenberg param-
eters and known inertial parameters of the links, and it is for-
mulated by the help of the recursive Newton-Euler method.
The arm has 6 joints, and their positions are measured. A
150kg load is attached to the end effector. The nonlinear-
ities in the dynamics include: backlash in all joints, pose-
dependent inertia, pose-dependent gravitational loads, pose-
dependent hydraulic forces, pose- and velocity-dependent
centripetal and Coriolis forces as well as nonlinear friction.

The challenge is that the forward model diverges quickly
from the measurements of the actual arm. Identifying a bet-
ter model by the tuning of the friction parameters have failed
to improve the simulation significantly. In this work we aim
to exploit the already known dynamic aspects of the system,
while we learn the unknown nonlinear effects of the system
from data.

2 Proposed solution

In order to increase the accuracy, we augment the purely
physics-based model with a neural network (NN) in parallel,
with regularization added on the parameters of the physics-
based model. The implementation is based on the deepSI
framework [2].

Part of our approach is a formulation of the objective that
applies a one-step-ahead prediction at the acceleration level,
in order to increase the robustness of the estimation with

Figure 1: Industrial robot arm KUKA KR300 R2500 ultra SE [1]

respect to local minima, and also against the simulation
becoming numerically unstable, and to decrease the com-
putational complexity, all of which are often a problem in
simulation-based formulations.

We are comparing the average error of the simulation in a
150 ms window with that of the NN only, physics-only and
augmented model.
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1 Introduction
Behavioral data-driven analysis and control methods for
Linear Time-Invariant (LTI) systems, which are based on
Willems’ Fundamental Lemma [1], have gained popularity
in recent years. This is because these methods can pro-
vide guarantees in terms of closed-loop stability and perfor-
mance, while the controller is synthesized using only mea-
sured data from the LTI system. While these methods have
proved to be very powerful, they are mainly focussed on the
class of LTI systems, and extensions to the nonlinear (NL)
domain are rather immature. In this work, we take an ‘inter-
mediate’ step to get to a NL data-driven framework, by using
a linear surrogate model of a NL system by means of an Lin-
ear Parameter-Varying (LPV) embedding, see Fig. 1. LPV

NL LPV

p

NL

p

Fig. 1: LPV embedding of a NL system.

systems have a linear input-(state)-output relationship that
varies along a measurable time-varying signal, the schedul-
ing variable, which is used to express, e.g., nonlinearities.
This allows to embed the NL system behavior into the solu-
tion set of the LPV system. Hence, the recently developed
extension of the data-driven methods for the LPV frame-
work [2] is a promising direction towards a behavioral data-
driven analysis and control framework for NL systems.

Fig. 2: Setup.

In this work, we demonstrate that the
direct data-driven LPV state-feedback
control approaches in [2] can achieve
reference tracking on a real-world NL
unbalanced disc system, depicted in
Fig. 2, see also [3], and hence that direct
data-driven control of NL systems can
be successfully accomplished through the LPV data-driven
behavioral approach.

2 Approach
We apply the approaches in [2] on an experimental setup
of the unbalanced disc that is depicted in Fig. 2. From this
system we obtain a data-dictionary of 7 time-measurements
of the input, scheduling and state, depicted in Fig. 3. With

This work has received funding from the European Research Coun-
cil (ERC) under the European Union’s Horizon 2020 research and innova-
tion programme (grant agreement nr. 714663), and financial support in the
scope of the AI4GNC project with SENER Aeroespacial S.A., contract nr.
4000133595/20/NL/CRS

Fig. 3: Seven-step long data-dictionary used for controller synthesis.

this data-dictionary, we construct a data-driven representa-
tion of the LPV system, which embeds the NL unbalanced
disc system. This data-driven representation is then incorpo-
rated in the state-feedback synthesis algorithms that are de-
veloped in [2]. Using only the data-dictionary in Fig. 3, we
synthesize two stabilizing LPV state-feedback controllers,
which we implement on the setup; one guaranteeing opti-
mal quadratic performance, and one guaranteeing a minimal
L2-gain of the closed-loop system.

3 Results
We applied the synthesized LPV state-feedback controllers
on the experimental setup in a reference tracking scenario1.
The tracking results are shown in Fig. 4, where the refer-
ence is depicted in gray. The results show that the closed-

Fig. 4: Experimental results with changing origin

loop system achieves reference tracking along the full oper-
ating range of the NL system, with an LPV controller that is
designed using only the 7 recorded data-points depicted in
Fig. 3. The present steady-state error is expected and due the
lack of integral action or a feed-forward term. These results
show the potential of using the LPV framework to formulate
data-driven methods for NL systems.
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1 Introduction
A simple yet expressive prediction model is an essential in-
gredient in model-based control and estimation. Models de-
rived from fundamental physical principles may fail to cap-
ture the complexity of the actual system dynamics. A po-
tential solution is the use of a physics-informed, or gray-
box model that extends a physics-based model with a data-
driven part. Learning the latter might be challenging, due to
noisy measurements and lack of full state information. This
work presents a method based on Moving Horizon Estima-
tion (MHE) for simultaneous state estimation and training
of a neural network submodel.

2 Moving Horizon Estimation for Neural Network
Learning

We consider a dynamical system governed by the (unknown)
discrete-time dynamics

xk+1 = f (xk,uk, pk)+ vx,k (1a)

yk = g(xk, pk)+ vy,k (1b)

We assume that the model mismatch is governed by some
unknown equation, i.e., pk = p(zk), where zk may collect
states, inputs, and other exogenous signals to model degra-
dation and environmental effects that can change over time.
Accordingly, the prediction model used in this work is de-
fined as

x̂k+1 = f̂ (x̂k,uk, fNN (w,zk)) (2a)

ŷk = ĝ(x̂k, fNN (w,zk)) (2b)

where fNN (w,zk) is a feedforward neural network (NN) try-
ing to model = p(zk). Adapting the MHE scheme from [1]
we develop a MHE algorithm for combined state-estimation
and network parameter learning aiming to make the model
in (2) match the true system in (1). The key features of
the algorithm is the ability to preserve existing knowledge
through the arrival cost and the possibility to impose con-
straints to make the learning meaningful from a physical
point of view. Further, Preserving the physical knowledge
allows one to use function approximations of rather limited
size, thereby enhancing the potentials for real-time use. The
algorithm presented consist of an offline learning phase used
if a training dataset is available and an online phase to con-
tinuously adapt the model to time-varying changes of the
system dynamics.
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Figure 1: Comparison with standard MHE for estimation of
unknown damping

.

3 Numerical Example: Two Degree of Freedom Robotic
Manipulator

The proposed method is illustrated on two degree of free-
dom robotic manipulator to learn an unknown nonlinear
state dependent damping term from noisy measurements.
The NN estimating the unknown damping achieves a Mean
Square Error(MSE) of MSEcd = 1.67 ·10−3 which compares
favorably to estimating the unknown damping by standard
MHE [1] where MSEcd = 0.26 is achieved. Further, it is il-
lustrated how the algorithm is capable of online adaptation
as the unknown damping is evolves time.
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1 Motivation and Context

Respiratory oscillometry consists of the identification of the
human respiratory system pneumatic impedance. This can
be achieved by exciting the respiratory system with a pres-
sure excitation, coming from a medical ventilation device,
and identify the relationship with the resulting flow as a
transfer function.
This technique has the potential to provide information to
medical practitioners non-invasively. However, for con-
scious, breathing patients, their breathing disturbs the iden-
tification procedure, resulting in a higher variance on the
identified parameters.

2 Problem formulation

The problem to solve is to estimate and remove the breathing
contribution of the patient on both the input pressure and the
output flow in order to reduce the variance on the identified
parameters. The input is chosen as a random phase multisine
excitation, where the excited frequencies are placed as far as
possible from the breathing frequency and its harmonics as
done in [1] and illustrated in Figure 1, top.

3 Proposed approach

We propose here a Gaussian Process Regression scheme [2,
chap. 2] in the frequency domain, carried out on both the
measured pressure and flow, to estimate the breathing con-
tribution in the frequency band of interest, including at the
excited frequency bins kexc. To achieve this, the non excited
bins are provided as data points kdata in the frequency do-
main and the regression is done at kdata∪kexc. The identified
disturbance is then removed before identifying the desired
parameters.
We show the performance on a Monte Carlo simulation and
show that the estimated parameters are unbiased and with
a decreased variance, assuming that no model errors are

This research was supported by the InVentiVe project, funded by
the Interreg VA Flanders – The Netherlands program, CCI grant no.
2014TC16RFCB046, and by the Flemish Government (Methusalem Grant
METH1).
The authors thank Demcon Macawi for the fruitful collaboration and the
use of their device for the experiments.
The measurements on a volunteer was carried out according to the Helsinki
protocol.

present. In addition, on real patient data, we observe that the
estimated variance on the parameters decreases as shown in
the bottom of Figure 1.
The proposed technique relies a first measurement contain-
ing only breathing to quantify its statistical properties as hy-
perparameters of a locally periodic gaussian process kernel
function. This first measurement is also used to design the
multisine excitation and ensure spectral separation.
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Figure 1: Top: Spectral separation of the breathing disturbance
and the designed multisine excitation.
Bottom: result of the approach on a volunteer. A de-
crease of the variance can be observed on both the non-
parametric and the parametric estimation of the transfer
function.
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1 Introduction
The increasing scale and interconnectivity of engineering
systems drives the need for data-driven modeling methods
of these systems. Interconnected systems can be repre-
sented by dynamic networks, where signals are intercon-
nected through dynamics (modules). Using the dynamic net-
work framework the interconnecting modules of the full net-
work or only a single module (local identification) is identi-
fied. For consistent identification we can use direct or indi-
rect methods that do or do not rely on accurate noise model-
ing respectively. Due to the accurate noise modeling, direct
methods obtain estimates with maximum likelihood proper-
ties, and can exploit unmeasured excitation signals in addi-
tion to known excitation signals to satisfy data-informativity
conditions required for consistency. Therefore direct meth-
ods have the potential to require less known excitation sig-
nals which leads to less costly experiments compared to in-
direct methods. However, in local identification direct meth-
ods need to appropriately deal with confounding variables,
that are unmeasured signals that can affect both the predic-
tor inputs and outputs [2], which can lead to conservative
data-informativity requirements.

The objective is to find a local identification method that has
relaxed data-informativity conditions compared to current
available methods.

2 Identification in dynamic networks

In the dynamic networks internal signals are represented by
node signals

[
w1, · · · ,wL

]⊤ represented by

w = G0w+H0e+ r, (1)

where G0 is a hollow matrix, with modules G0
ji as elements,

the disturbances due to process noise are represented by fil-
tered white noise innovation signals v = H0e. Both r and e
are external excitation signals that are uncorrelated to each
other, with signals r known and e unmeasured.
In local identification, dealing with confounding variables
might lead to conservative data-informativity requirements
in direct methods. To illustrate, consider the example shown

1This project has received funding from the European Research Coun-
cil (ERC), Advanced Research Grant SYSDYNET, under the European
Union’s Horizon 2020 research and innovation programme (Grant Agree-
ment No. 694504)

in Figure 1, with target module G12. In this example both
e1 and e2 are confounding variables, where the local direct
method [2] requires both excitation signals r1 and r2 to sat-
isfy the data-informativity requirements. However, indirect
methods require only one r signal to be present. The latter
result also holds for the Multi-Step Least Squares method
[1], while this methods relies on accurate modeling of the
noise. This method, was originally developed for full net-
work identification, but could be applied as a local identi-
fication method in this example. This example serves as a
motivation to convert the Multi-Step Least Squares method
for local identification since the relaxed data-informativity
conditions might hold in other larger scale examples as well.

Figure 1: Example of a 2 node network with a full noise model
and target module G12.

3 Local identification using Multi-Step Least Squares
method

The Multi-Step Least Squares method [1] relies on first re-
constructing the innovation signal using high order ARX
modeling, such that the reconstructed innovation can be
used as a measured input in parametric identification steps.
In order to convert the Multi-Step Least Squares method to
a local identification method, we need to determine which
signals need to be included in the identification procedure,
such that the innovations reconstructed in the first step re-
main invariant in the second step. Furthermore, we show
that this local identification method indeed obtains relaxed
data-informativity conditions.
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1 Introduction

It is essential for the structural design and safe operation
of the systems under control to have models that can accu-
rately capture and predict their dynamic behavior. Linear
model identification techniques have reached a high level
of maturity. However, when applied to nonlinear systems,
they often yield models that fail to predict the dynamic
behavior within an acceptable level of accuracy. As a
result of that and because of the emergence of ever more
intricate nonlinear designs, novel data driven modeling
and optimization approaches capable of accounting for the
nonlinear phenomena are required.

2 Methodology

Inspired by the multi-model control strategy [1], this work
uses following kernel-based nonlinear observer canonical
model form (K-NOCF) for dynamic systems

xxxt+1 = AAAxxxt +bbbut +DDDkkk(xxxt ,ut)+wwwt ,

yt = cccxxxt + vt ,

where kkk(xxxt ,ut) ∈ Rn is the nonlinear term composed of the
kernel functions depending on the states xxxt ∈ Rn, the input
ut ∈ R and characteristic parameters, wwwt ∈ Rn is the process
noise vector, yt ∈ R is the output measurement which is
corrupted with uncorrelated noise vt ∈ R. The unknown
parameters are the elements of AAA ∈ Rn×n, bbb ∈ Rn, DDD ∈ Rn×n

and the characteristic parameters of the kernel functions. AAA,
bbb and ccc ∈ R1×n have the observer canonical model structure,
and hence ccc is known. The K-NOCF has a generic structure
to model a large class of nonlinear dynamic systems and
encompasses linear and bilinear systems as specific cases.
The determination of the kernel functions in the K-NOCF
needs to address the trade-off existing between the flexibility
of the fitted model and its parsimony. So we consider
polynomial kernel functions since they possess universal
approximation properties.

The concurrent estimation of the system states and parame-
ters for the given nonlinear model structure is challenging.
In order to cope with this difficulty, the estimation of
the states and parameters is performed alternately. The
parameters are updated using the previous estimates of the

states and process noise
ϑ̂ϑϑ t−i = [ϑϑϑ t−i] |x̂xxt−i−1, ∑n

j=i+1 ŵ j,t− j .

A particle filter is used to estimate the states:
x̂xxt−i = [xxxt−i] |ϑ̂ϑϑ t−i, ŵwwt−i−1

.

Since the distribution of the measurement noise is unknown
in most cases, we use the Epanechnikov function to update
the weight of each particle. The final step in each iteration
is to update the process noise estimate:

ŵwwt−i = [wwwt−i] |ϑ̂ϑϑ t−i, x̂xxt−i
.

To further reduce the computational burden, we introduce
the hierarchical identification principle for the parameter
estimation. The convergence of the proposed optimization
algorithm is analyzed using the martingale convergence
theorem.

3 Results

Numerical examples with known and unknown measure-
ment noise distribution are given to demonstrate the effec-
tiveness of the proposed method with respect to the param-
eter and state estimation accuracy, and with respect to the
output prediction accuracy for both the identification data
and different validation data. Furthermore, for validating
the effectiveness of the devised model and the synchronous
optimization scheme from a practical perspective, a third-
order polynomial K-NOCF is employed to approximate the
dynamic characteristics of the Silverbox system [2].
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1 Abstract

Problems involving optimization of dynamic systems are en-
countered in areas such as model reduction, control design
and design optimization. Often, these optimization prob-
lems involve input-to-output transfer of a parametrized dy-
namic system G(µ), with µ a parameter vector denoting
application-dependent degrees-of-freedom. In applications
where average performance over frequencies is of interest,
the H2 norm is a natural candidate for measuring the quality
of a solution. Figure 1 demonstrates how ∥G(µ)∥H2

appears
in several of the mentioned applications.

Often, the considered dynamics are large-scale (e.g., high-
dimensional Finite Element Method (FEM) models), while
the dimension of µ stays relatively small (e.g., compact con-
trollers are required to achieve real-time performance). To
render the large-scale problem numerically tractable, model
reduction is applied and then the optimization is performed
in a reduced space. However, the solution to the reduced
problem does not generally match the solution to the orig-
inal problem. Although H2 model reduction techniques
have been extended for, e.g., frequency-weighted problems
[2], these suffer from 2 drawbacks: 1) they do not allow
optimization of arbitrary cost functions ∥G(µ)∥H2

; and 2)
convergence guarantees are not known. To avoid these is-
sues, inspiration can be drawn from work on optimization
of large-scale static problems.

Large-scale static optimization problems are intensively
studied in the field of deep learning. The vast amount of
data renders exact computation of gradients intractable. A
successful solution to this issue is to use Stochastic Gra-
dient Descent (SGD), which substitutes exact gradients by
stochastic estimates obtained by evaluating the cost func-
tion on randomly sampled subsets of the data. The practi-
cal success of SGD is supported by theoretical convergence
guarantees [1].

In this work, an extension of SGD for large-scale dynamic
optimization problems is proposed. Its main features are:

1. A novel stochastic algorithm is proposed to minimize
∥G(µ)∥H2

for a large-scale dynamic system G(µ)
with general (differentiable) dependence on µ .

2. Probabilistic convergence to the solution of the large-
scale optimization problem is guaranteed, without
ever evaluating the exact gradient.

(a) Reduced-order controller synthesis: µ represents
degrees-of-freedom of the controller

(b) Design optimization: µ represents shape or mate-
rial parameters

Figure 1: Example applications in which minimizing
∥G(µ)∥H2

is important. w and z are disturbance and per-
formance channels, respectively.

3. Importance sampling is applied to speed up conver-
gence through variance reduction of the estimated
gradients.

The method is demonstrated on an H2 optimal PID tuning
problem for a large-scale thermal FEM model of a circular
rod.
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1 Introduction

Continuous time system modeling is important in analysis
and simulation of many natural phenomena. As model-
ing by first principles is difficult and sometimes impossi-
ble, data-driven algorithms are preferable. Many algorithms
have been proposed for this issue as can be seen in [3]. In
this abstract, We propose a continuous-time nonlinear sys-
tem identification from noisy input and output data along a
specific trajectory. Generally speaking, one is usually inter-
ested in the system behavior just in a small operation region
or number of trajectories without extensive prior knowledge.
This is something that we address in our issue.

2 Problem formulation

Consider the continuous-time nonlinear system as below :

f
(

y(t), . . . ,y(na)(t),u(t), . . . ,u(nb)(t)
)
= 0 (1)

Where u(t) denotes the input and y(t) denotes the output and
•(n) shows derivative. We are interested to estimate f along
the specific known trajectory RL(t) as below :

RL(t) = [yL(t), . . . ,y
(na)
L (t),uL(t), . . . ,u

(nb)
L (t)] (2)

In order to estimate the system, we need to add a small sig-
nal which is obtained by deviating the RL(t) a little bit. This
signal is called R(t) and we assume that this R(t) is distorted
by filtered white noise. The problem is to estimate the sys-
tem f from noisy R(t). As there is noise on the input and the
output, we have an error-in-variables problem. We assume
that there is no other source of noise (like generator noise or
process noise.)

3 Proposed algorithm

Inspired by [2], the maximum likelihood estimator for error-
in-variables problem is converted to an output- error prob-
lem with modified covariance vector which depends on the
output and input noise covariance matrices. So, We need to
somehow estimate the output and input noise characteristics.

This research was supported by the Fund for Scientific Research
(FWO Vlaanderen, grant G005218N) and by the Flemish Government
(Methusalem Grant METH1).

This estimation is done by a nonparametric sliding window
algorithm which is proposed in [1] .
Nonlinear least square algorithms can be used to optimize
the resulting cost function. In order to exploit these al-
gorithms, we need to have initial values of the parame-
ters, some kind of a structure for the cost function and also
derivative of the cost function w.r.t the parametrs. In [4],
an algorithm is developed to obtain a good initial value and
appropriate structure for the nonlinear model. This algo-
rithm works based on the linearization of the system (1)
along the known trajectory and the linearization in the title
comes from this. Finally, the derivatives of the cost function
w.r.t parameters are calculated through implicitely (or ex-
plicitely) differentiating the cost function and numerically
solving a bunch of ODEs (ordinary differential equations).
The covariance of the estmate is calculated based on the
known characteristics of the nonlinear least squares optimiz-
ers. As the initial value is calculated asproposed in [4] and
the data belong to the vicinity of the known trajectory, the
estimated model is just valid around the known trajectory
and not anywhere else.
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1 Problem Statement

Vision plays an important role in a robotic system, as it can
be used to obtain information about the target with which
the robot must interact. In this work, we propose to use an
Extended Kalman Filter (EKF) with Intermittent Observa-
tions [1] to achieve correct tracking of a moving object by a
robotic arm. This estimator makes use of the dynamic model
of the moving object with which the robot has to interact and
the evaluated pose of the object by a camera device to esti-
mate the pose of the target at a higher rate than that of the
camera and to feed the controller of the robot with a smooth
and noise-free signal.

2 Extended Kalman Filter

The dynamics of the suspended object can be treated as that
of a 5-DoF non-actuated pendulum. In particular, its con-
figuration can be described by five variables, qp ∈ R5, with
qp =

[
qp1,qp2,qp3,qp4,qp5

]T . Where qp1 and qp2 are the
radial sway and the tangential pendulation respectively, and
qp3, qp4, qp5 are the orientations of the object w.r.t. the ca-
ble. Defining the state vector as x = [xT

1 xT
2 ]T ∈ R10, where

x1 = qp and x2 = q̇p, we can write the pendulum dynamic
equation in the state-space representation as

ẋ = f (x) =

[
x2

−B−1
P (x1)[Cp(x1,x2)x2 +gp(x1)]

]
, (1)

where Bp(qp) ∈ R5×5, Cp(qp, q̇p) ∈ R5×5, and gp(qp) ∈ R5.
Discretizing the previous equations with a sampling time Ts
and considering the output equation with intermittent cam-
era observations, one can obtain

xk+1 = f d(xk)+wk

yk = Γk(h
d(xk)+ vk).

(2)

where wk ∈ R10 and vk ∈ R12 are white Gaussian noise pro-
cesses, uncorrelated with zero mean and covariances Q ∈
R10×10 and R ∈ R12×12. Γ is equal to an identity matrix
I12 if the measurements from the camera are available at
the time instant k, otherwise is equal to a null matrix 012.
Then, the implementation of an EKF with intermittent ob-
servations can be achieved by iteratively evaluating the fol-
lowing two steps.

Prediction step.

x̂k+1|k = f d(x̂k|k),

Pk+1|k = AkPk|kAT
k +Q,

(3)

where Ak = ∂ f d

∂x

∣∣∣∣
x=x̂k|k

is the Jacobian matrix of the state

equation evaluated around the state prediction x̂k|k.

Correction step.

x̂k+1|k+1 = x̂k+1|k +Kk+1|k+1(yk+1 −hd(x̂k+1|k))

Pk+1|k+1 = Pk+1|k −Kk+1|k+1CkPk+1|k,
(4)

where

Kk+1|k+1 = Pk+1|kCT
k ΓT

k+1(Γk+1(CkPk+1|kCT
k +R)ΓT

k+1)
−1 (5)

is the corresponding equation of the EKF gain, and Ck =

∂hd

∂x

∣∣∣∣
x=x̂k+1|k

, is the Jacobian matrix of the output equation.

3 Experimental Results

As one can see in Fig. 1, the implemented EKF is able to
estimate the oscillations of the block based on its dynamic
model and the camera data. In addition, it reduces the noise
of the measurements obtained in order to feed the robot con-
troller with smooth signals so that the end-effector properly
follows the oscillations of the block.
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Figure 1: Blue line. Current Robot end-effector position.
Red line. Desired Robot end-effector position.
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1 Introduction
Moving-magnet planar actuator (MMPA) systems are be-
coming an increasingly attractive configuration for many
high-precision positioning systems due to several advanta-
geous properties, such as complete environmental decou-
pling of the moving-body and reduction of the stage mass,
see [1]. Nonetheless, these advantages come at the cost
of introducing additional complexity from a motion con-
trol perspective, originating from highly complex nonlinear
electromagnetic relationships relating the currents in the coil
arrays of the stator to the forces acting on the point of control
on the magnetically levitated mover. Motion control design
of MMPA systems is further complicated by position depen-
dent effects which are introduced by relative actuation and
sensing of the mover. To achieve desirable motion control
objectives for MMPA systems, it is essential that the mag-
netic mover is accurately aligned to the coil arrays of the sta-
tor, thus minimizing mismatch between the control commu-
tation algorithm and the physical relationship between the
currents in the coil arrays and the forces that are exerted on
the mover. This paper aims at presenting various approaches
to be explored for accurate data-based electromagnetic cali-
bration of the magnetic mover, such that commutation mis-
match, upon initialization of the system, is minimized.

2 Problem description
A MMPA system is a MIMO system which exhibits position
dependency in both sensing and actuation of the moving-
body, see [1]. To efficiently capture the position depen-
dent effects, these type of systems are typically expressed
in linear-parameter-varying (LPV) form, where the posi-
tion dependency is expressed by a scheduling vector q(t) :
R→Q⊆Rnq . Employment of the LPV paradigm allows for
simplified motion control design by means of application of
rigid-body coordinate transformations which relate the ac-
tuation and measurement frame to the point of control of
the magnetically levitated mover, see [2]. Therefore motion
control design for MMPA systems is achieved through well-
understood LTI/LPV control design approaches. Consider
the control interconnection illustrated by Figure 1, where
KRB corresponds to the feedback controller, KFF denotes the
feedforward controller, Ω†(·) is the control commutation al-
gorithm, Ω(·) is the physical relationship between the cur-
rents in the coil arrays and the forces that are exerted on

Figure 1: Schematic representation of the control interconnection
of a MMPA system, where ∆ represents the physical
misalignment between the moving-body and the coil
arrays.

the mover, while P corresponds to the motion dynamics of
the mover. In case of misalignment of the magnetically lev-
itated mover, introduced upon initialization of the system,
i.e. ∆ ̸= δ , the control commutation algorithm does not per-
fectly cancel out the non-linearity represented by Ω(·), re-
sulting in a mismatch between the requested control forces
Fc(t) and the real forces acting on the motor Fm(t), which
are not measurable. Moreover, positioning accuracy of the
mover is limited by misalignment of the mover with respect
to the coil arrays, thus necessitating for the development of
accurate data-based calibration approaches.

3 Proposed approaches
For calibration of the magnetically levitated mover, an ad-
ditional control parameter δ is introduced to the control
commutation algorithm Ω†(·), see Figure 1. To tune the
parameter δ , several research directions are to be explored
while the system is in closed-loop position control, such as
gradient descent optimization approaches, extremum seek-
ing control approaches and dynamic regulation approaches.
For the latter, we aim at reformulation of the electromag-
netic calibration into a feedback control design problem.
Consequently, this would allow for employment of classical
(non)-parametric control design approaches that allow for
quick and efficient calibration of the mover, while provid-
ing stability and performance guarantees on the closed-loop
behaviour of the MMPA system.
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1 Introduction

As the move toward industry 4.0 continues, there is an in-
creasing interest in equipping robots with the ability to exe-
cute tasks in uncertain and unstructured environments. One
way to deal with the uncertainty in the environment is through
the use of sensor-based servo control loops.

This approach works well, but is limited by the fact that the
task error has to be directly measured. Consider the scenario
in Fig. 1, where a robot is equipped with a laser distance
sensor, and is tasked to move along an unknown surface,
while remaining perpendicular to the surface and maintaining
a desired distance. Maintaining a desired distance can be
accomplished using a standard servo control loop, as the
distance is directly measured using the laser distance sensor.
However, maintaining a desired orientation with regards to
the surface poses a challenge, as the laser distance sensor
does not directly measure the orientation of the surface.

This problem can be solved by making use of an estimator,
which is able to estimate the orientation of the surface using
consecutive laser distance measurements. It is shown that
by integrating an estimator in the servo control loop, it is
possible to move along the surface while maintaining both a
desired distance and orientation with regards to the surface.

2 Methodology

The robot was programmed using the constraint-based task
specification framework eTaSL [1], which implements a con-
troller that enforce a first-order decay on the task errors,
according to the task function approach of [2]. The elements
Ki of the diagonal control gain matrix used by this approach
determine the time constant of this first-order decay in task er-
ror as 1

Ki
s, and are chosen so as to remain sufficiently below

the bandwidth of the robot’s internal motion controllers.

The estimator design was inspired by this control approach,
and also enforces a first-order decay on the estimator innova-
tions z̃ = ez(x̂, t). This results in the following estimator:

J ˙̂x =−Lz̃− ∂ez
∂ t , (1)

where J is the Jacobian of ez, and the gain L is a diagonal
matrix with elements Li which determine the time constant of
the first-order decay in innovations as 1

Li
s. The values of Li

are chosen according to the bandwidth of the sensor noise. By

ABB YuMi

robot

Laser distance

sensor

Figure 1: The surface following task.

formulating the estimator in this way, it is possible to exploit
the similarity between the controller and estimator, such that
the existing eTaSL framework can be used as is to perform
both the control and estimation for sensor-based robot tasks,
which forms the main contribution of this research. Moreover,
the clear interpretation of Ki and Li leads to an intuitive
design procedure.

3 Future work

The current approach is limited to the laser moving in a
single plane, so only the orientation of the surface along one
direction is taken into account. An extension to this work
would be to find a general approach for surface following in
full 3D. This would require the integration of several sensors,
for example an array of laser sensors, or a combination of
sensors with different sensing modalities, for example a laser
distance sensor and a depth camera. This would further
motivate the use of an estimator which can be used to fuse
the measurements from the different sensing modalities.
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1 Introduction

Range-only simultaneous localization and mapping (RO-
SLAM) describes the problem of estimating the positions
of a moving agent and of various landmarks using sensors
capable of giving only relative distance information. Navi-
gation in unknown environments (e.g. underwater or indoor)
is a typical application where the SLAM problem arise [1].
The main challenge of RO-SLAM is due to the fact that we
have to solve the estimation problem without having relative
bearing information [2].

In this work, we propose a novel estimator able to local-
ize the position of a static landmark starting from a random
initialization without relying on multi-hypothesis nor on de-
layed approaches. In particular, the estimate of the position
of the landmark is produced and updated by taking advan-
tage of a change of coordinate so that the estimated rela-
tive bearing is update directly. The estimator convergence is
proved analytically by employing results from contracting
system theory [3], and the efficacy of the proposed method
is shown via results from numerical simulations. Our contri-
bution is three-fold: we describe the design of our estimator,
we analyze its convergence, and we present results from nu-
merical simulations.

2 Main Results

Let us consider a discrete-time system, with a constant sam-
pling time T , defined as





p(k+1) = p(k)+Tu(k),
l(k+1) = l∗,

y(k) = ∥l∗− p(k)∥,
(1)

where p(k) ∈R2 is the position of the agent, y(k) ∈R is the
output of the system (i.e. the distance measurement), and
l∗ ∈ R2 is the position of the static landmark. The proposed
observer is




θ̂(k+1) = θ̂(k)+T
〈

u(k),
[

sin(θ̂(k))
−cos(θ̂(k))

]〉
+ γβ (k),

l̂(k) = y(k)
[

cos(θ̂(k))
sin(θ̂(k))

]
+ p(k),

(2)

in which ⟨·, ·⟩ represents the inner product, sign(·) the sign
function, γ the gain of the observer, and β (k) a correction
term defined as

β (k) = sign
(〈

u(k),
[

sin(θ̂(k))
−cos(θ̂(k))

]〉)(
∥l∗− p(k)−Tu(k)∥2

−∥l̂(k)− p(k)−Tu(k)∥2) . (3)

We analytically analyze the convergence behaviour of the
proposed observer used to estimate the true relative bearing
θ(k) between the agent and the static landmark. In particu-
lar, we discuss its performance in the special case of straight
trajectories showing that the position estimate can converge
to two different positions depending on the initialization of
θ(k), as shown in figure 1.

Figure 1: Evolution of the position estimate of a static landmark.
The red line represents the trajectory of the moving agent (starting
from the origin), the green cross the true position of the static land-
mark, and the blue circles the position estimates.
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1 Introduction

Positive position feedback control (PPF) is a control strategy
used for vibration suppression. The simple control structure
and high frequency roll-off are some of the main benefits of
the controller. Tuning a PPF controller is typically a man-
ual process done using some rough guidelines. In this work
we consider a simple cantilever beam vibration suppression
problem. By requiring the open loop to have a certain gain
margin, we show that the problem is analogous to designing
an optimal shunt circuit as outlined in [1]. By following a
procedure similar to [1], analytical expressions for the H∞
optimal PPF controller are found.

2 Cantilevered beam case

Consider a cantilevered beam with a vibrating base and
piezoelectric patches at the base used for sensing and ac-
tuation. The system P can be approximated close to the first
resonance as P̃, with the equations of motion:

ẍ =−ω2
n x+

[
b1 b2

][xin
Vin

]
(1)

[
xout
Vout

]
=

[
c1
c2

]
x+
[

0 0
0 d22

][
xin
Vin

]
(2)

The effect of higher resonances are modelled by a direct
feedthrough term, of which d22 is the most important. The
frequency response functions of the P and P̃ are shown in
figure 2.

The PPF controller is given by:

C =
Vin

Vout
= K

ω2
c

s2 +2ζcωcs+ω2
c

(3)

Figure 1: A cantilever beam. An input vibration is applied at
the base xin. The output is the tip vibration xout . The
controller only has access to the piezo input voltage Vin
and piezo sensing voltage Vout .

Through several substitutions and by requiring the open loop
to have a specified gain margin G, which is related to the DC
gain, the closed loop equations can be rewritten as:
[

ẍ
q̈

]
+

[
0

rωnδ q̇

]
+ω2

n

[
1 −δα
−δα δ 2

][
x
q

]
=

[
b1
0

]
xin (4)

xout =
[
c1 0

][x
q

]
(5)

Here α is a composition of coefficients from (1), (2) and the
gain margin G. The objective is to find optimal δ and r,
which are related to the controller resonance and damping.

The structure is similar to the equations given in [1], which
represent the closed loop state space equations of a system
with shunt circuits, where the aim is to find optimal resis-
tance R and inductance L. Following the procedure outlined
in [1], analytical expressions for the H∞ optimal choice of δ
and r can be obtained.

The resulting closed loop is given in Figure 2. The controller
is optimal in the H∞ sense only for the approximate plant P̃.
The closed loop shows near optimal suppression of the first
resonance if the actual plant P is used.
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Figure 2: Bode plots of the Plant P ( ), approximate plant P̃
( ) and closed loop ( )
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I. INTRODUCTION

Control Lyapunov functions (CLFs) and control barrier
functions (CBFs) are powerful tools for designing feedback
control laws to achieve asymptotic stability and safety of
dynamical systems. If CLFs or CBFs are known, one can use
Sontag’s “universal” formulas [1] to compute stabilizing or
safety control laws. However, generalizing Sontag’s idea to
obtain a universal formula which guarantees both properties is
challenging. This is because it’s hard to find a unified (analyt-
ical) formula that satisfies two inequalities by the respective
conditions of CLF and CBF. In this paper, we address this
challenge and construct a universal formula by recognizing
that Sontag’s formula is a special solution for the point-wise
minimal norm (PMN) controller.

II. PRELIMINARIES

Consider a control-affine system

ẋ = f(x) + g(x)u, (1)

where x ∈ X , u ∈ Rm, and f : Rn → Rn and g : Rn →
Rn×m are locally Lipschitz continuous.

Definition 1. (CLF) A continuously differentiable and positive
definite function V : X → R≥0 is a CLF for the system (1)
on X if there exists a control u ∈ Rm satisfying

a(x) + b(x)u ≤ 0 (2)

for all x ∈ X\{0}, where a(x) = LfV (x) + α(V (x)) and
b(x) = LgV (x). Lf and Lg denote the Lie derivatives along
f and g, respectively.

To find a specific feedback control law for (1) that satis-
fies (2), the following PMN approach can be used.

argmin
u∈Rm

1

2
∥u∥2, s.t. a(x) + b(x)u ≤ −σ(x), (3)

where σ(x) is a continuous, positive semi-definite function,
and a(x)+σ(x) ≤ 0 whenever b(x) = 0. The solution of (3)
can be explicitly expressed as

u⋆
QP−CLF(x) =

{
m⋆

QP−CLF(x) b(x) ̸= 0 and a(x) + σ(x) > 0
0 otherwise,

where the superscript “⋆” indicates that u⋆
QP−CLF(x)

is the optimal solution of (3), and m⋆
QP−CLF(x) =

− a(x)+σ(x)
b(x)b(x)⊤b(x)⊤. Sontag’s universal formula can be obtained

by choosing σ(x) =
√

a2(x) + ϕ(x)∥b(x)∥4, which gives

u⋆
Stg−CLF(x) =

{
m⋆

Stg−CLF(x), b(x) ̸= 0

0, b(x) = 0
(4)

where m⋆
Stg−CLF(x) = −a(x)+

√
a2(x)+ϕ(x)∥b(x)∥4

b(x)b(x)⊤ b(x)⊤,
and ϕ(x) is a positive definite function.

Consider a closed convex set C ⊂ Rn as the 0-superlevel set
of a continuously differentiable function h : Rn → R, which
is defined as C ≜ {x ∈ X ⊆ Rn : h(x) ≥ 0}.
Definition 2. (CBF). Let C ⊆ X ⊂ Rn be the 0-superlevel set
of a continuously differentiable function h : X → R. Then h
is a CBF for (1) if there exists β ∈ Ke (Ke is the notation for
an extended class K function) such that, for all x ∈ X , there
exists a control u ∈ Rm satisfying

c(x) + d(x)u ≥ 0 (5)

where c(x) = Lfh(x) + β(h(x)) and d(x) = Lgh(x).

Similar to the stabilizing problem, we modify (5) to c(x)+
d(x)u ≥ Γ(x), where Γ(x) =

√
c2(x) + φ(x)∥d(x)∥4 and

φ(x) is a positive semi-definite function. Then the universal
control law for CBF is given as

u⋆
Stg−CBF(x) =

{
n⋆
Stg−CBF(x), d(x) ̸= 0,

0, d(x) = 0,

where n⋆
Stg−CBF(x) =

√
(Lfh(x))2(x)+φ(x)∥d(x)∥4−c(x)

d(x)d(x)⊤ d(x)⊤.

III. UNIVERSAL FORMULA FOR SAFE STABILIZATION

We construct a generalized Sontag’s formula for safe stabi-
lization by recognizing that it is a special solution for PMN
controller [2]. Consider the following optimization problem:

argmin
u∈Rm

1

2
∥u∥2 s.t. Constraints in (2) and (5). (6)

Firstly, analytical solutions of (6) can be obtained since both
of the constraints in (6) have control-affine structure. Next,
we extend the solution (6) to a more general case by intro-
duce σ(x) and Γ(x) into the conditions of CLFs and CBFs.
Finally, by specifying σ(x) =

√
a2(x) + ϕ(x)∥b(x)∥4 and

Γ(x) =
√

c2(x) + φ(x)∥d(x)∥4 and solving a modified (6),
the following generalized universal feedback control law is
obtained.

u∗
Uni(x) =





p∗
Uni(x), b(x) ̸= 0 and d(x) ̸= 0

m⋆
Stg−CLF(x), b(x) ̸= 0 and d(x) = 0

n⋆
Stg−CBF(x), b(x) = 0 and d(x) ̸= 0

0, Otherwise.

,

where p∗
Uni(x) = γ̃1m

⋆
Stg−CLF(x) + γ̃2n

⋆
Stg−CBF(x), γ̃1

and γ̃2 are weighting parameters. They can be obtained by
substituting σ(x) and Γ(x) into the weighting parameters γ1
and γ2 given in the solution of (6).
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Distributed Current Control of Battery Energy System in DC
Microgrids

Lihua Zhou, Saeed Ahmed and Jacquelien M. A. Scherpen 1

1 Introduction

DC microgrids have shown great potential for combin-
ing distribution systems with renewable energy sources.
We explore distributed current control in a passivity set-
ting combined with battery energy storage systems (BESS),
and briefly summarize optimization problems pertaining to
them.

2 DC Microgrids Model based on BESS with ZI Load

We consider a typical DC microgrid combined with a BESS,
distributed generation unit (DGU), and constant ZI load. We
also consider the monitoring of the storage state of charge
(SoC), which can prevent overcharging and discharging of
battery and prolong the life cycle. All these DGUs are linked
together through m resistive-inductive lines in Fig 1. The
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Figure 1: Electrical scheme of DGUi and line k of BESS

battery bank is characterized by an equivalent circuit model
as

Vbat =Voc−R0Ibat , (1)

where Voc,R0, Ibat is the internal voltage source, equivalent
impedance, and electrical current of the battery, respectively.
The energy SoC in the battery bank can be computed by the
Coulomb counting (ampere-hour balance) method [1]:

SoC(t) = SoC0−
∫

Ibatdt
Ce

, (2)

where SoC0 is the initial value, and ignoring the operating
conditions and aging status, Ce is defined as the maximum
available capacity. The overall dynamical DC network char-
acterized with B the incidence matrix, is given by

LBİB =−RBIB− (1−u)V +Vbat
CBV̇ = (1−u)IB +BIk−Z−1

l V − Il
Lk İk =−RkIk−BTV
Vbat =Voc +R0CeṠoC,

(3)

1The authors are with Jan C. Willems Center for Systems and Con-
trol, Engineering and Technology Institute Groningen, Faculty of Science
and Engineering, University of Groningen, The Netherlands.{lihua.zhou,
s.ahmed, j.m.a.scherpen}@rug.nl

where RB, LB, CB, Zl :∈ Rn×n, Il ∈ Rn and Rk, Lk ∈ Rm×m

are positive definite diagonal matrices, IB, V : R→ Rn, u :
R≥0→ [0,1), and Ik :∈ R→ Rm.

Let x = [IB, Ik,V,Voc]
T denote the state of system (3). Given

a constant input u, the steady state solution (ĪB, Īk,V̄ ,V̄oc) to
system (3) satisfies

V̄ = (1− ū)−1(−RBĪB +V̄bat)

(1− ū)ĪB =−BĪk +Z−1
l V̄ + Il

Īk =−Rk
−1BT V̄

V̄oc =−R0Ce ˙SoC.

(4)

The passivity property of (3) will be explored. The control
objectives are

Objective 1: Feasible current sharing

minimize
(û,ÎB,V̂ ,V̂int)∈ε̄p

F
(
û, ÎB,V̂ ,V̂oc

)
(5)

Objective 2: SoC requirement

SoCmin ≤ lim
t→∞

SoCi(t)≤ SoCmax (6)

We aim to explore passivity property of microgrid and de-
sired controller [2]. If the overall dynamical model and a
distributed controller under the primal-dual dynamics of op-
timization are both passive [3], we can get an optimal solu-
tion of the above system within the constraints of the SoC,
which will ensure the BESS system in a stable operation and
prolong the life cycle.

References
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Raphaël M. Jungers
UCLouvain, ICTEAM

raphael.jungers@uclouvain.be

1 Abstract

Classic abstraction-based techniques consist of discretizing
both the input space and the state space and in general,
this discretization is done with hyperrectangles [1]. One
problem with discretizing the input space is that one needs
a growth-bound on the error between the actual state and
the quantized state which is used to take into account the
discretization error. This yields an over-approximation of
the image set of a cell, which increases the level of non-
determinism in the symbolic system. Instead, we propose
to build an abstraction based on an ellipsoidal covering of
the state space, a finite set of local affine controllers, and a
lazy/iterative construction of the abstraction. One benefit of
this approach is the fact that the state and input spaces need
not be discretized and the symbolic-input space is reduced to
a finite set of controllers. Moreover, when ellipsoidal cells
and affine controllers are considered, it is possible to com-
pute an optimal controller via the solution of a semi-definite
program (SDP). Another advantage is that the covering is
computed smartly and even designed with the help of clas-
sic controller design techniques, unlike classical ones, which
use an a priori defined, suboptimal, and prone to the curse of
dimensionality, grinding approach. To achieve this goal we
combine and extend the ideas of the following three papers:
[2], [3] and [4].

In the paper [2], the authors provide a strategy to lazily (i.e.,
postponing heavier numerical operations) build a smart ab-
straction for a discrete input space. However, in [2], this
strategy was based on the use of a growth-bound function on
the error between the state and the quantized state. A ma-
jor drawback is that in the absence of incremental stability,
it gives an over-approximation which increases the level of
non-determinism in the symbolic system, eventually making
the abstract-control synthesis impossible.

More recently, in paper [3], pre-defined ellipsoids covering
the state space were used to build a deterministic abstraction
and local affine feedback controllers between nearby cells
are calculated to define the abstract transitions. This method
of calculating transitions requires more computational effort
than other methods (such as those based on growth-bound
functions used with a discretized input space), but the ad-
vantage is that the abstraction is a weighted digraph, instead
of a hypergraph. In addition, the state-dependent nature of
the controllers allows the use of larger discretization cells,
reducing the complexity of the abstraction. To leverage the
optimal control solution proposed in [3] while building a

Figure 1: Result of our main algorithm. Ellipsoidal cells and con-
trollers performing transitions among them are simul-
taneously designed by an RRT-based algorithm. The
color-map represents the value of the Lyapunov-like
function (i.e., an upper bound on the cost to reach the
target from a given state).

smart abstraction, we must design not only the transitions
but also the positioning and shape of the ellipsoids along the
optimal path, similarly to [2].

To achieve this goal, we propose a strategy using Rapidly-
exploring Random Trees (RRT). Building a smart abstrac-
tion based on the ellipsoidal cells requires solving ellip-
soidal inclusion subproblems, which can be done efficiently
by leveraging the results from [4]. An example of the exe-
cution of the algorithm is shown in Figure 1: a random tree
of cells and the values of a Lyapunov-like function valid in-
side each of them. This value is also an upper-bound on
the worst-case cost for taking any state in a given ellipsoid
towards a given goal set.
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Welcome

The Organizing Committee has the pleasure of wel-
coming you to the 42nd Benelux Meeting on Systems
and Control, at the Hotel Mennorode in Elspeet, The
Netherlands.

Aim

The aim of the Benelux Meeting is to promote re-
search activities and to enhance cooperation between
researchers in Systems and Control. This is the forty-
second in a series of annual conferences that are held
alternately in Belgium and The Netherlands.

Scientific Program Overview

1. Two plenary lectures by Mustafa Khammash
(ETH Zürich, Switzerland) on Cybergenetics:
Theory and implementation of biomolecu-
lar control systems.

2. Two plenary lectures by Luca Zaccarian (LAAS-
CNRS, France & University of Trento, Italy) on:

• Two decades of saturated linear feed-
back design via global and generalized
sector conditions.

• Optimizing shifted equilibria for en-
larged basins of attraction in quadrati-
cally stabilizing saturated feedback.

3. One plenary lecture by Jacquelien Scherpen
(University of Groningen, The Netherlands) on
Krasovskii passivity based control and out-
put consensus.

4. One plenary lecture by Margarita Chli (ETH
Zurich, Switzerland & University of Cyprus,
Cyprus) on Vision-based robotic perception:
Are we there yet?.

5. Contributed short lectures. See the list of sessions
for the titles and authors of these lectures.

Directions for speakers

For a contributed lecture, the available time is 20 min-
utes. Please leave a few minutes for discussion and room
changes, and adhere to the indicated schedule. In each
room LCD projectors are available, as well as HDMI
cables. When using a projector, you have to provide a
notebook yourself.

Registration

The Benelux Meeting registration desk, located in the
foyer, will be open on Tuesday, March 21, from 10:15
to 14:00. Late registrations can be made at the Benelux
Meeting registration desk, when space is still available.
The on-site fee schedule is:

Arrangement Price
single room e675
shared room e575
only meals (no dinners) e375
one day (no dinner) e275

The registration fee includes:

• Admission to all sessions.

• Coffee and tea during the breaks.

• In the case of accommodation arrangement: lunch
and dinner on Tuesday; breakfast, lunch, dinner
on Wednesday; breakfast and lunch on Thursday.

• In the case of only meals (no dinner) arrangement:
lunch on Tuesday, Wednesday, Thursday.

• In the case of one day (no dinner) arrangement:
lunch on Tuesday, or Wednesday, or Thursday.

• Free use of a wireless Internet connection (no pass-
word required).

Organization

The meeting has been organized by Javier Alonso-Mora
(Delft University of Technology), Raffaella Carloni (Uni-
versity of Groningen), Bayu Jayawardhana (University
of Groningen), and Erjen Lefeber (Eindhoven University
of Technology).

The Organizing Committee of the 42nd Benelux Meeting
consists of

Javier Alonso-Mora
Delft University of Technology

Robert Babuska
Delft University of Technology

Raffaella Carloni
University of Groningen

Ming Cao
University of Groningen

Bart De Moor
Katholieke Universiteit Leuven
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Bart De Schutter
Delft University of Technology

Laurent Dewasme
University of Mons

Dennis Dochain
Universite Catholique de Louvain

Jorge Goncalves
University of Luxemburg

Maurice Heemels
Eindhoven University of Technology

Julien Hendrickx
Universite Catholique de Louvain

Clara-Mihaela Ionescu
Ghent University

Bayu Jayawardhana
University of Groningen

Raphaël Jungers
Universite Catholique de Louvain

Karel Keesman
Wageningen University

Michel Kinnaert
Universite Libre de Bruxelles

Erjen Lefeber
Eindhoven University of Technology

Henk Nijmeijer
Eindhoven University of Technology

Tom Oomen
Eindhoven University of Technology

Panos Patrinos
Katholieke Universiteit Leuven

Arjan J. van der Schaft
University of Groningen

Hans Stigter
Wageningen University

Paul M.J. Van den Hof
Eindhoven University of Technology

Joseph Winkin
Universite de Namur

Nathan van de Wouw
Eindhoven University of Technology

Hans J. Zwart
University of Twente

Sponsor

The meeting is supported by the Dutch Institute for
Systems and Control (DISC).

Conference location

The lecture rooms of the Hotel Mennorode are situated
on the ground and first floors. Consult the map at the
end of this booklet to locate rooms. Breakfast will be
served between 7:30 and 10:00 AM. Room keys can be
picked up at the reception from Tuesday at 15:00, and
need to be returned before 10:00 on the day of departure.
Parking is free of charge.

The address of the Hotel Mennorode is

Apeldoornseweg 185
8075 RJ Elspeet
The Netherlands

Best junior presentation award

Continuing a tradition that started in 1996, the 42nd
Benelux Meeting will close with the announcement of
the winner of the Best Junior Presentation Award. This
award is given for the best presentation, given by a ju-
nior researcher, and it consists of a trophy that may be
kept for one year and a certificate. The award is specifi-
cally given for quality of presentation rather than quality
of research, which is judged in a different way. At the
meeting, the chairs of sessions will ask three volunteers
in the audience to fill out an evaluation form. After the
session, the evaluation forms will be collected by the
Prize Commissioners who will then compute a ranking.
The winner will be announced on Thursday, March 23,
in room De Grote Zaal, 12:15–12:45. The evaluation
forms of each presentation will be returned to the junior
researcher who gave the presentation. The Prize Com-
missioners are Michelle Chong (Eindhoven University of
Technology), Wilm Decré (Katholieke Universiteit Leu-
ven), and Wouter Hakvoort (University of Twente). The
organizing committee counts on the cooperation of the
participants to make this contest a success.
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Website

An electronic version of the Book of Abstracts can be
downloaded from the Benelux Meeting web site.

Meeting

The following meeting is scheduled: Management Team
DISC on Tuesday, March 21, room De Grote Zaal, 20:00
– 22:00.

DISC certificates and best thesis
award

The ceremony for the distribution of the DISC certifi-
cates and for the Best Thesis Award will be held on
Thursday, March 23, room De Grote Zaal, 12:15–
12:45. The jury of the Best Thesis Award is formed by
Bart De Moor (Katholieke Universiteit Leuven), Ralf
Peeters (Maastricht University), and Hans Zwart (Uni-
versity of Twente).
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