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D. Ronzani KU Leuven
S. Mamedov KU Leuven
J. Swevers KU Leuven
WeAO07-7 16.45-17.05
Multi-agent control with hard constraints and lossy

COMMUNICALIONS . « « o o o v v v e 181

M. Pezzutto Université Libre de Bruxelles

E. Garone Université Libre de Bruxelles

WeAO08 Lucasgat E
Model-Based Control 2

Chair: Michelle Chong 14.45-17.05

WeAO08-1 14.45-15.05

Combined approach for achieving both task flexi-
bility and higher tracking performance in ILC . . 182
K. Tsurumoto University of Tokyo

W. Ohnishi University of Tokyo
T. Koseki University of Tokyo
WeAO08-2 15.05-15.25

Privacy analysis for control systems with a
stochastic quantizer

183

L. Liu University of Groningen
M. Cao University of Groningen
WeAO08-3 15.25-15.45

Physics-guided neural networks for feedforward
control with input-to-state stability guarantees . . 184
M. Bolderman Eindhoven University of Technology

M. Lazar Eindhoven University of Technology
H. Butler Eindhoven University of Technology
WeA08-4 15.45-16.05

Dynamic mathematical models of theory of mind

for model-based control of socially assistive robots 185
M. Patricio Delft University of Technology
A. Jamshidnejad Delft University of Technology



4274 Benelux Meeting on Systems and Control

Book of Abstracts

WeAO08-5 16.05-16.25
Disturbance-based control design in a gravitational
wave detector: An Hy-based dynamic error budget-

ted approach 186

M. van Dael Eindhoven University of Technology
G. Witvoet Eindhoven University of Technology
B. Swinkels Nikhef
T. Oomen

WeAO08-6 16.25-16.45
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1 Introduction

The high penetration of variable and uncertain renewable
energy brings an unprecedented challenge for system op-
erators to ensure the instantaneous stability of power sys-
tems in a cost effective manner [1]. This challenge could
be handled by providing flexibility services from the energy
consumption side through utilizing various distributed en-
ergy resource. We propose a game-theoretic market mech-
anism for energy balancing in a real-time market and for-
mulate the competition among energy consumers as a Gen-
eralized Nash Game (GNG). In this framework, the supply
function based bidding method is adopted to mitigate the
market power of active energy consumers. Moreover, the
physical constraints are incorporated to guarantee the secure
operation of the distribution network. To steer consumers
to the Generalized Nash Equilibrium (GNE) of this game,
we design a preconditioned forward-backward based algo-
rithm with provable convergence, by which a market par-
ticipant only needs to share limited non-private information
with others.

2 Problem Formulation

We use X € R™ to denote the mismatch between supply and
demand in real-time energy market. The Balance Respon-
sible Party (BRP) is responsible for cancelling out this mis-
match. Each active energy consumer 7 is required to submit
its supply function x, = A + 3, as a bid. Upon gathering
of the bids of all active consumers, the BRP determines the
market clearing price A as A = (X —1" 8)/(aN,) and the al-
located flexibility of consumer n as x, = (X — 1" B) /N, + B,.
Then the consumer »’s goal is to maximize its net profit as

min Jy (B, B-n) = o (X = 17B)/Na-+ )
—(X=1"B+NuB)(X—1"B)/(aN;)

We write the noncooperative game among consumers in a
compact form as the triple

9 = {%,KaCOI(Jn(anﬁfn))nE%}v

where .4 is the set of the active energy consumers as be-
fore, B, = col(Bn)me.x;/{n} denotes the strategy profile of
all consumers excluding consumer n, and K := [],,c 4, £, N
ANWY is the set of possible strategies of the consumers. Here
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the local feasible set Q, = R, and we write the coupling
sets separately as A and W, since the former contains the
local technical characteristics of energy consumers and will
be handled by the consumers themselves in our algorithm
while the latter involves the distribution network configura-
tions and will be handled by the Distributuin System Opera-
tor (DSO). The algorithm for seeking the GNE of this game
is provided below.

3 Algorithm Design

Algorithm 1 v-GNE Seeking Algorithm

Initialization: Each active energy consumer n € .4, sets
B.(0) € R and 7,(0) € RT.

Preparation: BRP collects ¥,(0) and f3,(0), and broadcasts
the price A(0) and the summation of %,(0)s, i.e., 17 ¥(0) to
all the consumers.

Iterate until convergence:

1. Energy consumer n € .4, updates its primary bid as

No—1
A

Bi(K) = Bu () — pu (Ch(a (k) + B (k)

L oA K)(2 = Na) + Bu (k)
aN,

- NialTy(k) +0(0)

and communicates S, (k) to BRP.
2. DSO collects (k) from BRP and checks the feasibility
of the bids by solving the following optimization problem,

Bk+1) = argmin:cy||z— B (k)|

and sends B(k+ 1) back to BRP.

3. BRP updates A (k+ 1) and broadcasts A (k+ 1) and 3, (k+
1) to consumer 7.

4. Energy consumer n € .4 updates its dual variable 7, as

Yalk+1) = Projg (30() +v(2xa(k+ 1) —xs(K) — £,))

and communicates ¥, (k + 1) to BRP.
5. BRP broadcasts 1" y(k+ 1) to all energy consumers.
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1 Introduction

Freight transport electrification is mandatory for reducing
greenhouse gas emissions, improving air quality, and reduc-
ing dependence on fossil fuels. The Netherlands has put
forward an ambitious plan to foment the electrification of
freight transport with the placement of Zero Emission Zones
(ZEZs) in major cities of the country, where only zero-
emission commercial vehicles will be permitted to operate
[3]. Providing explainable and robust models to logistic dis-
tribution operators would be an important step to help transi-
tion faster to electric truck usage. We focus on dimensioning
the infrastructure and vehicle specifications that would help
implement a smooth and robust transition from an existing
ICE vehicle operation to electric-powered freight.

2 Methods

The approach taken in this research is two-pronged: given
an initial itinerary (VRP solution) of an existing logistic op-
erator we first solve for the optimal number of chargers at
each distribution center (DC) and charging schedule (CS)
of each vehicle. Secondly, the different components of the
system are modeled as individual objects in an agent-based
model (ABM) to test the robustness of the solution and iden-
tify bottlenecks in specific situations [1].

2.1 Preliminary Optimization

This paper deals with a special instance of a facility location
problem. We are provided with an itinerary for each truck
k of pickup and deliveries that must be completed with an
electric truck fleet. The daily itinerary of a truck & is given
by the set .Z* composed of individual trip legs / between ori-
gins i and destinations j. By discretizing our problem time
into steps of size T, we can have a binary decision variable
Yl[kr that identifies whether a truck k charges at a certain trip
leg [ at a charger of type r at time interval ¢. Thus, we guar-
antee that state of charge Efl at the destination j is sufficient
to perform the trips from i to j:

k1 Kl K
Ej ZEi +dl‘j'clccons+T'ZYt,r' crh
tr
Vie LXNre @ Nke . (1)

To fulfill this charging schedule, the optimal locations i,
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quantity X, and types r of chargers are denoted by the in-
teger decision variable X;". The number of chargers must be
enough to satisfy the energy needs of the fleet (i.e, satisfy the
constraints given by equation (1) ) whilst minimizing the de-
lays produced by vehicle queuing (in case of having to wait
for a charge) and total cost of infrastructure.

X/ =Yy vie 7 Nre# Nl e L )
k.l

2.2 Agent Based Simulation

To test for the robustness of the solution an ABM is de-
veloped, where the trucks, distribution centres and charg-
ers are modeled as objects that interact according to an ex-
isting fleet plan. Three types of trucks endowed with re-
spective physics-based power consumption model [2] and
internal decision logic. The distribution centers considered
have fast chargers fast chargers compliant with Megawatt
Charging Systems (MCS) of level 1 and 2. Monte Carlo
simulations are leveraged to obtain critical metrics of logis-
tic performance and power requirements with probabilistic
bounds.

3 Findings

A tradeoff between the number of vehicles, chargers and
flexibility of the schedules becomes patent in terms of wait-
ing times and peak energy requirements. Increased charger
power rates provide more time flexibility for charging, but
create considerable stress on local power grids. The com-
plementary nature of ABM with global optimization is high-
lighted in this context of varying operational conditions cou-
pled with infrastructure decision-making.
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1 Abstract

When people choose routes minimizing their individual de-
lay, the aggregate congestion can be much higher compared
to that experienced by a centrally-imposed routing. Yet cen-
tralized routing is incompatible with the presence of self-
interested users. How can we reconcile the two? In this pa-
per we address this question within a repeated game frame-
work and propose a fair incentive mechanism based on arti-
ficial currencies that routes selfish users in a system-optimal
fashion, while accounting for their temporal preferences.
We instantiate the framework in a parallel-network whereby
users commute repeatedly (e.g., daily) from a common start
node to the end node. Thereafter, we focus on the specific
two-arcs case whereby, based on an artificial currency, the
users are charged when traveling on the first, fast arc, whilst
they are rewarded when traveling on the second, slower arc.
We assume the users to be rational and model their choices
through a game where each user aims at minimizing a com-
bination of today’s discomfort, weighted by their urgency,
and the average discomfort encountered for the rest of the
period (e.g., a week). We show that, if prices of artificial
currencies are judiciously chosen, the routing pattern con-
verges to a system-optimal solution, while accommodating
the users’ urgency. Numerical simulations in [1] show that
it is possible to achieve a system-optimal solution whilst
significantly reducing the users’ perceived discomfort when
compared to a centralized optimal but urgency-unaware pol-
icy.

2 Problem formulation

Our framework combines three ingredients: i) a transporta-
tion network represented by a digraph, ii) cost functions rep-
resenting the societal and personal costs (a measure of dis-
comfort such as travel time) resulting from the aggregate
route choices of the users, and iii) a pricing policy based
on the artificial currency Karma. Consider a parallel road-
network, consisting of a single origin and destination node
but connected by n € {1,2,...} directed arcs, e.g., the ex-
ample in Fig. 1, whereby n = 2.

We assume the presence of a central operator (e.g., a mu-
nicipal authority) who needs to design incentives so that
the aggregate flows converge to the minimizer of the total
societal cost. In order to steer users’ behavior towards a
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Figure 1: Network with one origin and one destination node con-
nected by two arcs. Each arc j is traversed by x; users
per unit time, resulting in a societal cost and a discom-
fort cost perceived by the users.

social optimum x*, the central operator endows each user
with the artificial currency Karma and sets a price p; € R
to cross each arc j. Users are not permitted to buy or ex-
change Karma, and they can only select the arcs keeping
their Karma-level non-negative. Crucially, some of the arcs
have negative prices, so that users will be rewarded when
crossing them.

On the microscopic level, we assume individual users to
make choices in order to minimize their traveling discomfort
without reaching a negative level of Karma. In contrast to
conventional monetary tolling schemes, the individual user’s
problem cannot be captured in a static setting: In our frame-
work, the users are playing against their future selves, and
must account for their future preferences to decide when to
use Karma and when to gain it.

Taking a static planning perspective, at each time-step z,
we model the aggregate choices of the population with the
Wardrop Equilibrium (WE) xVE(¢). The central operator’s
problem then is to choose the prices so that the daily WE
xWE(¢) will converge to the system optimum x*.
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1 Introduction

Motivated by the current climate crisis, we propose and in-
vestigate a novel theoretical framework for the evolution of
anthropogenic climate impact in which the evolution of hu-
man environmental behavior and environmental impact are
intertwined.

2 Model

We consider a population of n individuals, where each in-
dividual is symbolized by a vertex in a directed network
& = (V,&), with ¥ :={1,...,n}. Here, (i,j) € & if and
only if individual j exerts social influence on the behavior
of individual i. The environmental behavior of an individual
i € ¥ atagiventimet € R> is quantified by x;(¢) € {0,1},
which indicates whether the individual is exhibiting environ-
mentally responsible behavior (x;(t) = 1) or environmen-
tally irresponsible behavior (x;(z) = 0).

Over the past half-century, there has been a significant and
exponential rise in anthropogenic carbon dioxide concentra-
tions in the atmosphere. In light of this trend, we model
the evolution of anthropogenic environmental impact £(¢) €
R as % = r(t)e(t), where the rate of growth or decay at
time ¢ is defined as r(r) := yxy(¢) — 7. Here, we model the
effect of environmentally irresponsible behavior by yxo(t),
where y € Rog and %o(f) := 1li€ ¥ : x;(t) =0|. The pa-
rameter T € R represents efforts to mitigate the environ-
mental impact through, e.g., negative emissions technolo-
gies or large-scale tree planting initiatives. Our framework
includes a human decision-making process that captures: 1)
social influence; ii) the cost of environmentally-friendly be-
havior k¥ € R ; iii) government subsidies, modeled by re-
ducing the cost for responsible behavior k by o € [0, k]; iv)
awareness campaigns & € Rx>o, which increase the motiva-
tion to exhibit responsible environmental behavior; and v)
the population response to the environmental impact £(r),
which is modeled by pe(r) with g € R-o.
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Figure 1: Simulated trajectories of the system in (1). Saddle
points and unstable equilibria are marked with black-white
and white asterisks, respectively.

3 Results

Utilizing a mean-field approximation in the limit of large
populations, we find that the population behavior follows

x(1=-x)(2x+pe+a+o—x—1),
(y(1—x) —1)e,

where x defines the average probability for a randomly se-
lected individual to act responsibly at time . The system
in (1) has three equilibria: i) (x,€) = (0,0), which is a sad-
dle point; ii) (x,€) = (1,0), which is a saddle point; and iii)
(x,€)=(1— %,ﬁ[z—; + Kk — 0 — o —1]), which is an unstable
spiral. Subsequently, we show that if the initial condition is
in the interior of the domain [0, 1] x R>¢, then the system in
(1) converges to a limit cycle, as illustrated in Fig. 1. All
additional details of the model and the analytical derivations
can be accessed in the preprint on arXiv [1].

x =
é =

ey
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1 Abstract

We study a coordinated maintenance problem for multi-
turbine offshore wind-farms. The deterioration of the tur-
bines follows a Poisson process and the optimal order quan-
tity for a single wind-farm, as well as for a coalition of
wind-farms, is obtained based on the risk-averse newsven-
dor model considering the conditional value at risk (CVaR)
criterion. We apply the theory of robust dynamic coali-
tional games to design a stable allocation mechanism that
distributes the cost of the coalition among their participants
in a fair and stable way.

2 Introduction

In this research we focus on the study of the maintenance
of multi-turbine offshore wind-farms. We design a coordi-
nated maintenance model of wind-farms assuming a Poisson
deterioration of the turbines. The deterioration level deter-
mines the demand in terms of working shifts. We then use
the newsvendor model as a paradigm to obtain the optimal
number of working shifts. The classical newsvendor model
does not consider the risk that the cost is higher than a cer-
tain accepted level. In this research we consider the risk-
averse newsvendor model under the CVaR criterion [3,5,6],
and we adapt it to determine the optimal number of main-
tenance working shifts. We analyse the coordinated mainte-
nance problem from the perspective of dynamic coalitional
games [1,2,4,7-9]. Finaly, we design a stable allocation
mechanism that consists of a feedforward part and a feed-
back part to distribute the cost of the coalition among their
members in a fair and stable way.

3 Main contributions

* We obtain an explicit expression for the optimal order
quantity under the CVaR criterion.

* We prove that the costs of the coalitions are bounded
and the bounds are obtained when the demand is equal
respectively to its lower and upper bound.
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* We prove that the coalitional game is balanced.

* We design a robust allocation mechanism where the
average allocation converges to an element of the
Core of the average game.
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1 Introduction

Stable polarization of multi-agent systems has been shown
to exist over R"” and highly symmetric nonlinear spaces [1,
2], especially the n-sphere .. Toward a more generalized
setting without assuming linearity or symmetry, our previ-
ous work [3] established the same type of emergent behavior
over general hypersurfaces, subsuming the n-sphere case. In
this note, we discuss our ongoing work of extending our pre-
vious hypersurface results to study the stability of polarized
equilibria of multi-agent gradient flows evolving on general
Riemannian manifolds. The aim is to provide sufficient con-
ditions in terms of the manifold geometry.

2 Setup

2.1 Embedded submanifolds

As a first step, we consider Riemannian manifolds with an
embedding in the Euclidean space. This is motivated by
the fact that implementation of multi-agent communication
protocol is considerably simpler when the relative differ-
ence between agents are measured in terms of chordal (Eu-
clidean) rather than geodesic distances.

A key difference compared to the hypersurface 5" = {y €
R"*1|¢(y) = 0} for some smooth function c is that the nor-
mal space of a general Riemannian manifold .# has dimen-
sion greater 1. While defining the geometric characteristics
on " relies on a unique normal vector, and consequently
the conditions there hinge on a pair of aligned normals that
point toward or away from each other, we extend these con-
cepts to a general ./ by choosing a normal vector in the
normal space when defining the geometric characteristics.

2.2 Multi-agent gradient flows

Evolving on the manifold is a multi-agent system with N
identical agents (x,-)fV: 1> associated with an undirected, con-
nected, and weighted graph structure ¢4 = (¥, &,A). The
adjacency matrix A = [g;;] is symmetrical and has non-
negative entries. The vertices ¥ are divided into two groups
¥, and ¥, inducing a partition of the edge set & into intra-
group and intergroup sets & and &-. Such a partition is
introduced to enforce different coupling rules over edges in
&1 and &_. The couplings are positive over all edges in &7,
whereas those over &_ can be either all positive or all nega-
tive. Accordingly, there are two potential functions with the
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disagreement terms expressed in chordal distances

1
Vi==> Y ajllxj—xl?
{i.jtes
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The gradient flow on a Riemannian manifold .# embedded
in the ambient space dictates the dynamics of each agent as
follows

X =1L (ViV),
where I1; is the orthogonal projection on the tangent space
of ./ and V; is the extrinsic gradient in the ambient space.

3 Extended results on Riemannnian manifolds

The signs of inter-agent couplings emboddied by V., and
V_ in §2.2 together with the geometric characteristics §2.1
give rise to stable polarization under various sufficient con-
ditions. The essential piece in the proofs is a local stabil-
ity result for general Riemannian manifolds, not necessarily
embedded submanifolds, which conditions Lyapunov and
local asymptotic stability of the equilibrium set on its being
a strict local minimizer of V and being isolated.

We additionally pay attention to special homogeneous mani-
folds and discuss how they are covered under our conditions
for general Riemannian manifolds. For example, the polar-
izing dynamics on the Grassmannians Gr(n, p) is

=Y ai(RPP+FPiR)— Y aij(RPPS+ P PiR)

J€N JEN

for i € ¥, (similar for i € #), where P~ =1 — P and P;’s are
n X nrank p projection matrices.
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1 Introduction and problem formulation

Hegselmann-Krause (HK) model is one of the most impor-
tant opinion dynamics characterized by bounded confidence
interactions [1]:
xi(t)= (xj(t)—xi(t)), forallie & ={1,...,n},
Jilxi(6)—xj (@) <1

where x; is the opinion of agent i. In many social inter-
actions, the group of individuals does not remain constant
since new agents may join the system and others leave, gen-
erating an open HK dynamics. In the open system, the dy-
namics in continuous time of the agents is characterized by
(1), and the additional changes are due to arrivals and de-
partures, that generate a time-varying set of agents .7 (¢).

Definition 1 (Departure) We say that an agent j € 9 (t~)
leaves the system at time t if 7 (t7) = 7 (™) \ {j}-
Definition 2 (Arrival) We say that an agent j joins the sys-
tem at time t if I (t7) = 7 (t7)U{j}.

Assumption 1 (Departure process) The departure instant
of an agent j is determined by a homogeneous Poisson pro-
cess N,(j ) with rate Aq > 0 associated with the agent.
Assumption 2 (Arrival process) The arrival instants are

determined by a homogeneous Poisson process N,(A) with
rate A4 > 0.

\ -1
5 »\
4 / —
Fai —
=
0 200 400 600 800 1000
Time [ms]

Figure 1: Evolution of the opinions for an open HK dynamics.

2 Lyapunov functions in open HK dynamics

The common Lyapunov functions used for the analysis of
the HK dynamics are based on global disagreement. One of
their main drawbacks is that their asymptotic values are not
zero when the system presents several clusters. In the con-
text of the open HK dynamics we would like to have func-
tions converging to zero at least for a closed dynamics, such
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that any deviation from the zero value is due only to the im-
pact of arrivals and departures. For this reason, we propose
potential Lyapunov functions based on local disagreement.

Function U (x): we measure the disagreement with respect
to the average in each cluster:

U()C) N %i(xi—ii)z,

ey
i=1

where ; is the average of the states of the agents correspond-
ing to the cluster to which x; belongs.

Function V (x): we restrict the disagreement to the set D =
{i,j: |xi(t) —x;(r)| < 1} by defining:
1

Y

i, j:lxi—xjl<1

Vix):= (x;i —x;)% (2)
In Fig. 2 we can observe that the Lyapunov functions based
on local disagreement have a non-zero asymptotic value

only in the open scenario.

Average Average
0.6 0.1
\ Closed ‘ Closed
= = =Open \; =0.4 t{|= = =Open \; =04
— |} Open )\; = 0.62 . Open \; = 0.62
5 041
|
s \
m 0.2 \
0 ) niniiatinte 0
0 500 1000 0 500 1000
Time [ms] Time [ms]

Figure 2: Evolution of the Lyapunov functions for closed and
open HK dynamics with A4 = 5.
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1 Introduction

Nowadays, the engineering systems that are being designed
and manufactured are more and more complex. These sys-
tems often consist of many components, possibly designed
by distinct teams. In order for the integrated system to have
the desired dynamic behavior, however, all individual com-
ponents must not only do their job properly, but also must
work together nicely with the other components. This is
where the notion of contracts comes in [1].

2 Contracts

Contracts are mathematical specifications on the behavior of
a dynamical system of the form

Y: x=Ax+Bu+Fd, y=Cx,
with state x, input u, output y and disturbance d. Now, for
this type of dynamics for the components, a contract basi-
cally specifies the inputs that are allowed to be fed to our
system ¥ and the corresponding outputs that we then ex-
pect. In particular, we define contracts on the basis of: (1)
assumptions given by

A Xp=Apaxa+Fady, up =Caxy,
which specify what inputs u4 are allowed to be fed to our
system X; (2) guarantees given by

G: X =Agxg+ Fgdg, |:;lG:| = Cgxg,
G

which specify what input-output trajectories (ug,yc) we ex-
pect to get when feeding inputs uy to our system X. With
this, a contract € is defined as a pair ¢ = (A, G).

Having defined contracts, we, of course, need to formulate
what it means for a system X to satisfy a specific contract
or not. In particular, we refer to this as implementation and
say that a system X implements a contract ¢ = (A,G) if
the interconnected system A X ¥ can be mimicked by G in
such a way that the input-output data from the first (u4,y)
is indistinguishable from that of the latter (u,yg). In other
words, the behavior of the interconnection is captured in the
behavior of the guarantees. A depiction of this can be found
in the figure below.
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3 Results

In this context, we develop mathematical tools for the fol-
lowing properties:

1. implementation: a way of analyzing whether or
not individual components meet the requirements as
stated in their associated contracts.

2. refinement: a way to compare contracts.

3. composition: a way of defining a contract on the in-
terconnection of a finite number of components on the
basis of component contracts.

4 Discussion

Here, we would like to emphasize the importance of
contracts, namely that, using contracts, complex multi-
component engineering systems can be analyzed by analyz-
ing each of its components with respect to their associated
contract only. In particular, refinement allows us to compare
the contract of one component to that of a possibly improved
version of that component, which may allow for substitution
of the former component by the latter. Furthermore, compo-
sition allows us to investigate what the overall contract of a
multi-component system looks like. Thus, the analysis done
to develop the mathematical tools (which is mainly based on
[2]) allows for contracts to be used for modular design and
easier analysis of large, interconnected systems.
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1 Introduction

Distributed formation controllers for networked mechanical
systems have proven successful in reducing heavy compu-
tational burden, communication range, and unreliability in
large-scale networked systems by using only local informa-
tion of the neighboring agents. However, unstable behav-
iors and error amplification in large-scale networked sys-
tems may occur as the number of agents increases. This
study investigates a distributed formation tracking control
law for large-scale networks of mechanical systems. In par-
ticular, we adopt a distributed parameter approach to prove
the Scalable Exponential Stability (SES) of the network for-
mation, i.e., the scalability with respect to the network size
and the specific formation preservation.

2 Problem Statement and Network control

Consider a large-scale networked system composed of N €
N agents. Each agent i is modeled as a port-Hamiltonian

mechanical system, i.e.,
4i o On In Vq,-Hi(qiapi) 0
. - + uij,
Pi —Iy —Z%i| | VpHi(qi, i) I (1)
Hi(qi,pi) = 3p{ My ' pi + % (q:).
where ¢;, pi,u; € R" are the position, the momenta, and the
input of each agent i, respectively. Moreover, My € R"*"
is the mass matrix, %; € R™" is the positive semi-definite
damping matrix and %; : R” — R denotes the potential en-
ergy of the agent i. Hence, the control objectives are
,]LTGHQI'(Z)_‘U(I)_AU| =0, Vi,je%LU%F“Nj
lim|[lgi(1) — g (0)]| =0, VieZ
Lim [[p;(t) = pri(0)l| =0, Vjc BLUBr, Jic B
2)
where %; and %BF denote the non-empty sets of leaders
and followers, respectively. Besides, g,;(¢) and p,;(t) =
Moq,i(t) are the reference trajectory position and momenta,
respectively. And A; ; indicates the desired formation geom-
etry between the pair of agents (i, j). In addition, we require
the network to exhibit the SES property.

Definition 1 A networked system with N € N agents is said
to be SES if there exist constants ¢ > 0 and o, A > 0, such
that, for any initial condition x;(ty), i € A = {1,2,...,N},
satisfying max |lxi(t0)|| < @, the solution x;(t), i € N, exists
JASH
for all t > ty and satisfies
max ||x;()]| < ce ™ -max ||x;(t0)]|, VN € N.
eV ieN

3)
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Figure 1: Unscalable stable behavior of a networked system.
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Figure 2: Scalable behavior of a SES networked system.

According to the notion of SES, the state trajectories of
the networked system remain bounded for any N € N, i.e.,
boundedness is independent of the size of the network.
Hence, the performance of the networked system is scal-
able. Consequently, the stability of the networked system is
not jeopardized by adding or removing agents.

3 Main Results

We propose a distributed control protocol based on the track-
ing interconnected and damping assignment passivity-based
control method (see [1]). Then, we derive a partial differen-
tial equation (PDE) approximate model of the closed-loop
system that gives a 2-dimensional perspective of the net-
worked system. Therefore, the following results are proved:
e The closed-loop system is realized as a spatial dis-
cretization of the PDE model.
e The closed-loop networked system is SES and the for-
mation control objectives (2) are achieved.
Figure 1 illustrates an unscalable behavior, while Figure 2
shows the results of our controller, where the error responses
are not amplified when increasing the number of agents in
the network.
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1 Introduction

This paper studies stability of switched systems that are
composed of a mixture of stable and unstable modes with
multiple equilibria. The main results of this paper in-
clude some sufficient conditions concerning set convergence
of switched nonlinear systems. We show that under suit-
able dwell-time and leave-time switching laws, trajectories
converge to an initial set and then stay in a convergent
set. Based on these conditions, LMI conditions are derived
that allow for numerical validation of practical stability of
switched affine systems, which include those with all unsta-
ble modes. Two examples are provided to verify the theoret-
ical results.

2 Problem formulation

Consider switched systems in the form of
x(t) = fou) (x(2),1),  x(to) = xo, (1)

where x(1) € 2" C R" is the state vector, p € R is the initial
time and xo € 2" is the initial value. The main objective of
this paper is to propose a sufficient condition that guaran-
tees the switched system (1) is set convergent with respect
to switching law & (¢), which include the case when not all
modes of (1) are stable and when none of the modes is sta-
ble.

3 Main Result

We define N(k), N*(k), L(k), which are a subset of 2" and
parametrized by positive constant k > 0. These sets will be
used in our main result to define the attractive invariant set
of the switched systems. An illustration of these sets for two
modes can be seen in Fig.1.

Theorem 1 Suppose that for every q € 2 there exists V,
X %[0, Ty max) — Ry satisfying Vy(€,7) < n,V,4(&,7), and
Vp(§,0) < ugVy(&,7), forallE € Z\N(k), p,q € 2, and
T € [Ty mins Tg,max ), With a given 1y, g and k > 0. Then for
every switching signal ¢ : Ry — 2 satisfying the following
dwell and leave time condition

T, > max{fm%,rqmm Vq € ., and

Y ®)
Ty < mm{— nqq7T4-mﬂX , Vqew.

the following properties hold for the state trajectory of the
switched system (1):

(i) there exists T =T (xo) > 0 such that x(T) € N(k);

(ii) for any timet € [T, +0), the trajectory will stay in L(k),
i.e. x(t) € L(k);

(iii) for all starting points xo € N*(k), the trajectory of
switched system (1) remains in the set L(k), i.e. x(t) €
L(k).

Figure 1: An illustration of the set constructions for two
modes.

4 Simulation Results

Example: Let us consider the switched system composed
of both unstable and stable subsystems, Figure 2 shows that
when the trajectory starts on the boundary of N(a), the tra-
jectory stays in L(k) for all time.

T2
-

Figure 2: The plot of trajectories of switched system in
Example, the green solid line is L(k), the red solid line is
N%(k), the orange line is N (k).
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1 Introduction

This paper investigates the leader-follower formation con-
trol task for a team of mobile agents. A new control method
that requires no information about the leader’s motion di-
rection is proposed. Taking advantage of a virtual tensegrity
framework, each follower agent measures the relative posi-
tions of its neighbors in its local coordinate system; the mo-
tion of each follower is governed by the stresses of the con-
nections of the underlying virtual tensegrity framework, and
these stresses become constant in their steady states. The
advantage of not requiring the knowledge of the leader’s
motion direction is not requiring the alignment of the fol-
lower agents’ coordinate systems. Local stability is proved
for the target formation movement of our proposed method,
and simulation results further provide verification.

2 Main result

Consider a group of n agents including one leader agent,
moving in a 2-dimensional plane. The configuration of the
formation is denoted by p € R?", which can be obtained by
stacking the x and y coordinates of agents as follows:

T T
pP= [prp)'T] :[Plx;Pwa--aanaPly’P2ya~~~»Pny] . (1)

Each agent’s state p; = [ pix piy| ', i € {1,2,...,n} is gov-
erned by the single-integrator model. The leader agent’s
state p; = [ Dix Ply } T is guided under direct velocity input,
where [ denotes the leader agent’s label; the follower agents
are controlled by the virtual force F = — (I, ® Q(p)) p from
the underlying virtual tensegrity framework, where Q €
R™" is the stress matrix [1]. For a follower agent j, the
virtual force on agent j is given by f; = [FJ FH,,]T, and
the control law u; is given by

uj=fj= 7Zke,/1_/, Qi (pk—pj),

where .4} denotes the set of labels of agent j’s neighbors.

2

Now, given a configuration p* = [ p:T p;T} T of the desired

formation in an arbitrary coordinate system, and suppose the
leader agent is moving at a constant velocity, of which the
speed s; is known by the follower agents, we use a two-step
method for the controller design of the followers.
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Note that this method deals with the formation control prob-
lem where the leader is moving, with its desired relative po-
sition not coinciding with the formation’s center.

Step 1: Label the leader agent as agent 1, and the follower
agents from 2 to n. Calculate the stress matrix at
the desired configuration p*, ie. Q(p*) € R™".
One solution of Q(p*) is given by Q(p*) = DD,
where D is a vector in the form of D = kd =
k[—(n—=1) 1...1 ]T, and k can be solved from
2
k=i — 3)
(dp3)* + (dp})

Allocate cables and struts among agents according
to Q(p*), and design the member function for each
allocated member. Finally, from Q(p*), p*, and
each member function, calculate the stress matrix
Q(p) at any configuration p and derive the control
law of each follower from the virtual force F'.

Step 2:

Remark : Proof of the existence of Q(p*), interpretations of
Step 1, design of the member functions, and derivation of
Q(p) are omitted in this abstract due to limitations in space.

3 Simulation results

In a four-agent case, we assign the desired formation as a
unit square. The simulation results are shown below:

Figure 1: Member length errors and follower velocity errors
converge to zero; the trajectories of the overall formation.
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1 Introduction

Hierarchical multi-agent systems (H-MAS) are important in
many applications, such as modular multilevel converters
(MMCs), microgrids, and water pumping systems [1]. In the
examples above, a leader like the grid operator coordinates
the control actions of the rest of the system’s agents (follow-
ers) to reach a common goal (a consensus value), like a cer-
tain amount of power demand. Calculating and coordinat-
ing control actions is a challenge that grows in complexity
depending on the common goal and system characteristics.
This task is even harder if the H-MAS has a topology that
changes over time or if it is limited in some way, like by
having a limited number of active agents.

2 Motivation

In this paper, we refer to H-MASs with changing topolo-
gies as time-varying hierarchical multi-agent systems (TH-
MAS) as it is the case with, e.g., MMCs and water pumping
systems. In these situations, limiting the number of active
agents can make them last longer or help reach a common
goal. Therefore, it is of interest to investigate if consensus
can be reached in a H-MAS with a leader-follower architec-
ture and with a time-varying set of active agents. Figure 1
depicts a general representation of these systems.

Higher Layer

f(m)

Controller

o(m),ur(m)

{4:,G:"} Lower Layer

S - Sy

xN(k)

:L‘L(k)

(5

xl(k)

Figure 1: TH-MAS illustration.

For the studied TH-MAS, the agents dynamics is considered
as
X x,‘(k+ 1) = A,-xl-(k) +q,’(k)Biui(k), (1)

where w € R, x; and u; € R are the i agent state and con-
trol input, respectively and ¢; € {0,1} is a selection variable
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determining which agents are controlled at each time instant
k. The control objective is to achieve consensus among the
agents, such that

xi(k)=...=xi(k)=... = xy(k) = xp(k)

subject to N
Z%’(k) =o(m), Yk=mM,
i=1

2

3)

where o(m) € {1,...,N} is a signal coming from a higher
control layer to determine the active agents.

3 Approach

For reaching consensus in a TH-MAS, we propose a switch-
ing algorithm that will coordinate the control actions by de-
termining which followers should be active at any discrete
time instant. Moreover, based on fundamental results from
[2] and [3], we prove that under the newly developed switch-
ing algorithm, the states of all follower agents reach con-
sensus. For evaluating the results of the proposed method,
we tested the proposed control algorithm in two simulation
examples describing a MMC and a water pumping system.
Partial results are shown in Figure 2.

Flow Pump Trajectories
40 T ; ———— T

30+

Flow (r()[’:]

o(m) =2 o(m)=1

3
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Figure 2: Pump flows using the proposed switching algorithm.
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1 Introduction

A Gaussian Process (GP) learns functions from noisy data
[1], which can be collected from the environment using
sensors. Considering an array of sensors, we explore how
including this physical knowledge can be used to learn a
function. Our goal is to use an array of magnetometers to
learn the ambient magnetic field which is useful in mag-
netic field simultaneous localisation and mapping (SLAM)
[2]. In SLAM, sensor locations are the inputs and the mea-
sured magnetic field is the output to the GP. Normally, GP
regression assumes deterministic inputs but in SLAM, input
locations are stochastic. One way of to handle noisy inputs
is noisy input GP (NIGP) [3]. We extend on this method, by
including the physical knowledge that sensors are placed on
an array, such that the inputs become fully correlated.

2 Previous work

In GP regression, data y is collected from sensor measure-
ments at locations x and is used to learn a function f(x).
The posterior is normally distributed with predictive mean
U, and covariance X, as

FOr) ~ A (e, Z),
M = K(x,x) (K(x, x) +z"y)_lyv (1

T = K, x5) — K, x) (K (x,x) + Zy) K (x, x4).
Here, X, is sensor noise covariance and K(x,x) is a kernel

function. The * denotes a prediction location. Here, we as-
sume deterministic inputs, where we have stochastic inputs.

3 Our method

In NIGP, every input location is considered independent. We
place multiple sensors on an array, introducing rigid-body
constraints, which we include in the matrix H. This creates
correlations between input locations, which allows us to take
more information from the posterior gradient. The resulting
predictive posterior for our method is:

f(x*) ~ /(ﬁ*,i**),
[ = K (., x) (K(x,x) + X +ix(x))_1y7
Tow = K(xa,00) — K (e, ) (K(x, %) + 2y + (%)) K (x,x,),

Y. (x) = VI f(x)HEHTV f (%),
)

where X, is the input covariance and V f(x) is the gradient.
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4 Results

We compare our method against NIGP and GP in with an
array of 3 sensors. The results are shown in Figure 1. GP
overfits and has a large RMSE of 0.334, as it neglects input
uncertainty. NIGP has a smaller RMSE of 0.193 than GP,
but has a larger variance. In our method we provide more
information in the form of correlations, which reduces the
variance and results in an RMSE of 0.133.

— GP —— NIGP Correlated  —— Latent f(x) x Data point
2
RMSE: 0.221
. W
=
s -2 . . .
c 2
o RMSE: 0.161
=
g W
=]
=]
=
S -2 : : :
] 2
— RMSE: 0.074
0 .
-2 T
0 1 2 3 4 5

Input location x

Figure 1: Regression with GP (green), NIGP (blue) and our
method (orange), all with mean and a confidence in-
terval of 95%. Data are in red and the latent function
f(x) is in grey.
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In this work, we study k-dimensional agreement problems,
whereby a group of agents seeks to compute k linearly in-
dependent weighted means of a vector of initial estimates
whose entries are known only locally. This problem is espe-
cially relevant in distributed computing and sensing appli-
cations, where a group of agents is interested in evaluating
several independent functions at a common point by run-
ning a single distributed algorithm. We propose the use of
continuous-time linear protocols for this task, and we show
that linear dynamics can agree on quantities that are oblique
projections of the vector of initial estimates. We provide
necessary and sufficient conditions characterizing all proto-
cols that can achieve an agreement, and we propose a design
procedure for constructing such protocols. Overall, our re-
sults suggest that agreement requires the use of communi-
cation graphs with higher connectivity as compared to con-
sensus algorithms; more precisely, we relate the existence of
Hamiltonian decompositions in a graph with the capability
of that graph to sustain an agreement protocol.

Synchronization algorithms and consensus protocols are
central to many network coordination problems, includ-
ing rendezvous, distributed convex optimization, and dis-
tributed computation and sensing. Although an extensive
literature has been developed on consensus-based processes
— whereby the states of the network nodes asymptotically
reach a common value that is a weighted mean of the agents’
initial estimates [1, 2] — in many applications it is instead
of interest to assign, asymptotically, k > 1 independent
weighted means (i.e. whose vectors of weights are linearly
independent) of the initial estimates. Relevant examples of
this problem include distributed computation [3], where the
weighting accounts for different desired outcomes, task allo-
cation algorithms [4], where weights account for heteroge-
neous computational capabilities, distributed sensing [5, 6]
where the weighting is proportional to the accuracy of each
sensing device, and robotic formation [7] where one agent
achieves a certain configuration relative to another agent.

Given a vector x(0), describing the initial estimates of the
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agents and an arbitrary matrix W of rank k describing de-
sired mean weights, we say that the group reaches a k-
dimensional agreement if, asymptotically, the agents’ states
converge to Wx(0). As is commonly done, we model the
flow of information between agents using a directed graph;
our goal is to identify what classes of graphs are sufficiently
rich to enable k-dimensional agreement and to determine,
when possible, a distributed agreement protocol compatible
with such graph.
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1 Spectral identification of networks

Spectral network identification aims at estimating the eigen-
values of the network Laplacian matrix from data. This
framework allows to infer global network information (e.g.,
mean node degree, bounds on minimal and maximal de-
grees, etc.) from local observations at a small number of
nodes. It was initially developed for networks of diffusive-
coupled units [3], [4], and has not be used for applications
that require other types of coupling. In this work, we fill
this gap by considering spectral identification in the case of
pulse-coupled oscillators, which is the prototypical model in
neuroscience.

2 Pulse-coupled oscillators

We consider a network of N identical weakly pulse-coupled
phase oscillators 6; € S described by the dynamics

N

b=0+e) Y A;Z(6:(0) 81—, i=1,... N ()
j=1keN

where @ is the natural frequency, A;; are the entries of the

network adjacency matrix A, Z: S — [0,27[ is the so-called

phase response curve (PRC), and {rj(k)}keN is a sequence of

firing (i.e., spiking) times such that 6 j(TJ(k)) = 0. Moreover,

we assume that the coupling is weak, i.e., € < 1, and that
the oscillators synchronize, i.e., lim;_,., 0;(¢) = 6 () for all
j (with 8* = w).

We measure spiking times series {r](-k) e for a few nodes
J and we aim at estimating (some information on) the eigen-
values of the network Laplacian matrix L (i.e., L=D —A,
where D is the matrix of in-degrees).

3 Stroboscopic map and weak coupling

Denote 6;[k] := 6;(kT) and define the stroboscopic map S :
SV — SV such that

6ilk+1] = Si(61[K], ..., On[K]).

Under the weak coupling assumption, we can use averaging
techniques to approximate the Jacobian matrix of the stro-
boscopic map by

J=1+¢Z'(0)L. 2)

It follows that we can recover the spectrum of L from the
spectrum of J.
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4 Numerical experiments

In practice, the procedure consists of three main steps:

1. Estimate the sequence of phases from measured spik-
ing time sequences.

2. Estimate the eigenvalues of the Jacobian matrix by
using the DMD algorithm [2] with the approximated
phases.

3. Identify the eigenvalues of the Laplacian matrix using
equation (2).

This procedure will be illustrated on synthetic spiking time
series generated by the dynamics (1). In particular, we will
report on preliminary results such as estimating the number
of clusters in networks of varying sizes using the spectral
gap of the identified Laplacian spectrum.

These early findings open the door to applications in neuro-
science, e.g., performing the spectral identification on pulse-
coupled FitzHugh — Nagumo neurons [1].
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1 Introduction

Electrochemical impedance spectroscopy (EIS) is a power-
ful data-driven technique for estimating the impedance of a
Li-ion battery from current and voltage measurements. In
classical EIS, as implemented in commercial cyclers and
potentiostats, the battery impedance is estimated nonpara-
metrically, i.e. in a discrete set of excited frequencies. The
nonparametric impedance estimate is then often interpreted
by means of an equivalent electrical circuit model (ECM),
whose components relate to the physical processes occur-
ring in the battery. The idea of this research however, is
to estimate the battery impedance parametrically, by using
such an ECM as underlying parametric model. Therefore,
we propose a consistent parametric estimation algorithm in
the frequency domain, based on a fractional order model of
the battery impedance. The parametric impedance estimate
has the advantage that it can be evaluated in every frequency
of the frequency band of interest. Moreover, we are not lim-
ited to a single sine or odd random phase multisine exci-
tation signal. Instead, the parametric estimation algorithm
works for any persistently exciting signal, like for example
a Gaussian white noise excitation signal. The parametric es-
timation algorithm is first validated on simulations and then
applied to measurements of commercial Samsung 48X cells.

2 Impedance based battery model

A Li-ion battery can be modelled as a voltage source,
called the open circuit voltage (OCV), in series with the
impedance. The measured input and output signals are then
respectively the current through and the voltage over the bat-
tery. For now, the battery impedance is assumed to be a
linear time-invariant (LTT) system. In practice, this means
that we have to measure in steady state, so after relaxation,
with a small amplitude zero mean excitation signal. Indeed,
since the relationship between the current and the voltage in
a battery is inherently slightly nonlinear, the amplitude of
the excitation current must be kept sufficiently small to sat-
isfy the linearity assumption. If, in addition, the excitation
current is also zero mean, the state of charge (SOC) of the
battery will remain approximately constant after relaxation,
such that the time-invariance assumption is fulfilled as well.
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The battery impedance can be modelled parametrically by
a Randles ECM with a Warburg element to model the dif-
fusion, which is the main physical process in a battery at
low frequencies. The Warburg impedance, and thus also the
total battery impedance, are functions of the Warburg vari-
able /s, where s denotes the Laplace variable. Hence, in
the frequency domain, diffusion results in a rational transfer
function in +/s. In the time domain, this corresponds to a
so-called fractional differential equation (FDE) [1].

3 Parametric estimation algorithm

The equation error of the FDE, computed in the frequency
domain, is linear in the parameters, so that its minimisation
becomes a total least squares (TLS) problem, which can be
solved with the singular value decomposition of the regres-
sion matrix. Weighting the regression matrix with the vari-
ances of the equation error makes the estimation consistent.
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Figure 1: Bode plot of the nonparametric (dots) and parametric
(lines) impedance estimates at different SOC levels.
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1 Introduction

Hamiltonian neural networks (HNNs) [1] are a physics-
based modeling tool in which Hamiltonian mechanics
are embedded as prior knowledge in the neural net-
work. Although HNNs have been successfully applied
to model a wide range of academic examples, their ap-
plication in modeling engineering systems remains chal-
lenging. In the HNN approach, it is assumed that noise-
less data records of the state and its time derivatives
are available, and that the system is energy conserva-
tive. However, real-life engineering systems are, in most
cases, subjected to inputs, the measured data records
are noisy and they are also energy dissipative. The cur-
rent study addresses modeling physical systems with
inputs and noisy measurements. In order to handle the
noise in the measurements properly, an output-error
model structure is introduced in the HNN approach,
which results in the so-called output-error Hamiltonian
neural network (OE-HNN) method. In addition, the
introduction of the generalized Hamiltonian theory to
OE-HNNs enables us to include external inputs into the
approach [2].

2 Proposed method

In Hamiltonian mechanics, the total energy of the sys-
tem Fio is conserved and defined as the Hamiltonian
of the positions q(t) and momenta p(t). In the general-
ized version of Hamiltonian theory, the inputs u(t) are

added to the relation with G as the input matrix

0H . OH
—, p=-—— +Gu(?).

a=7, 9q (1)

We consider systems with continuous-time state-space
CAUAIONS 85 (1) = f(x(t), u(t)), o)
y(t) = Cx(t) + v(1),

in which x(¢) = (q(t), p(t)) ", and f describes the evolu-
tion of x, i.e., the dynamics of the system. The output
measurements y(¢) are contaminated by v(t), a zero-
mean ii.d. (white) noise with finite variance. It is
assumed that C = I. Here, the goal is to train the neu-
ral network which represents the parameterized Hamil-

This work is part of the DAMOCLES research project, which
received funding from the Eindhoven Artificial Intelligence Sys-
tems Institute, as part of the EMDAIR funding program.
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tonian Hy. During the training of the neural network
via backpropagations, derivatives of the neural network
(Hy) with respect to states, x, are calculated via auto-
matic differentiation resulting in the state time deriva-
tives. These state derivatives are fed into an ODE-
solver to predict the states at the next time step. The
details of the training procedure are depicted in Figure
1 in which the loss function is defined as

RN .
m91n§ N Hy(kTs) - Y(kTS)HQ

3
st x(t) = Ja(i{: (t) + Gu(t) ®

where y(kT;) is the the simulated model output with

T, as sampling rate, and J = {_OI (I)} .

A < ap_ o
: B G,
Ly %
N~y 2
; dq_ox

o\ w=ap a
Nop/ a

ODE
solver

b

Figure 1: Output-error Hamiltonian neural network.

3 Example

In order to illustrate the performance of the proposed
OE-HNN approach, two connected spring-mass systems
subjected to a multisine input is studied. In Figure 2,
the competency of the proposed approach in simulating
the system is evident.

61— OE-HNN -
4 measured /
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6 :
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5 6 7

t(s)

Figure 2: Simulated vs measured position of the second
mass (g2).
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1 Introduction

Previous work of our research group has shown how the
least-squares optimal realisation of an autonomous linear
time-invariant (LTI) system can be obtained by solving
a multiparameter eigenvalue problem (MEVP) [3]. The
globally optimal solution(s) of the non-convex optimisation
problem can be found via the eigentuples of the MEVP. An
alternative formulation of the problem, based on a structured
total least-squares problem [1], is given by a so-called Rie-
mannian singular value decomposition (SVD), which can be
solved using a heuristic method [2]. We compare both ap-
proaches, investigate how they relate to each other, and try
to extend the latter such that global optimality is guaranteed.

2 Dynamic total least squares (DTLS)

Given a sequence of single-input single-output (SISO) data

w=[u yT]T € R?M, we wish to identify an LTI model

N AT o717 L
that has w = [uT yT] € R?V, an approximation of the

observed data, in its behaviour (i.e., w exactly satisfies the
model equations). The model is chosen so that the 2-norm
of the misfit w = w — W is minimised.

The dynamic total least squares (DTLS) realisation problem
is formulated as follows:

. 2 ~12 <112 ~112 5112
min 6 = [l +[|3ll2 = lu— &l + [y - 513 -

n n
st. Y aifiini =Y bilgini k=0, ,N-n—1, @

i=0 i=0

ap = 1,

where a,b € R""! contain the coefficients of the nth or-
der difference equation governing the dynamics of the LTI
model. This model class is a special case of the misfit-
versus-latency framework [4]. Figure 1 schematically illus-
trates the relations given in (1).

it T LTI model: % T» y
it — y
r-r}- -~ -~~~"~"""~>">>">"~>">=7=777 - 7‘

i u Given data y !

Figure 1: Schematic overview of the identification problem. The
given input/output data (u,y) is decomposed in a regu-
lar part (@, 9) that satisfies the LTI model, and a misfit
part (@,¥), the 2-norm of which is to be minimised.
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3 MEVP

Notice that the DTLS problem of (1) is of multivariate poly-
nomial nature: the objective function is a sum of squares,
and all the constraints are multivariate polynomials in the
unknowns (&, ¥, a, and b). Upon invoking Lagrange mul-
tipliers, the first order necessary conditions for optimality
can be composed. This results in a system of multivari-
ate polynomial equations, which can be reformulated as an
MEVP, the eigentuples of which characterise all the station-
ary points of the identification problem [3]. After evaluation
of the eigentuples in the objective function, the globally op-
timal solution(s) can be identified.

4 STLS & Riemannian SVD

An alternative, but equivalent, approach to solve the DTLS
problem is given by approximating a “double Hankel” ma-
trix A = [Y U} constructed from the observed data by a
rank deficient matrix B, which has the same affine matrix
structure as A, such that the objective 6 in equation (1) is
minimal. The minimising matrix B is related to the singular
triplet (u, T, v) with smallest singular value of the so-called
Riemannian SVD [2]:

Av=D,ur, uTDvu =1,

Alu= D,vt, vTDuv =1,
where 7 is the (unknown) singular value and # and v are the
corresponding singular vectors. The latter corresponds to

T . .
the model parameters: v = [aT bT] . The positive definite
matrices D, and D,, are nonlinear weighting matrices, with
elements quadratic in the components of resp. v and u.

We derive the connection between both formulations and
investigate whether we can we use root-finding algorithms
to solve for the smallest singular triplet of the Rieman-
nian SVD, leading to the globally optimal solution(s) of the
DTLS problem.
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1 Introduction

We consider the identifiability of a network matrix G(g),
where the network is made up of n node signals stacked in
the vector w(t) = [wi(t) wa(t) --- wu(t)]", known exter-
nal excitation signals r(7), measured node signals y(¢) and
unmeasured noise v(¢) related to each other by:

w(t) = G(q)w(t) + Br(t) +v(r)
(1) = Cw(z),
where matrices B and C are binary selections indicating re-

spectively the np excited nodes and nc measured nodes,
forming sets Z and ¥ respectively.

(D

The nonzero entries of the transfer matrix G(g) define the
network topology: G;j(g) is the transfer function from node
J to node i, represented by an edge (j,i) in the graph. Some
of those transfer functions are known and collected in ma-
trix G*(g), and the others are unknown, collected in matrix
G°(q), such that G(q) = G*(g) + G°(q).

We assume that the input-output relations between the ex-
citations r and measurements y have been identified, and
that the network topology is known. From this knowledge,
we aim at recovering an entry of G°(g), or a subset of them.

Example 1.
Fl -=---> ---> )1
Gi3
Y2 ===+ W2 ) W3 Jg-=-=-=-1
G Go3
0 0 Gi3 0O 0 0 1 0
G°=1(0 0 Gy|, G'=|Gy 0 0|,B=1|0 0],
00 O Gy 0 O 0 1
C= [(1) (1) 8] G13 and G»3 are identifiable.

A first line of work extends the classical closed-loop iden-
tification techniques to identify a single module, see e.g. [1].
A recent approach employs graph-theoretical tools to derive
identifiability conditions on the graph of the network. Us-
ing this approach, [2] addresses the particular case where all
nodes are excited/measured. In the general case of partial
measurement and excitation, [3] introduces a local version
of identifiability and derives algebraic necessary and suffi-
cient conditions. In this work, we consider local identifiabil-
ity with partial excitation and measurement. From the con-
ditions of [3], we derive a path conditions which generalize
the results of [2] when not all nodes are excited/measured.
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2 Problem reformulation

Starting from the definition of a network system in (1),
we first define T(q) = (I — G(q))~", which is assumed to be
proper and stable. The input-output model of (1) is:

y(t) =CT(q) Br(t)+¥),

where #(t) 2 CT(q)v(t). We assume that r(¢) is suffi-
ciently rich so that, for any B and C, CT(q) B can be consis-
tently estimated from {y(z),r(¢)} data. From the knowledge
of CT(q) B, the aim is to identify G°(g). This motivates the
following definition, which restricts the usual generic iden-
tifiability from [2] to non-discrete sets of solutions.

Definition 1. The module G;; is locally identifiable at G
[from excitations 9 and measurements € if there exists € >0
such that for any G with same zero and known entries G* as
G satisfying ||G — G|| < €, there holds

CT(q9)B=CT(q)B= Gij =Gy, ()

where T(q) = (I—G)™'. Gyj is generically locally identifi-
able if it is locally identifiable at almost all G.

3 Results

In [3], a linearization of (2) yields a necessary and suffi-
cient condition for generic local identifiability, based on the
generic rank of a matrix K constructed from B,C and T.

In this work, we show how the generic rank of K relies
on the generic rank of certain particular transfer matrices.
Besides, we know from [2] that the generic rank of a transfer
matrix can be characterized as paths in the network graph.

Combining those results allows to derive a necessary con-
dition and a sufficient one for generic local identifiability in
terms of paths in the network, which will pave the way for
further developments in the subject.
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1 Problem description and research questions

For analysing the identifiability of a network, we typically
assume that all node signals can be measured [1]. However,
some node signals might be unmeasurable. Sometimes, the
dual case is studied, in which it is assumed that all node
signals can be excited. This results in dual identifiability re-
sults, but also in very expensive experiments (as actuation
is usually more expensive then sensing). Similar as before,
it might be impossible to excite some node signals. To con-
sider networks with unmeasurable and unexcitable node sig-
nals, we need to be more flexible in the experimental setup.

Our main research question is

Question 1: What conditions are needed to obtain identi-
fiability of a diffusively coupled linear network?

In this general setting, we avoid the assumption that all node
signals are measured or that all node signals are excited [2].
The identifiability conditions will include restrictions on the
number (and possibly locations) of actuators and sensors.
Therefore, we can also answer the question

Question 2: Where to place the instruments to obtain iden-
tifiability of a diffusively coupled linear network?

2 Diffusively coupled linear network

A diffusively coupled network is characterized by symmet-
ric interconnections and therefore, it is typically represented
by an undirected graph. This network is modelled as

Alg Yw(n)=B(g )r()+v(1),  y(1)=C(g " )w(r), ()

with node signals w(t); excitation signals r(z); process
noises v(r) = F(g)e(t) modelled as filtered white noise;
measured signals y(¢); with symmetric polynomial matrix
A(g™") = XJe  Arg™ with A typically not equal to 7 and
A~(¢7") stable; polynomial matrices B(g~') and C(¢™");
and delay operator ¢~ ', i.e. ¢ 'w(t) = w(t —1). The
symmetry of the diffusive couplings is incorporated in the
model (1) by the symmetry of A(g~!).

I'This project has received funding from the European Research Coun-
cil (ERC), Advanced Research Grant SYSDYNET, under the European
Union’s Horizon 2020 research and innovation programme (grant agree-
ment No 694504).

40

The input-output mapping of (1) is given by
¥(6) = Tyr(q)r() +9(1), (1) = Tye(q)e(t),
with rational transfer function matrices
Ty(q)=C(q A" (¢ ")B(g "),
Tye(q) =Clg A (¢ )F (q)-

2

3 Approach

To analyse the identifiability of the network, we consider the
uniqueness of the network model in the selected network
model set. In other words: What conditions are needed to
obtain a unique network model from experimental data? To
answer this question, we analyse the input-output mapping
(2), while making extensive use of the symmetric nature of
the interconnection structure.

4 Result

Result 1: Identifiability conditions for of a diffusively cou-
pled linear network.

The obtained identifiability conditions are much simpler
than the ones for directed or nonsymmetric networks, due
to the symmetry of the couplings that significantly reduce
the degrees of freedom in the network model.

Result 2: A very simple instrumentation placement condi-
tion for identifiability of a diffusively coupled network.

Moreover, the identifiability conditions (and thus also the
condition for actuator and sensor placement) can also be ap-
plied to a (diffusively coupled linear) subnetwork or single
interaction.
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1 Introduction and problem formulation

Traditionally, the network identification problem has been
mainly restricted to linear transfer functions. However, most
of the networked dynamical system are characterized by
nonlinear interactions among the nodes (e.g., neural net-
works, power networks) and hence conditions for the net-
work identification need to be derived for the nonlinear case.

For a network composed by n nodes, we consider that the
output of each node i is given by:

yilk)="Y fij(yj(k—1))+ui(k—1), forallie{1,...,n},
JEN
(D

where f;; is a nonlinear function, .4/ is the set of in-
neighbors of node i, and u; is an external excitation sig-
nal. Notice that when the nonlinear functions f;; are polyno-
mial, the model (1) is an approximation of the well-known
Volterra-series formulation since each y;(k — 1) can also be
considered as an input for the node i [1].

We assume that all the nodes are excited and the topology
of the network is known; this implies that we know which
nodes are connected by nonzero functions. The objective is
to determine which nodes need to be measured to identify
all the nonlinear functions in the network.

2 Path graph

To highlight the difference with the linear identification
problem, we focus on a path graph due to its importance
in the determination of conditions for the identifiability of
linear networks [2], [3]. We consider the path graph with 3
nodes presented in Fig. 1. We excite all the nodes (i1, us,u3)
and measure only the sink (y3). It is well known that in the
linear case, for this graph topology we only need to measure
the sink to identify all the transfer functions of the network
thanks to the superposition principle [2]. However, this is
not true for the nonlinear case.

ui uz u3

\ \ \
\ \ \

N N N

| |

@ f1 @ f32 @

Figure 1: Nonlinear functions in a path graph with 3 nodes.

Let us assume that the function f3(x) = apx is linear, and
the function f>; is analytic and f>;(0) # 0 (e.g., cos(x), €¥).

Thus, the function f>; can be expressed as f;(x) = a; +
p(x), where p(x) corresponds to the higher order terms of
the Taylor series associated with f>;.

Based on the excitation signals and the measurement of the
sink, we assume that a perfect identification of the function
F is obtained:

ya(k)=F(uy(k=1),...;up(k—my),...,u3(k—1),...,u3(k—m3)).
In our case, we get:

y3(k) =uz(k—1)+aruz(k—2) +axg(ui (k—3)) +araz.

@)
Unfortunately, due to the linear function f3,, the constant
ajay cannot be identified since it could be part of f> or f3,
or both. For instance, the alternative functions f»; (x) = p(x)
and f3, (x) = axx+ ajay would generate the same nonlinear
function (2). Although this analysis was performed in a path
graph with 3 nodes, it is valid for any path graph with m > 2
nodes. This shows that unlike the linear case, in a path graph
there exist nonlinear functions that cannot be identified by
only measuring the sink.

Since the presence of constant factors in the nonlinear func-
tions makes a network not identifiable, it is necessary to re-
strict the identification problem to a class of functions sat-
isfying f(0) = 0. Finally, it is possible that the nonlineari-
ties in the functions generate a unique flow of information
through each path in a network, providing conditions for the
identification that differ with respect to the linear case.
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1 Introduction

Developing optimized motion planning algorithms is a cen-
tral topic in the robotics field. Among the possible applica-
tions, industrial ones largely benefit from fast optimized tra-
jectory planning algorithms, as they play a significant role
in improving efficiency, energy consumption, safety, etc.
This work targets motion planning in highly structured en-
vironments. Currently employed approaches tend to be cau-
tious and conservative, allowing only motion with limited
speeds and along predefined paths. On the other hand,
optimization-based methods are typically too computation-
ally intensive for cost-effective real-time implementation.
The purpose of this work is to develop a strategy that pro-
vides optimal solutions with respect to economic objectives
(such as time, energy consumption, footprint) at a low com-
putational cost. Furthermore, predictability of the solution
should be enforced, as well as the possibility of shaping the
trajectory based on the application at hand.

2 Proposed approach

The proposed approach breaks down the motion planning
problem into three main strategies:

1. A set of application-specific motion primitives is devised
offline to obtain predictable and human like trajectories;

2. A high-level optimal routing strategy is in charge of find-
ing a globally optimal motion corridor;

3. A low-level optimal motion planner determines the op-
timal trajectory by partitioning the corridor in segments
and, for each of them, deciding whether to assign a mo-
tion primitive or to solve a full-blown optimal control
problem, where most effective.

3 Current work

A preliminary study is performed to address the corri-
dor partitioning task. Initially, the time-optimal trajectory
within an L-shaped corridor (see Figure 1) is analyzed, to
devise a smart partition for this kind of corridors. We as-
sume that the start and final position are given, with free ori-
entation. A kinematic bicycle model describes the robot mo-
tion, where the control inputs are the velocity v and the steer-
ing angle 8, both upper and lower limited. The problem is
formulated as a multi-stage optimal control problem, where
the corridor is defined by two orthogonal rectangles and the
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Figure 1: Path obtained by solving an optimal control problem
within a corridor. A possible partition includes three
segments, where three primitives can be selected.

condition to remain within their bounds is modeled as done
in [1]. The solution turns out to be the sequence of three tra-
jectory pieces: (1) aline segment with (¢) =0, v(¢) = Viax
fort € [to,11), (2) a circular arc with 6(7) = Smax, V(1) = Vinax
fort € [t1,12), and (3) a second line segment for 7 € [tp,1¢].
Such solution can be derived analytically, since the second
trajectory piece is part of a circle whose center and radius
can be computed, knowing the parameters of the bicycle
model and the size of the corridor. Then, the entire trajec-
tory is constructed as: a line segment passing through the
initial point and tangent to the circle, an arc belonging to the
circle, and a line segment passing through the final point and
tangent to the circle.

In future work, more complex scenarios and robot models
will be considered and the influence on the solution of dif-
ferent applications will be investigated.
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1 Introduction

Acoustic anechoic chambers are designed to absorb
acoustic waves at its boundaries. In practice, low-
frequency sound will be reflected at the walls due to
limitations of the passive absorption measures. Ac-
tive noise control is effective at lower frequencies, which
makes this a promising addition to the passive wall ab-
sorption. Typical chamber dimensions are large, re-
quiring a larger number of sources and sensors for sat-
isfactory performance. The computational complexity
increases rapidly for growing system sizes. This work
proposes an efficient scheme to compute a finite impulse
response controller, demonstrated by a multichannel
example.

2 Approach

The proposed scheme is based on the work presented
in [1], but substituted with the frequency-domain de-
rived filters from [2], to reduce computational complex-
ity. This results in the scheme as shown in Fig. 1.

G(z +/d()
s(n) x(n) = v(n) = u(n) ) y(n) tg e(n
L om I—‘ 6@

Ereg(z)
y'(n)

)RS
Ci
o OB
(s 3£

Figure 1: Block-scheme of the proposed algorithm [3].

The filter F w(z) is the prewhitening filter that applies
prewhitening and decorrelation. The filter émi(z) is the
preconditioning filter, and the filter éai(z) is the adjoint,
which together decouple the system. These filters need
an appropriate number of delay samples in order to
ensure causality.

3 Simulation

The performance of the algorithm is shown using a 4-
channel setup. The objective of the system is to reduce
the reflections from the walls of the chamber, with the
idea of improving an acoustic anechoic chamber. The
decoupling of the plant for the first two channels is

)

>

43

shown in Fig. 2. It can be seen that the plant is ef-
fectively diagonalized.

Plant diagonalization

o
@

o

-

Amplitude [-]

o
@

o

o

100 200g “D ] 100 200
Figure 2: Decoupling of the plant using the filters G (2)
and Gi(z).

The convergence of the algorithm is shown for the first
two channels in Fig 3, where the controller converged
to 13 dB reduction on the first channel and 14 dB on
the second channel.

Training filter coefficients C(z): performance

Amplitude [Pa]

1 2 3

Samples [N 4
e %10

Figure 3: Convergence of the controller performance
while running the proposed scheme.
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1 Introduction and problem description

Model predictive control (MPC) is a widely adopted
optimization-based control strategy, where at each time in-
stance a receding-horizon optimal control problem is solved
to obtain the control input. Reducing the computation time
of the receding-horizon optimal control problem is a well-
established field of research. However, for a large class
of control problems, where the system is constrained by
many state constraints, the existing techniques are typically
not highly effective in obtaining a real-time feasible control
law. To fill this gap, we propose a new online constraint re-
moval framework: constraint-adaptive MPC (ca-MPC). In
so-called exact ca-MPC, we adapt the imposed constraints
by removing, at each time-step, a subset of the state con-
straints in order to reduce the computational complexity of
the receding-horizon optimal control problem, while ensur-
ing that the closed-loop behavior is identical to that of the
original MPC law.

To obtain an exact ca-MPC scheme, we seek state-
dependent index sets A; : R" = N. (ie., A;(xx) C
{1,2,...,n.} =: N, where n. denotes the number of state
constraints) for each step in the horizon i € Ny, such that
the minimizer of

minimize xJkaﬂ rt+ uiT_ 1 oRui ), (1a)
Uitk (€NN ;ERy

subject to  x; = AX;_ ) + Bu;_qg, i €Ny, (1b)

fixix < hy, J€Ai(xx), i€Ny, (lo)

u_ € UCRY, ieNy. (1d)

is equivalent to the minimizer of (1) when choosing
Aj(x) =N In (1), x € R", u € R™ denote the state and
input, @, R, A, B denote positive definite cost matrices and
state space matrices of appropriate dimension, and f;, h;
denote the j-th state constraint.

Ideally, the cardinality of A;(x;) is low, thereby, achieving
a large reduction in state constraints, and, thus, a reduc-
tion in computational complexity. Note, in order to reduce
the computational complexity of (1), computing the sets
A(xy), i € Ny themselves must be computationally cheap.

2 Methods and results

By exploiting forward and backward reachability, and the
optimization-based nature of (1), we can bound the pre-
dicted states by p ellipsoids [1], i.e., X € ﬂjeNp & j(xk)
for i € Ny. Here, &; j(x;) C R" denotes an ellipsoid that de-
pends on the current state (and possibly more data available
at time step k).

Given p ellipsoids that bound the predicted states, we define

M.M. Paulides
TU Eindhoven
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the index sets A;(xy) as
A,’(xk) = {l e N, | dx € &7.j(xk), je NP’ S.t. f,x > h[}. 2)

Intuitively, (2) removes all state constraints that cannot be
violated by any state for some ellipsoidal bound &; ;(x).
For example, any state constraint that is not forward reach-
able subject to the system dynamics and input constraints
can be removed. Note that (2) admits a closed-form solution
that computationally cheap to check [1], which is crucial to
obtain a real-time feasible ca-MPC scheme.

We applied our ca-MPC scheme to an MPC controlled hy-
perthermia treatment using virtual population model [2].
Loosely speaking, a hyperthermia treatment aims to heat the
tumor with external actuators while keeping healthy tissue
temperatures below a certain threshold. Hence, each dis-
crete location in the patient model has temperature upper
bound, resulting in 107 state constraints for each step in the
horizon. Figure 1 shows the percentage of state constraints
included in the ca-MPC problem over the duration of a treat-
ment for a horizon N = 5. Note that only a small percentage
of the state constraints are required to obtain the exactly the
same minimizer as for the full MPC problem. Moreover, the
time required to obtain the control input is approximately 5
seconds using our ca-MPC setup, while the original MPC
problem was intractable.

0 10 .20 30 40
time step

% state constraints

Figure 1: Percentage of total state constraints included in the
ca-MPC optimization problem over the duration of the
simulated hyperthermia treatment.

3 Conclusion

Online constraint removal for MPC is shown to be an ef-
fective strategy to accelerate the optimization problem with-
out sacrificing performance with respect to the original MPC
setup. In our hyperthermia case-study, we obtained a con-
straint reduction of more than 99.5%, yielding a tractable
large-scale MPC feedback law.
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1 Introduction

Robust optimal control has been proved to be effective in
many applications. Designing robust optimal controller for
uncertain linear systems usually entails computing optimal
control actions and/or control policies to immunize against
all possible uncertainties. It should be pointed that most
of the existing robust optimal control schemes consider the
case that uncertainties reside in fixed uncertainty sets and
also assume perfect state measurement. However, in sev-
eral domains, especially in operating modern energy and
building systems, the admissible region of uncertainties is
unknown and adjustable. In addition, perfect state measure-
ment is also not practical in reality for some applications.

In this work, we investigate the robust optimal control for
uncertain linear systems with uncertain measurement er-
rors and additive disturbances, which all reside in adjustable
sets. Under the restriction of linear constraints and objective
functions, two types of feedback control policies are investi-
gated, and a bilinear optimization problem is formulated to
compute the optimal size/shape of the adjustable uncertainty
sets and the corresponding robust optimal control policy.

2 Problem Formulation

Consider the robust optimal control problem for the follow-
ing linear uncertain systems:

X1 = Axg + Buyg +wy (D

where x;, € R™ is the system state, u; € R™ is the control
input, and wy € R™ is the unknown disturbance. The objec-
tive function is J = Zf’:_ol I (Xp41,u;), where I (x;11,u;) is a
linear function in x,41 and u,. In our design, it is assumed
that system state x; cannot be accurately measured, and its
measurement is denoted as X;. The measurement error is
defined as ¢j := x; — £;. In addition, we assume that the un-
certain disturbance wy, is not measurable, and its estimation
is computed as Wy := X —AXy — Buy.

* The work was supported by the Brains4Buildings project under the
Dutch grant programme for Mission-Driven Research, Development and
Innovation (MOOI).

Under the restriction that the system state and input con-
straints and the adjustable uncertainty sets of the measure-
ment error & and the additive disturbance % are polyhe-
dra, we investigated two types of control laws: affine state
feedback control policy u*f and affine disturbance feedback
control policy uf, which are defined as

t

w' = Y Laft+g,t=0 N—1 2)
k=0
t—1

u = Y Mywtv,t=0,-- N-1 (3
k=0

where L, € R"*™ ¢, € R™, M, € R"*™ and v, € R™
are design parameters to be determined. Our design objec-
tive is to compute the optimal shape/size of the admissible
uncertainty sets & and # while determining the correspond-
ing optimal control policy so that the system constraints are
satisfied for all admissible uncertainties ¢, € & and w, € 7.

3 Contribution

The contributions of our work are summarized as follows:

* Firstly, it is proved that the state feedback control pol-
icy (2) and the disturbance feedback control policy
(3) are equivalent. Put differently, the feasible set of
initial states for both two control policies are identi-
cal. Also, given a feasible state feedback policy u*f,
an equivalent feasible disturbance feedback policy u‘
exists to give the same state and input sequences.

¢ Secondly, a bilinear optimization problem is formu-
lated based on the duality of linear optimization to
compute the optimal size/shape of the adjustable un-
certain sets % and & while simultaneously computing
the corresponding robust optimal control law ',

* Finally, the proposed design is illustrated in a case
study of building temperature control to validate its
effectiveness.

Please refer to [1] for the details of our proposed design.
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1 Introduction

Dealing with uncertainty is one of the major challenges in
control of dynamical systems. Various techniques, ranging
from robust to stochastic control, have been proposed to take
into account the uncertainty in the controller design. For ex-
ample, stochastic model predictive control (SMPC) consid-
ers constraints that have to be satisfied with a desired level
of probability (also known as chance constraints). However,
SMPC problems are usually challenging to solve analyti-
cally, as they require the computation of multivariate inte-
grals over the distribution of the uncertain parameter.

Randomized algorithms, such as the scenario approach [1],
have received a lot of attention, as they allow to solve
stochastic programs in an efficient manner. In the next sec-
tions, we highlight the main results for the scenario ap-
proach, and discuss its implementation in control algorithms
for piecewise affine (PWA) systems, considered as they are
the simplest extension of linear models that allows to cap-
ture nonlinearities in the system dynamics. Including uncer-
tainty in PWA models is however challenging, so we present
some open problems in SMPC for PWA systems.

2 The scenario approach

The scenario approach is a randomized method to solve
stochastic programs. By drawing a number N of samples of
the uncertain parameter, a chance constraint is replaced by
a set of N deterministic constraints, leading to a determinis-
tic scenario program. In [1], a lower bound on the number
of samples is provided, so that a feasible solution for the
scenario program is also feasible for the original problem
with high probability, independently of the actual distribu-
tion of the uncertain parameter. Furthermore, although the
original results in [1] are valid for convex constraints only,
some recent works have extended the validity of the method
to non-convex programs as well.

3 Scenario-based control of piecewise affine systems

A chance-constrained optimal control problem can be com-
putationally intractable as soon as the uncertainties follow
a non-Gaussian distribution, or nonlinearities occur in the
dynamics. This is the case for PWA systems as well. An op-
timal control problem for a PWA system is in general non-
convex, and the computational complexity can rapidly grow
as the prediction horizon, state and input dimension grow.

46

When the system is affected by uncertainty, analytical so-
lutions to the stochastic control problem are in general not
possible due to the nonlinear nature of the system dynam-
ics. Randomized algorithms represent an appealing tool to
provide tractable solutions to SMPC of PWA systems, lever-
aging in particular some recent results on the scenario ap-
proach for stochastic non-convex programs [2].

4 Open issues and research directions

The ultimate goal of our research is the derivation of an ef-
ficient scenario-based stochastic control algorithm for PWA
systems capable of handling various sources of uncertainties
in an efficient manner.

Some of the main challenges are the following. First of all,
the scenario-based control algorithm must provide guaran-
tees for chance constraint satisfaction, despite the presence
of non-convex constraints originating from the hybrid nature
of the system. The second aspect is that the computational
burden of the scenario program should still be suited for on-
line optimization, and the solution should not be overly con-
servative. For this, some inherent properties of PWA sys-
tems might play an important role to derive the least conser-
vative bound on the number of samples required to obtain
chance constraint satisfaction. Third, we may consider to
trade off mathematical guarantees in favor of saving com-
putational resources, in case the resulting scenario-based
SMPC problem is not amenable for online optimization. To
tackle this point, we plan to leverage clustering algorithms,
scenario reduction techniques, or importance sampling algo-
rithms, to define sets of representative scenarios with a lower
sample complexity than the original scenario program.
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1 Motivation

Climate change and recent geopolitical implications in-
crease the awareness of residential thermal energy con-
sumption, thereby boosting the interest in optimizing
heating, ventilation, and air conditioning (HVAC) sys-
tems that provide heating in residential buildings

2 Building Thermal Dynamics

The thermal dynamics of a building can be modeled
with the electrical analogy of a resistance-capacitance
circuit, with heat flow instead of the flow of charge [1].
To this end, consider a building with multiple zones ¢ =
1,...,n as shown in Figure 1. The zones are divided into
two groups. The first group consists of zones equipped
with a (variable air volume (VAV) box. The second
group is other spaces, like walls, windows, empty rooms,
and furniture. The overall heat flow balance for both
groups can, respectively, be described by

- Ta - 111 11] — Ti S
C,T; = 7 + jgj\:/v R +a;(T7 = T;))m; + q;

and
Ta - ﬂ

R;

+ TjRiT
JEN; *J

where T is the temperature of zone ¢, T} the temper-
ature of adjacent zones, R; and R;; are the resistances
between the ambiance and zone ¢ and between zone 1
and j, respectively, T is the temperature of the sup-
plied heat, a; is specific heat of the supplied air, m; is
the mass flow rate, and ¢; is the heat gain from external
factors like humans. The collective dynamics results in
a bilinear model that severely complicates the design of
computationally tractable controllers. To address this
issue, we replace the terms a;(T7 — T;)m; with linear
terms a; (T} — ’f’l)mz where T} is the initial condition
for the temperature of zone 7. The dynamics of the
approximated system in matrix form is then

CT = RT,1 — (R+ L)T + BG(T)m + Bq, (1)

where T', ¢ and m are collections of T;, ¢;, and m;,
respectively.

3 Optimization Problem

The optimization problem to be solved includes thermal
comfort of occupants ||T —7||? and energy minimizatibn

A
| Cidln] T4 |
fo __'q_i__
4
T,

Figure 1: Basic topology of a building

fm), e,
min [T =7l + f(m),

subject to the steady state of the building’s thermal dy-
namics 1, where r is the temperature setpoint which is a
random variable coming from a probability distribution
approximated by data from end users [2].

4 Methodology and Outlook

Currently, we are exploring two techniques to solve the
optimization problem with stability guarantees. One
of the possible solutions is using a model predictive
control framework and exploiting the turnpike property
due to the strict dissipativity of the thermal dynamics.
Another solution includes formulating the problem as
a port-Hamiltonian system (or Brayton Moser system)
and using equilibrium-independent passivity properties
to establish the desired results.

As a future prospect, we also plan to incorporate the
human model described by human values and behaviors
toward the consumption of energy in the system from
an environmental psychology point of view.
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1 Introduction

Dynamic programming has been applied to a wide variety
of problems in several areas. However, the curse of dimen-
sionality limits the applicability of this idea. One of the ap-
proximate methods that have been proposed is relaxed dy-
namic programming (RDP) [1], which relaxes the demand
for optimality in order to reduce the complexity. It provides
a method to approximate the optimal value function with a
guarantee that the resulting (suboptimal) solution is within a
prespecified factor from the optimal one. Such a suboptimal
policy results from a parameterized approximate cost-to-go,

(D

and the complexity of this cost-to-go determines the com-
plexity of the policy. Typically the more stringent the factor
from the optimal cost is, the larger the complexity. How-
ever, RDP does not give any theoretical guarantees on the
complexity, which might grow unbounded. To tackle this is-
sue, we propose to rather find the best constant factor away
from optimality for an a priori complexity bound. We show
that for a large class of problems where the cost-to-go is the
minimum of a set of quadratic functions, this factor can be
found by solving LMIs. Through a numerical method we
show the effectiveness of our policy.

Vix) = min p(v).

2 Proposed approach

Different forms of p(x) are considered for several types
of applications: (i) switched linear systems with quadratic
costs [1], (ii) linear time-invariant (LTI) systems with piece-
wise linear costs [1], (iii) partially observable Markov deci-
sion processes (POMDPs) with finite state, control and ob-
servation spaces with piecewise linear costs [1], (iv) opti-
mal joint maximum a posteriori probability (JMAP) estima-
tion of the state and mode of a Markov jump linear system
(MIJLS) with quadratic costs [2] and (v) linear quadratic con-
trol problems with discretized input. These value functions
can all be written in one general form:

Ve(x)= min x Px+q x+r

(Pg.r)e Tk

2

for which the complexity can be decreased by constructing
a pruned version Jk" of the set of tuples J;.

This research is part of the research program SYNERGIA (project
number 17626), which is partly financed by the Dutch Research Council
(NWO).
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We can initialize Jk” as an empty set, or with the mem-
bers of J; for which V (x) achieves the minimum value for
a selected set of points x; € X. Then, for original RDP,
if (P, g%, r ) xx* € i x X | X TP ¢ Tx +ri+e<
Min(py e 7r X Px*+q x* +r with a predefined £ > 0, add
(P,q,r) = argmin(pg e 7, x*TPx*+q"x* +rto J! and re-
peat this step. If not, the pruning procedure is completed.
As a result, the costs are guaranteed to be within € of the
optimal value. Because in general the costs can be negative,
€ is additive, similar to [3], instead of multiplicative [1], but
both cases can be covered in the notation explained below.

Instead of predefining € as an optimality guarantee, we only
add a predefined number of tuples (P, g, r) to the pruned set
Jk” to have a complexity guarantee. Various methods can be
applied to efficiently select this limited amount of elements.
A sufficient condition to add a new tuple (P*,4*,r*) € Jj to
J? would for original RDP be if 3x* € X for which

TR +qle) ¥ 4 r(e) < 3 ai (v TP+l 1)
i=1

3)
withn=|J/[,0<o; <1Vie{l,...,n}and ¥}, o = 1.
P(e) = P*, q(e) = ¢" and r(g) = r* + € for the additive fac-
tor and P(g) = €P*, q(€) = €¢* and r(g) = er* for the mul-
tiplicative factor. The condition for when the tuple would
not be added can hence be written as an LMI (details are
omitted here). The minimum value of € for which all other
tuples would not be added to the pruned set according to this
LMI, provides a (conservative) indication for how far from
optimal the solution will at most be.
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1 Introduction

Accurate and robust trajectory predictions of road users
(RUs) are needed to enable safe automated driving. To do
this, heavily processed datasets are used to develop machine
learning models that leverage as much information as possi-
ble about the environment (e.g. surrounding RUs and road
infrastructure [2]). The original dataset used during training
is later modified synthetically introducing new or faulty data
to evaluate the robustness of the prediction models.

2 Perturbations for Trajectory Prediction Robustness

Perturbations introduce synthetic variations to the dataset to
simulate unrecorded situations or lower data reliability in
order to evaluate and increase robustness of prediction mod-
els. For instance, [1] shows how the removal of irrelevant
RUs (e.g. parked vehicles) impacts predictive accuracy. In-
creasing robustness towards perturbations is often addressed
introducing similar perturbations to the data used for train-
ing the models [1]. However, if the perturbations applied to
the dataset are not representative of what one will encounter
in reality, the models can present erratic behavior (Fig. 1).

3 Methodology & Experiments

To identify the potential performance degradation of predic-
tion models when deployed in a real vehicle, two common
baselines (Constant Velocity and LSTM) [2] and two state-
of-the-art models (MotionCNN [3] and MultiPath++ [4]) are
compared under harsh, yet possible perturbations. Such per-
turbations are illustrated in Fig. 1 and are unavailability of
road information, late detections, and highly noisy heading
angle measurements, which could be given by faulty sensors
or adverse weather conditions [5]. Additionally, the effec-
tiveness of introducing similar perturbations during model
development is investigated.

4 Results & Future Work

Results show that harsh perturbations significantly degrade
performance, with errors increasing up to +1444.8% in
common trajectory prediction evaluation metrics. Introduc-
ing perturbations during training mitigates this performance
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(b) Missing road

Predictions
Future
Past

(c) Late detection (d) Noisy heading

Figure 1: Example of vehicle predictions at an intersection using
original (clean) data and perturbed (noisy) data.

degradation, with error increases of up to +87.5%. We ar-
gue that despite being an effective mitigation strategy, per-
turbations during training do not guarantee robustness, since
identification of all possible on-road complications is un-
feasible. Furthermore, severe data degradation (e.g. road
information removal) frequently leads to more accurate pre-
dictions, suggesting that the models are unable to learn the
true relationships between the different elements in the data.
Future work will focus on further analysis of these cases.

Acknowledgement: This work was supported by the
SAFE-UP project under EU’s Horizon 2020 research and
innovation programme, grant agreement 861570.
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1 Introduction

This work focuses on the problem of visual target naviga-
tion, which serves as a key functionality for autonomous
robots as it is the foundation of high-level tasks. To find a
specific predefined object in unknown environments, classi-
cal and learning-based approaches are fundamental compo-
nents of navigation that have been investigated thoroughly in
the past. However, due to the difficulty in the representation
of complicated scenes and prior and accumulated knowl-
edge, previous methods are still not adequate, especially for
large unknown scenes. To address this deficiency, we pro-
pose a novel framework for visual target navigation using
the Large Language Model (LLM). In this proposed frame-
work, visual observation is used to construct the real-time
semantic map and extract the frontiers. Based on the fron-
tiers and target object, the most relevant frontier is selected
by the prediction of LLM as a long-term goal to explore
the environment efficiently. We evaluate our framework on
the simulation platform Habitat [1] and in real world set-
tings. In sharp contrast to many other map-based methods,
our framework selects the long-term goal from the score of
LLM, which is a strong prior knowledge for the exploration.

2 Method

In the visual target navigation task, the agent should navi-
gate to find an object as the appointed category in a scene.
The overall framework is shown in Figure 1.

Environment

at "
Local Policy

Language
Semantic
Priors /
Exploration

comparison

Figure 1: The overall architecture of the target navigation
framework. This framework uses as input the RGB-D im-
ages to generate the semantic and frontier maps, and selects
the long-term goal via the score of LLM. After getting the
long-term goal, the local policy then guides the final action
for the robot.

frontiers

Senantic Map

frontier " ong-term

Plant
goal
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2.1 Map Representation

Given the sensory input, the semantic map is built based on
RGBD images and the position of the agent. We denote the
semantic map by a K X M x M matrix, where M x M de-
notes the map size, and K = C, + 2 is the number of chan-
nels. C, is the number of semantic categories, and the first
two channels represent the obstacle and explored map. For
the frontier map, the explored edge is extracted by finding
maximum contours from the explored map, and the frontier
map can be represented by the differences between explored
and obstacle maps.

Figure 2: The query string contains the observation of the
frontier is embedded by a pre-trained language model. Then,
a fine-tuned neural network determines a distribution over
the target object labels given that embedding.

The process of the selection of the frontier using LLM is
shown in Figure 2. After obtaining the current semantic and
frontier map at each step, we collect all the semantic cate-
gories around each frontier area and fill the labels into the
query strings separately. Each string is then fed into a lan-
guage model to produce a summary enbedding vector. Fi-
nally, all the embeddings are fed into a fine-tuned neural net-
work head, which produces an (F;, X C,)-dimensional matrix
of prediction logits corresponding to the object labels, with
the inferred frontier area being the one corresponding to the
maximum value of the output in the target object column.
The centroid of the inferred frontier area can be extracted as
the long-term goal. The path planning method is then used
to guide the robot to explore around the long-term goal.

References

[1] M. Savva, A. Kadian, O. Maksymets, Y. Zhao, E. Wi-
jmans, B. Jain, J. Straub, J. Liu, V. Koltun, J. Malik,
D. Parikh, and D. Batra, “Habitat: A Platform for Embodied
Al Research,” in 2019 IEEE/CVF International Conference
on Computer Vision (ICCV), vol. 2019-Octob, pp. 9338—
9346, IEEE, oct 2019.



4274 Benelux Meeting on Systems and Control

Book of Abstracts

Path Tracking Controller for Reverse Driving Articulated Vehicle

Viral Gosar
v.v.gosar @tue.nl

1 Abstract

The most challenging part of the parking/docking of ar-
ticulated vehicles at distribution centers is reverse driving
due to the unstable dynamics of the trailer. This paper
presents a cascade feedback-feedforward approach for the
path-tracking of tractor semi-trailers while reversing. The
controller developed is validated with a simulation model
and scaled vehicle experiments.

2 Model and Controller Objective

The tractor semi-trailer under consideration is modeled as a
function of traveled distance along the path (s;) :

x/(st) = f(x(s:),u(s;)) (D

With states x(s;) = (Y(s;) ye(s:) We(s;))" and using for 7.
The error dynamics in Figure 1 (y, and y,) are defined us-
ing coordinate transformation, similar to [1]. Considering a
feasible reference path is provided by the path planner.

X (sr) = f(xe(se),ulse)) 2

The objective of the path-following controller is to control
the tractor semi-trailer states such that the reference path is
executed with zero tracking error:

3)

Jim [, (s (51) —x(s:)] =0

In this work, The objective of the path-following controller
is to ensure that the semi-trailer follows the reference path
while reversing and achieving zero tracking error. The con-
trol input along with a complimentary feedforward 8y ac-
tion thus reads:

u(se) = Kyy(s:) + Kyye(s:) + Ky We(se) + 87 (K (s0)) ()

3 Preliminary Results

The path-tracking controller has been implemented on 1:13
scaled tractor semi-trailers, see Figure 2. The closed-loop
response of the tractor-semitrailer tracking a straight line
reference while driving in reverse with an initial lateral off-
set of 0.25m, in both simulation and scaled environment is
shown in Figure 3
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1 Introduction

In the field of autonomous driving, fully autonomous park-
ing is one of the most important features that has received a
lot of attention recently from both industry and academics.
Parking space detection, path planning, and path tracking
are the three basic steps that fully automated parking (FAP)
entails. Among them, accurate parking space detection
is a crucial task, as it determines the effectiveness of au-
tonomous parking path planning and tracking efforts.

Parking space detection can be categorized into free-space-
based approaches and vision-based approaches, depend-
ing on the on-board sensors. A free-space-based approach
makes use of range-finding sensors to identify an available
vacant space between vehicles. As a result, it cannot be
used in an open area or parking lot where there are no other
vehicles around. A vision-based approach locates parking
slot markings from wide field-of-view image sensors. The
performance of vision-based approaches is more accurate in
most cases and is independent of nearby vehicles [1].

An autonomous truck-trailer parking maneuvering approach
based on model predictive control was proposed [2], as well
as a linear stabilizing feedback controller for path tracking.
With an external positioning system and in a known park-
ing space setting, this work demonstrates convincing ex-
perimental outcomes for autonomous parking. To achieve
fully autonomous parking, it is necessary to develop on-
board localization and parking space detection methods for
the truck-trailer Autonomous Mobile Robot (AMR).

2 Vision-based localization and parking space detection

Using on-board image sensors, the truck-trailer AMR in
this work locates itself and recognizes parking space online.
This results in fully autonomous parking after combining
with parking maneuvering and tracking methods in [2].

2.1 Hardware and software

The truck-trailer AMR is the in-house developed test setup
driven by a KELO-wheel. Two RealSense T265 Tracking
Cameras—one in the front of the truck and the other at
the back of the trailer—provide image and visual-odometry
sensing data. An angle encoder is attached to the hitching
point of the truck for measuring the angle between the truck
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Figure 1: Truck-trailer AMR for lab experiments.

and the trailer. Vision-based localization and parking space
detection algorithms are executed on a Jetson TX2 with a
Robot Operating System (ROS) framework. Two projectors
installed on the ceiling render the parking space environ-
ment on the lab floor.

2.2 Localization and parking space detection

After converting the original images to Bird’s Eye View
(BEV) images, parking spaces are detected in a fashion of
semantic segmentation, i.e., the pixels representing the park-
ing spaces are segmented from BEV images first, a set of
lines that can denote parking space markings are extracted
from segmented pixels, and finally, the coordinates of park-
ing space are inferred from extracted line sets.

To localize the truck-trailer AMR itself, the average of the
visual-odometry data are calculated. After combining lo-
calization and parking space detection results at each times-
tamp, a map of the parking space can be built.
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1 Introduction
Although reinforcement learning (RL) algorithms have
achieved impressive results in games (e.g., Go and Atari
games), they are rarely applied to real-world systems like au-
tonomous driving. The main reason is that typical RL algo-
rithms maximize the cumulative reward by continuous trial
and error, and do not consider the satisfaction of constraints,
especially safety constraints, during the exploration process.
It is still an open problem to rigorously guarantee constraint
satisfaction throughout training for RL algorithms. This pa-
per will leverage popular tools in control theory, including
control barrier function (CBF) and model predictive control
(MPC), to design a regulation module to make sure RL al-
gorithms explore only in the safe space/set. The proposed
method will be applied to the obstacle avoidance task for au-
tonomous vehicles based on several RL baseline algorithms.

2 Problem description

Typical autonomous vehicles can be formulated as the sim-
plified bicycle model based on the no-slip assumption,

Dy =vcos(0)

Py =vsin(0)

6 = '1an(s) M
v =a

where (py,py) and v denote the 2-dimension position and
linear velocity of the rear wheel of the vehicle, 6 and !/
denote the direction and the length of the vehicle. & and
a denote steering angle and acceleration. This model can
be written in the form of a nonlinear control affine system
x = f(x) +g(x)u, where x = [py, py,0,v] and u = [a,tan(J)).
We assume an accurate model and state estimate are available
in this work. In addition, robots should stay in collision-free
space x; € Xy constrained by obstacles under input limits
u; € U. Therefore, the notion of safety is formalized based
on the concept of set invariance such that hard constraints can
be always satisfied.

Definition 1 (Invariance & Safty) A set S is forward invari-
ant if for every xo € S, it holds x, € S for all t € I(xy). The
system is safe with respect to the set S if the set S is forward
invariant.

The definition implies that a system remains safe under a par-
ticular control policy only if all solutions that begin in the
safe set remain in the safe set. It is significant to have the
set invariance property when RL algorithms are applied on
safety-critical systems. Since RL algorithms generate actions
(inputs) ugy randomly to collect more data. To avoid catas-
trophic exploring, a safety regulator is designed to enable RL
policy to explore only in the safe set.
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3 Approaches

To regulate actions generated by RL algorithms in the safe
invariant set, two promising tools can be utilized, which are
control barrier function (CBF) [1] and predictive safety filter
(PSF) [2]. The effectiveness of the two methods to regulate
RL algorithms will be demonstrated in the case study of au-
tonomous vehicles in cluttered environments.

3.1 Control Barrier Function

Definition 2 Let C C D C R” be the super level set of a con-
tinuously differentiable function h: D — R. Then h is a con-
trol barrier function if there exists an extended class K, func-
tion o such that for the nonlinear control affine system:

sup [Lyh(x) + Loh(x)u] > —a(h(x)).

forall x € D.

CBF can directly generate an admissible input set S, which
can empower set invariance property. Therefore, a regulator
based on CBF can be formulated as

minuo ||Lt() — uRLH
st. up € Scbfa 2)
upeU.

3.2 Predictive Safety Filter

Unlike CBF, PSF utilizes the superiority of model predictive
control on dealing with constraints to implicitly define a safe
set, whose formulation is based on the discretization of the
system (1)

[l — uge|

Vk € I[(LN*I] :
X1 = f (o, g
Xi € X free

u, €U,

xy €S

miny, ,,
s.t.

3

The main challenge in designing PSF is the construction of
the terminal set S which certifies the set invariance.
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1 Introduction

For marine crafts, tasks such as station-keeping, path- or
trajectory-tracking under weather disturbances depends on
the ability to produce the appropriate forces and torques
through the available set of actuators. A classical control
architecture for surface vessels is usually composed of i) a
top-level part computing the forces and moments needed to
meet the control requirements and ii) a low-level part which
handles the actuator dynamics. The link between these 2
components is the control allocation (CA) which translates
the forces and moments vector T into actuators inputs u.
Sometimes, the allocation can be incorporated within the
high-level control. Having the control allocation done sep-
arately enables modular design in the control scheme since
all actuator’s constraints can be efficiently handled within
the CA.

5 V.
Control U | Marine &l
allocation craft

Control
law

Y

\4

Figure 1: Typical control architecture for a marine craft [1]

In the case of an overactuated system, the allocation be-
comes an optimization problem depending on the designer
objectives, such as fuel consumption or wear-and-tear under
the actuators constraints [2]. Overactuation occurs for a sur-
face vessel (SV) with 2 azimuth thrusters - thruster units that
can be rotated by an angle 6 about the z axis and produce a
thrust 7 in a given direction.

2 Problem statement

A marine craft with 2 azimuth thrusters located at
pi = [lx,,-lw-]T in a classical 3DOF surge-sway-yaw model
is considered. The approach chosen here is tackling the
control allocation problem (CAP) at its core by considering
it in its initial form with no saturation and angle rate
constraints on the thrusters. The mapping between each
single actuator’s thrust and angles and 7 is T = M(p;)F
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Figure 2: Representation of the SV with 2 orientable thrusters

where F = [Fxl-,Fyi]T is the vector of the forces produced
by the i-th actuator on the xy axes and M is the mapping
matrix between the generalised forces and these forces to
be produced.

In this form, the CAP is a unconstrained least-squares prob-
lem whose solution is given by the Moore-Penrose pseu-
doinverse. Unfortunately, this solution is discontinuous in
the angles 6; and cannot be applied as it in practice due to
the actuator dynamics. The aim of the research is to come up
with a solver-free and systematic way to build a sub-optimal
solution that ensures the continuity of the solution.
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1 Introduction

Automated Vehicles (AVs) may help reduce the number of
traffic deaths (the 8 cause of death annually worldwide)
and accelerate adoption of sustainable transportation, via
e.g, Mobility as a Service. However, to allow AV adop-
tion, they need to first be safe. Research in [1] shows that
the dominant reason for supervised AV test disengagement
is the occurrence of a Functional Insufficiency (FI). FIs en-
compass deviating function behaviour (possibly in absence
of faults), that leads in turn to unsafe vehicle behaviour in
relevant circumstances, e.g, failing to slow down. To in-
crease safe behaviour without reducing Automated Driv-
ing System (ADS) availability, the Safety Shell was devel-
oped [2]. The Safety Shell uses multiple heterogeneous
channels, as shown in Fig. 1 to cross-compare the world
model (WM) and motion planning (MP) results of each
channel (Ch.), to obtain a risk estimation for each channel’s
plan. This is used to feed an Arbiter algorithm that weighs
safety, availability and preference to select the channel used
for driving. Though [2] showed promise in controlled sim-

Risk + availability o Arbiter
computation

e

\

3" Risk + availability \

" computation ® 4

| Risk + availability N
computation

Figure 1: The basic architecture layout of the Safety Shell for a
3-channel system, adapted from [2]

—
Channel
selection

ulation environments, it remains an open question whether
the Safety Shell architecture is an effective solution when
applied to more complex traffic situations with e.g, noisy
sensor models and unpredictable occurrences of Fls. In ad-
dition, one of the key questions regarding the benefit of het-
erogeneity is whether heterogeneous channels will not make
the same mistakes at the same time in more realistic circum-
stances, robbing the Safety Shell from its benefits. There-
fore, in this paper we set out to test the Safety Shell algo-
rithm in more realistic simulation environments.

2 Method
The open source CARLA simulator was selected to gener-
ate realistic simulations. The choice for CARLA was based,

among other reasons, on its active competition with open
source ADS channel submissions. Of those open source
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ADS channels, [3,4] were used as channels in the Safety
Shell architecture, next to [5]. Through an AD testbed de-
veloped by NXP, we were able to integrate these channels,
as shown in Fig 2. A proof-of-concept route in a CARLA
environment is tested, both with the Safety Shell and with
single-channel control (by fixing the channel selector in Fig.
2). AV behaviour performance is evaluated with respect to
travel time on a fixed route (lower is better), collisions and
red light violations.

‘ Selector

Control action Channel selection

Carla Simulator Channel 1 IT Safety Shell

* Cross comparison
* Risk computation
* Channel selection

eg.
Vehicle model
Sensor models

Channel 2

Channel 3

Channel data

Sensor data

Figure 2: Schematic diagram of the used system.

3 Preliminary results

Independently, two channels [4,5] complete the 1 km urban
test route quickly, but cause collisions. Two channels vi-
olate red light rules (1x [3] and 8x [5]). The three-channel
equipped Safety Shell completes the route without collisions
or red light violations 15% faster than the safest individual
channel [3]. Though preliminary, these results vindicate the
potential benefit of the Safety Shell concept.
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1 Introduction

Micro Air Vehicles (MAVs), with higher agility and a lighter
design, hold a lot of potential for real-world operations such
as surveillance, exploration, and indoor detection. MAV
swarms can further compensate for the limited power and
mobility of a single MAV. Successful operation of MAV
swarms requires an accurate relative localization scheme
that provides position feedback among agents for perform-
ing higher-level tasks collaboratively.

Infrastructure-free relative localization schemes using only
onboard sensors are favorable due to their simple setup and
low cost. Ultra-wideband (UWB) has recently drawn a lot
of attention in aerial robot localization tasks [1] owing to its
superior communication capabilities and accurate distance
measurements. Therefore, equipping MAVs with UWB is a
lightweight and economic solution for the relative localiza-
tion purpose in swarming. However, in indoor cluttered en-
vironments, the UWB noise is heavy-tailed due to non-line-
of-sight and multi-pathing effects, which degrade the local-
ization performance. The kernel-induced Kalman filter [2]
has demonstrated its effectiveness in handling heavy-tailed
noise, thus applying it to solve the state estimation problem
in relative localization using UWB has great potential.

2 Problem formulation

An agent i in the swarm is required to estimate the rela-
tive position p;j = [x;j,ij»zij] | of its neighboring agent j
in the body-centered horizontal frame of agent i using the
inter-distance y;; measured by UWB two-way ranging and
the velocities v; (v;) in the body-centered horizontal frame
of agent 7 (j). In addition, the relative heading y;; is also
included to characterize the coordinate transformation be-
tween different body frames. The system governing the rel-
ative motion is

Vi — i

Xi; = A
Yo [ R(W) VS = Vi — ViSpij

s Yij = Ipijll2 + v,

where the state is X;j = [W;;,p;;] ", the inputs are the head-
ing rate ; (;) and velocity v;(v;) which are all perturbed
by additive Gaussian noise, and the output is y;; which is
affected by the heavy-tailed UWB noise v. The matrices
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Figure 1: Peer-to-peer relative localization of MAVs in indoor
cluttered environments using UWB ranging

R(y;;) and S are given as

cos(yij) —sin(y;;) 0 0 -1 0
R(y;j) = |sin(y;j) cos(y;;) 0|, 8= |1 0 O0f.
0 0 1 0O 0 O

Note that the system is nonlinear. Now the main goal is to
design a computationally efficient nonlinear filtering algo-
rithm that can run online and provide accurate state estima-
tion in the presence of heavy-tailed measurement noise.

3 Open issues

The kernel-induced Kalman filter [2] modifies the basic
Kalman filter by introducing a kernel-induced error to re-
place the mean squared error used in the Kalman filter.
The resulting algorithm requires an inner-loop fixed-point
iteration to compute the posterior estimate. Monte Carlo
simulations have shown that the Versoria kernel-based ex-
tended Kalman filter (EKF) provides more accurate localiza-
tion than the standard EKF in various flight conditions. The
next topics for future research are parametric kernel design
and online adaptive kernel tuning which aim to deal with
continuous changes in the environment. Besides, to reduce
the computational complexity, an event-triggered mecha-
nism can be leveraged as the posterior state update is only
necessary when the estimates significantly deviates from the
erroneous measurements.
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1 Introduction

Being able to utilize intentional impacts in robotic manipu-
lation can allow for faster execution of tasks where humans
currently excel in terms of speed, such as depalletizing. In
this work, we propose and experimentally validate a novel
control framework for dual-arm robotic manipulation of ob-
jects under nominally simultaneous impacts. This frame-
work is built on earlier works on reference spreading, intro-
duced in [1] and extended in [2] and references therein.

2 Approach

In this work, we consider time-based tracking control of
both robot arms using position and velocity feedback, as
well as a feedforward wrench. Both the velocity reference
and the desired wrenches experience jumps at the nominal
impact time, which is inevitably different from the actual
impact time. To avoid peaks in the input signals as a result
of a mismatch in impact times, the velocity reference and de-
sired wrench are extended around the nominal impact time
to create a separate ante- and post-impact reference, which
overlap around the nominal impact time. This is used to
control the setup through three distinct control phases. First
is an ante-impact phase, using the extended ante-impact ref-
erence. This is followed by an interim phase, which initially
disables velocity feedback and takes a convex combination
of the ante- and post-impact desired wrench. Finally, a
post-impact phase is entered, which uses the extended post-
impact reference. By switching from the ante-impact phase
to the interim phase based on impact detection, and by ini-
tially disabling velocity feedback in the interim phase, input
peaks resulting from a mismatch in real and nominal impact
times or unexpected separated impacts are avoided.

3 Experimental results

Validation is performed using a setup consisting of two
Franka Emika Research 3 robots with flat silicone end ef-
fectors, as is shown in Figure 1. In Figure 2, the velocity
signal and input force can be seen for one of the robots under
naive tracking without reference spreading, under reference
spreading control without entering an interim mode, and on
the proposed approach, reference spreading with an interim
mode. The results show that around the impact time, when
the velocity vy jumps, the proposed approach only shows a
minor jump in input force f, compared to the other two base-
line approaches, showing the effect of our control strategy.

o7

Figure 1: Depiction of the dual-arm setup, image taken from [3].
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Figure 2: Normal velocity and input force of one of the robots
during experiments with different control strategies
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1 Introduction

In order to perform daily-living tasks, humans need to con-
stantly interact with articulated objects (i.e. objects com-
posed of a set of bodies connected by joints) such as doors,
drawers, laptops, jars, etc. Performing these tasks is espe-
cially difficult for users with motor impairments. Assistive
robotic solutions often rely on teleoperation joysticks that
allows users to control 2 DoF or 3 DoF at a time. Neverthe-
less, these solutions are known to require a lot of effort from
the users, especially during tasks that involve the interac-
tion with articulated objects. Thus, in this work, we present
a shared control method for interacting with articulated ob-
jects, targeted for people with motor impairments.

2 Methodology

In this work we adopt ideas of the rask frame formalism
[1] in order to propose a shared control method that can
assist users during teleoperation of articulated objects with
unknown geometric properties, by means of a 6 DoF joy-
stick. Our method leverages an online (discrete) classifier to
determine the type of articulated object and an online (con-
tinuous) interactive perception algorithm to estimate the po-
sition and the orientation of the corresponding joint. A task
frame is then selected so that it is attached to the moving
body, its origin is located at the estimated position, and one
of its axes is aligned with the joint axis. The proposed shared
control method then keeps the resulting velocity in this joint
axis and downscales the rest. Initially no downscaling (i.e.
no assistance) is applied, and while gathering additional in-
formation gradually more downscaling is applied to achieve
seamless assistance. In this way we attempt to reduce the
cognitive load and improve the performance of people while
interacting with such objects during daily-living tasks.

This work fits within a constraint-based reconfigurable and
adaptable framework for assistive robotics that we intro-
duced in [2]. Thus, additional assistive strategies to the ones
described in this text can be also be added.

3 Results

We performed two preliminary experiments where we com-
pared the execution without assistance and with assistance.
In both cases one inexperienced user interacted with the lid
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Figure 1: Preliminary experiments with a box as the articulated
object (a) without assistance and (b) with assistance.

of a light-weight cardboard box (not fixed to the table) and
the force/velocity commands were executed by means of a
velocity-resolved admittance controller that uses force and
torque measurements.

The comparison showed two performance improvements: i)
a higher interaction velocity could be obtained by the user,
and ii) the box did not move with respect to the table as it
was intended. Fig. 1 shows two overlapping snapshots for
each of the experiments. It can be observed that without the
assistance the box was constantly dragged around the table
as a result of non-accurate motions performed by the user.
We plan to perform more rigorous experiments with objects
with prismatic and revolute joints as future work.
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1 Abstract

Adaptive grip is an important part of robotic grippers to al-
low for the successful manipulation of irregularly shaped
objects with (possibly unknown) material properties. Cur-
rently, external microprocessors with neural networks (NNs)
can be used to train and optimize gripping behavior to com-
plete tasks. However, these systems use standard CMOS-
architectures, which are both time- and energy-inefficient
for the training and operation of NNs. This results in a re-
quirement of sufficient computational power and an external
power source for basic operation and subsequently online
training would be impossible on such a system.

Neuromorphic engineering is a developing field focussing
on the development of systems mimicking biological neu-
ral systems such as brains and nerves [1, 2]. To reduce the
computational and power load on the system to allow for
local training on mobile systems, organic electrochemical
transistors (OECTs) can be used to develop neuromorphic
systems. OECT technology has not matured as much as
standard CMOS-based systems, however, these systems are
both time- and energy-efficient for use with NNs due to their
internal memory and their application in analog calculation,
allowing them to be used as nodes in neural network lay-
ers with analog matrix calculation. We aim to leverage this
technology into developing ‘reflex modules’ that allow for
reflexive responses to properties of held objects. These re-
flex modules can be trained locally to respond to individual
stimuli, and a decision structure can assess the individual
responses and map them to a change in the reference. The
proposed control architecture can be viewed in Figure 1.

Considering that OECTs as a technology has not matured as
much as the more developed field of CMOS-based architec-
tures, we also aim to decrease the required computational
complexity needed to control the system. We can achieve
this by combining rigid and soft structures into the design
of a robotic gripper finger. This semi-soft approach uses
several soft actuators that share a pressure channel, if a pha-
lange of the finger is blocked the rest of the finger can still
form around the object. Additionally, if the tip of the finger
is loaded, a pinch grip can be performed instead. Neither
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Figure 1: Control architecture with reflex modules that assess
measurement data and map a response to a change in
the reference signal.

Figure 2: Semi-soft adaptive gripper with rigid links and soft
pneumatic actuation.

grips requires a special control task, as the compliant design
automatically adjusts its strategy. The premise behind this
functionality can be seen in Figure 2. The rigid structures
aid in fixing the out-of-plane DOF, improving gripping sta-
bility.
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1 Introduction

This paper studies the formation motion problem with non-
holonomic constraints. We propose a gradient-based dis-
tributed formation control law for unicycle agents. In
our control approach, without orientation measurement, all
agents are assumed to agree apriori on the desired speed
and are supposed to move under a distance-rigid formation
in a same velocity. In addition, we provide rigorous stability
analysis of the asymptotic behavior of the n-agent closed-
loop system. Finally, we show numerically the convergence
property of the unicycle agents which eventually form a de-
sired rigid formation and realize orientation consensus.

2 Problem Formulation

In this paper, we utilize unicycle models in the 2D plane to
describe the dynamics of agents. For our control design and
analysis, we define the unit vector of the unicycle heading
h; € R? and its orthonormal vector k- € R? in the global
coordinate frame. Accordingly, we use the vectors z; € R2,
er € R and e,? € R to represent the relative position vector,
the distance error and the angular error, respectively, on the
edge & = (i, ).

We assume that the agents share the information of the
speed v* with its neighbors which is easily achievable in
several multi-agent applicable scenarios, like vehicle pla-
tooning and UAV swarm, by communication. For the multi-
agent unicycle systems A;, i = 1,...,n, without heading an-
gle measurement, the object of this paper is to design a dis-
tributed control law [Z,’,] for agents A; such that {:Sm} —0

7 (1)
ast — oo forall & € &.

3 Distributed Formation-Motion Control of Unicycles

Using the kinematic offset points [2], we develop the dis-
tributed control law where the inputs are decomposed into
the longitudinal velocity input (e.g., the velocity in the
agent’s direction) and the tangential velocity input (orthogo-
nal to the longitudinal one). Applying the standard distance-
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based formation gradient control [1] to these inputs, the dis-
tributed control law for agents A;, i = 1,...n is given by

V= —D(hT)BDzrer + V*lnxl

6]

1 _
0=—-D BD, e,
r

("
where 2", (k)T € RI®I are the stacked vectors of h;’s and
(ki) "’s, respectively for all k € 1,...,|&], B is the incidence
matrix, r, z,, e, are the distance, the relative position, the
distance error between offset points, respectively.

4 Simulation Results

In this simulation, we consider the formation of four uni-
cycle agents. The trajectories of unicycle agents with the
proposed distributed control are shown in Figure 1 where
the agents are moving in the 2D-plane (x,y).
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Figure 1: The plot of trajectories of four unicycle agents
with the distributed control.
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1 Introduction

Soft grippers are in high demand in robotic applications
as they promise to safely handle complex and fragile ob-
jects [1]. Origami, a traditional art of folding paper, is now
attractive to researchers because it can provide elegant solu-
tions for practical engineering problems [2]. Smart materials
have been used to drive origami structures in place of con-
ventional motors and pumps, which presents opportunities
to make systems more compact and dexterous. Dielectric
elastomers are smart materials and can deform under elec-
trical stimuli. Dielectric elastomers have many advantages
such as fast response and high strain [3], which make them
suitable for gripper applications.

2 The biologically-inspired soft gripper

In this work, we present the design of a novel biologically-
inspired soft gripper, whose structure mimics the Venus fly-
trap plant, as shown in Figure 1. The soft gripper is realized
by combining an origami structure and a dielectric elastomer
actuator. Specifically, the actuator is a minimum energy
structural dielectric elastomer actuator [3], which is embed-
ded in the structure of the soft gripper and drives it. The
actuator consists of a pre-stretched dielectric elastomer film
(3M VHB 4905) and a flexible frame (polyethylene tereph-
thalate, thickness of 180 pum).

3 The fabrication of the soft gripper

The fabrication of the soft gripper is shown in Figure 2.
First, the dielectric elastomer film is stretched with a stretch
ratio of 3 x 3, and a rigid frame is attached to the pre-
stretched film to keep it stretched. The flexible frame is then
attached to the film with the shape of a hollow square. Af-
ter that, the electrodes (carbon grease) are applied on both
sides of the hollow area and the lead wires are connected
to the electrodes. Stiffening frames (polyethylene tereph-
thalate, thickness of 300 pm) are used to constrain the de-
formation of the flexible frame. The origami structure is
attached to the actuator. When the gripper is released from
the rigid frame, the elastic restoring force of the film bends
the frame to its minimum energy state and makes the gripper
open. When an electric field is applied, the DE film expands
and the frame flattens from its initial bent state, allowing the
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Figure 1: The Venus flytrap and the proposed soft gripper.

"‘N D
— —
Electrode
Dielectric elastomer film/ l

/Pe/ease\ Lead wire
%,

o,
”
e iy
q
4

Rigid frame

—_—

Flexible frame

e

(Origami structure|

= Stiffening frame'|

Figure 2: The fabrication steps of the soft gripper.

gripper to close. When the electric field is off, the restoring
force of the film makes the gripper open again. The design
of the soft gripper is such that it can (i) clamp objects and (ii)
wrap around objects like a flytrap. In addition, this gripper
works in a continuous manner which provides protection for
fragile objects. The prototype of the gripper has been built
and tested with objects of different shapes and weights.
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1 Introduction

Grasping deformable objects of different sizes, shapes or
stiffness is one of the challenging problems in agricultural
robotics. The guiding idea of this research is to design
and control an under-actuated compliant grasping mecha-
nism where the joints of the gripper are based on flexures
instead of conventional ones. Although these types of joints
reduce the uncertainties due to friction, backlash, or hystere-
sis and provide quite predictable dynamic behavior, external
force measurements are still required in order to design a
high-performance closed-loop interactive control algorithm.
However, in some applications, it is difficult or costly to use
a force sensor on the interaction surface. Therefore, it is
highly desirable to design a control algorithm with a mini-
mal sensing approach. In this study, we discuss the results
of the proposed contact force and contact point estimation
method on a compliant gripper mechanism.

2 System model

Consider a 2-DOF, finger-based gripping mechanism with
two rigid links connected by flexure joints.The equation of
motion of the system can be represented as

Mi+Cj+Kq=T1 (1)

where ¢ is the joint position vector, M is the inertia matrix,
C and K are damping and stiffness matrices respectively.

Figure 1: Schematic of a gripper with flexure joint [4]

3 Approach

The available grippers are mostly designed based on a
quasi-static motion model, which results in slow grasping
strategies[1]. One of the goals of this research is to speed up
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the process by considering dynamic grasping. On the other
hand, the estimation of contact force during dynamic grasp-
ing without the use of a force sensor is a challenging task
as contact force is required in interaction control strategies.
Four different estimation algorithms were presented to esti-
mate the contact stiffness and damping of the environment
during the constraint motion [2]. The identified contact stiff-
ness was then used to modify the desired end-effector trajec-
tory during the contact, and impedance control was used to
regulate the position and contact force according to the tar-
get impedance. However, in this work, the contact point was
assumed to be known and a force sensor at the contact point
was used to measure the force. In our proposed method, we
applied an estimaon strategy to estimate the contact a force
and point. By considering the contact force as an unknown
disturbance on the system, the aim is to use disturbance ob-
servers to estimate the contact force through its effect on the
joints as residual torques. The next step is to calculate the
normal contact force as well as the position of the contact
point on the gripper. The pseudo-inverse of the Jacobian
matrix is used to map residual joint torques to normal con-
tact force and estimate the contact point as in [3].
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1 Introduction

Co-simulation has become a cornerstone method for model-
based system development. It constitutes an intuitive ap-
proach to model large and complex systems by dividing
them into subsystems that are easier and faster to integrate.
The simulation of these interconnected subsystems requires
discrete-time communication, i.e., the exchange of the in-
puts and outputs of the subsystems (the coupling variables)
at specific time instants. This exchange is the task of the
co-simulation manager, which not only handles the com-
munication between subsystems, but also compensates for
any inaccuracies. In most cases, this manager contains an
extrapolation algorithm. When the outputs of a subsystem
directly depend on its inputs, direct feedthrough is present,
resulting in an algebraic loop. This algebraic loop can be
resolved by the co-simulation manager either iteratively or
by extrapolating the unknown inputs. However, the latter
can cause accuracy loss and stability issues. This has led re-
searchers to investigate methods to monitor and correct co-
simulation errors, e.g., by adapting the communication step
size of the problem [1, 2]. If adapting the step size is not
possible and some or all subsystems are ‘black boxes’, con-
trol algorithms using only the available coupling data can
compensate for the chosen extrapolation methods, [3, 4].

2 A novel ILC-based approach

In this paper we propose a novel, twofold approach to cor-
rect coupling errors in explicit co-simulation. We formulate
the co-simulation as a control problem, where the manager,
containing the extrapolation method, is the system to be con-
trolled. Firstly, we propose an Iterative Learning Control
(ILC) method, which consists of performing a sequence of
consecutive co-simulation runs. A correction is added to
the co-simulation after every run, based on the information
collected during the run. This yields a correction approach
that does not require using implicit methods, adapting the
communication step size, or modifying interface variables
during runtime, which makes this approach compatible with
real-time execution. In the case of co-simulation, however,
a reference is not available, because the analytic and the
monolithic (numerical) solutions, which could be used to
determine the correctness of co-simulation results, are not
available in most applications of interest. As a consequence,
appropriate assumptions have to be made to provide a valid
reference for the ILC in co-simulation experiments.
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This choice of assumption is the second part of the approach:
instead of using an extrapolation method, we assume that the
co-simulation manager delays the output of the subsystem
with direct feedthrough with one time step. This delay leads
to a larger error in the uncorrected co-simulation, but the
resulting system is easier to correct with ILC. A reference
for the ILC now becomes available: the desired subsystem
output value, or the output without time delay. This means
that in the controller we need a time prediction of one time
step, or a non-causal controller, for which ILC is perfectly
suited. If the co-simulation is using an extrapolation method
instead of the proposed time delay, for example zero-order-
hold (ZOH) extrapolation, the exact subsystem output is not
available anymore as a reference signal for the ILC scheme.
The ILC sequence of co-simulations can still converge to
zero tracking error but with an incorrect reference. Calcu-
lating another ILC reference that exactly compensates for
the ZOH error is generally not possible, since the subsys-
tems’ internals are not accessible.

3 Simulation example
To demonstrate our novel twofold approach, we use a pop-
ular benchmark problem, the linear oscillator [3]. We study
the ILC performance and how it compares to the uncorrected
co-simulation. In the presentation, we will show that the
ILC-compensated co-simulation achieves the same accuracy
level as the monolithic co-simulation and thereby outper-
forms all alternatives. For the sake of completeness, we will
also demonstrate the performance in a case where our main
assumption does not hold.
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1 Introduction

Iterative learning control (ILC) improves tracking perfor-
mance trial by trial. In practical applications of ILC, the
repetitive process may end up early by accident and the ac-
tual trial length varies. The ultimate goal of dealing with
non-uniform trial lengths in ILC is to try to make the track-
ing performance as good as the identical case. In other
words, try to increase the convergence speed along the trial
axis in view of less information for learning. In this paper,
the optimal ILC framework is employed to solve this issue.
The alternating (successive) projection method is modified
to adapt to the trial-varying situation with input constraints.

2 Problem Formulation

The illustration of the non-uniform trial lengths in ILC is
as follows. The actual trial length Ny is set to vary in
{N_,N_+1,...,N}, where N_ and N respectively denote
the minimum and maximum lengths that occur in a particu-
lar application.

The lifted model with the same trial length N is employed,
ie.

Yk = Gug +d, (1
where G and dj, represent the system model and the effect of
the initial conditions respectively. The discrete-time input
and output sequence u; € R?Y and y, € R™. Define y,; €
R™ as the desired output. The tracking error vectors of
systems with non-uniform trial lengths can be written as

er = F (Ya—yi), (2)

Time axis
-
S

Trial
axis

A
Desired length

Figure 1: The illustration of the non-uniform trial lengths in ILC.
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Figure 2: The illustration of designed alternating projections.

where

1, N, ® I 0
0 oI, |’ &)

and J; denotes the identity matrix with dimensions / x /, and

® denotes the Kronecker product.

3 Alternating Projection Design

Different from [1], multiple sets are introduced to represent
the actual dynamics of the varying trial lengths. The ILC
problem is equivalent to iteratively finding a point in the in-
tersection of the following multiple sets in Hilbert space H

M;= {(e,u) €H:e=Fj(ya—y),y= Gu—!—d}, 4

My ={(e;u) eH:e=0,ucQ}, Q)
where M; and Mj respectively represent system dynam-
ics and the tacking objective. Q is the input constraint set.

Then, the projection order is designed as (6) and the illustra-
tion can be seen in Fig. 2.

M, = 14] € {1l41,1l427...,1141},
/2
My,

k is odd,
k is even.

(6)

4 Ongoing Research

Future work includes the implementation of projections and
developing optimal ILC algorithms for systems with non-
identical trial lengths under input constraints.
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1 Introduction

In UAV systems, a crucial requirement to attain autonomy
is to ensure the security of the flight by avoiding unexpected
obstacles. On the other hand, a collision avoidance algo-
rithm should respond in a short time, maintaining a low
computational cost. A method that aligns with these con-
straints is the artificial potential field forces based on simple
geometrical calculations. However, depending on the po-
sition of the obstacle and the UAV, this strategy generates
oscillations in the trajectory or dead zones. We propose to
represent the attractive and repulsive forces as a switched
system. The switching system is finally analyzed using the
average dwell time that restricts the switching time.

2 Artificial forces as a switching system

The artificial potential field forces approach for collision
avoidance problems is a strategy based on a virtual force
F; = Fyy + Frep (i = 1,...,n) that depends on the sum of the
attraction and repulsion forces [1]. This force returns the
desired direction to avoid obstacles. We propose a modi-
fication of artificial forces by segmenting the workspace in
the XY plane and establishing individual forces on each seg-
ment. Figure 1 shows an example of a UAV and an obstacle
with four segments.

Figure 1: Force map for switching force approach.

Figure 1 presents three attractive forces and a fourth repul-
sive one around the obstacle. The switching of the force de-
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pends on the position of the UAV and the two circular areas
around the obstacle.

3 Average dwell time analysis

The average dwell time is used to analyze the stability of the
switched system [2]. If the number of switchings Ny (7,)
over an interval [7,¢) for a given previous value Ny satisfies

t—7
NU(Tvt)§N0+ T 5

a

ey

where 7, is the average dwell time, then the switched system
is exponentially stable. By controlling Ny and adding rules
for the switching, we can ensure that the response of the
system is bounded, and in a combination with the artificial
forces the UAV reaches the goal objective while avoiding
collisions. Figure 2 shows an example.

Using switched linear force

—— UAV trajectory
20.01 % Initial condition
#  Goal

17.51 & Obstacle

[ Active force area
15.01 e Switching points

r T T r
0 5 10 15 20
x (m)

Figure 2: Average dwell time simulation for a UAV and an obsta-
cle.
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1 Abstract

Core fueling and density control is essential to maximizing
the power production and ensuring safe operation of fusion
reactors [1]. Current development in the control of tokamak
core fueling and density is limited due to the complexity
of the problem. The primary actuators are frozen hydrogen
fuel pellets fired into the tokamak plasma core [2, 3]. This
results in a mixed logical dynamic (MLD) system as the con-
troller must decide whether to launch a pellet or not (i.e., a
discrete actuator). Edge density limits are safety critical,
leading to plasma disruptions if violated [4]. Complicating
matters further, modeling plasma core density and temper-
ature requires continuous nonlinear coupled drift-diffusion
partial differential equations (PDEs) [5]. Finally, to achieve
real-time feedback control, maximum computation time of
the controller cannot exceed the repetition rate of the pellet
injection system (~ 100ms) [6].

In this work, a mixed-integer (MI) receding horizon con-
trol framework is proposed. State dynamics are discretized
into a system of ordinary differential equations (ODEs) from
the system of coupled nonlinear PDEs using the finite dif-
ference method. The fuel pellets are incorporated into this
model as a fixed point source near the plasma edge. The
optimal control problem is formulated as a model predic-
tive control (MPC) algorithm over a prediction horizon N,
where the x; € R™ denotes system state (electron density
and temperature) at discrete time k and u; € {0, 1} denotes
the binary control decision of whether to fire (1) or not fire
(0) a hydrogen fuel pellet:

N N-1

: . 2 2

minJ (x(k), u)u, =Y |G — x50 llg+ Y lluiellz
i=0 i=0

s.t.
Yot = fxgui) Vi€ {0,..,N—1}
Gx,»‘k <ngy Vie{0,..,N}
wi €40,1}  Vie{0,...,N—1},
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where Q and R are weighting matrices. The ODE describ-
ing state dynamics f (x;j, #;j¢) is linearized around a desired
control trajectory x;‘ « The MI-MPC problem is solved using
the Gurobi solver. To improve performance, the optimiza-
tion problem is reformulated as a penalty term homotopy
(PTH) MPC problem [7], compatible with a quadratic pro-
gramming (QP) solver.

Both the MI-MPC and PTH-MPC algorithms achieved good
reference tracking for all prediction horizons tested with-
out violating path constraints. While both methods meet
computational requirements, the PTH-MPC algorithm con-
sistently outpaces MI-MPC in terms of maximum computa-
tional time. Future work will apply both the PTH-MPC and
MI-MPC algorithms to an experimentally validated trans-
port model [8]. Next, the pellet control decision set will be
extended to incorporate variable pellet size, frequency, and
fuel composition. As this will significantly increase compu-
tational costs for the MI control problem, further measures
will be explored to increase algorithm efficiency.
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1 Introduction

Water distribution networks (WDNs) are large—scale sys-
tems that supply drinking water to consumers over a large
area. The goal of the operation management is to distribute
the water over the network to sustain local consumer de-
mand, while continuously keeping the network pressurized
and minimizing distribution cost. Additionally, the control
action must anticipate on the nonlinear dynamical response
and respect the (nonlinear) system constraints [1]. Model
predictive control (MPC) provides a combination of open—
loop constrained optimization over a prediction horizon and
active feedback according to the receding horizon principle.
In contrary to off-line optimization, which is currently still
widely employed as the standard controller for WDNSs, the
active feedback prevents drift between the predictions and
the measurements in real—time.

2 Approach

A water distribution network can be represented as a large
set of interconnected hydraulic elements. The model can be
defined as 3 equations, representing the dynamical part, the
conservation of mass and the conservation of energy, respec-
tively [1]:

h(k+1) = h(k) +A,q(k) + Byu(k) (1a)
0 = G,q(k)+G,u(k) + Gyd(k) (1b)
0 = Fyh(k) + P(q(k), u(k)). (Ic)

Next, the cost function of the MPC controller for WDNs
classical consists of 3 elements. First, the safety guarantee
of water in the tanks, i.e.

hiy i, —hs|3, ifhy <hs,
l1(k+i)={(|)| i1k~ bsllz elsetﬂ\k— s

2)

Secondly, increasing longevity of the actuator components
by penalizing fast switches, i.e.

b(k+i) = [Juj — ui71|k||%

3)

The last term is to minimize overall distribution cost. The
distribution cost can be expressed as l3(k +i) = (oq +
(szk)||lli|k||%, where o and o are terms computed from
the head of the pump, the efficiency and pump tariff, which
varies over time.
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The resulting nonlinear MPC problem is solved using a tai-
lored sequential quadratic programming (SQP) algorithm,
which exploits the specific model (1) and cost function
l1 + 1 +13. SQP solves a nonlinear problem by successively
linearizing it into a sequence of quadratic programs (QPs),
which can be solved using standard solvers. With the proper
linearization and guess of the initial point, SQP can compute
the optimal nonlinear solution in a few QPs [2].

3 Results

For this simulation, we considered a small water networks,
with 3 tanks, 2 pumps and 2 demand locations. The MPC
has a sampling period of 7; =30 minutes and must regularize
the volumes in the tanks (s and hg) with respect to a (par-
tially uncertain) demand flow using pump flows g1> and gz¢
as control parameters. See Fig. 1 for the simulation result
over a 4 day period.

4 day simulation with T, = 30

Qe

©
S

*®

height in tank [m]

%
S

%
G

%

%o

e,

2

I
\;\0 & &

o
1

Control flow [m?/s
s o
— o
E

%
ol
/94
2
fo—
fd—

IR

2 o
%

Time [h]

Figure 1: Simulation results of the SQP-MPC controller, with the
pumping price in green
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Introduction

The EUROfusion consortium has identified seven chal-
lenges to be solved before commercial tokamak fusion reac-
tors can be realized [1]. One of these challenges is the toka-
mak heat and particle exhaust. Without mitigation, the ex-
pected exhaust power leaving the high temperature plasma
will exceed present-day material engineering limits [2]. The
main approach considered for exhaust mitigation is the in-
jection of several gas species in the tokamak exhaust region
[3], called the divertor. Real-time control algorithms that
actively assess the exhaust plasma state are required to con-
tinuously adjust the gas injection rates to evolving reactor
conditions and disturbances. Control of the plasma exhaust
with a single gas species has been performed on practically
all operational tokamaks, see e.g. [4, 5, 6]. However, for re-
actor relevant mitigation, multiple gas species injection must
be performed simultaneously. Two species will, at the least,
be required: fueling of hydrogen isotopes to increase neutral
pressure, and impurity species seeding that radiates strongly
in the plasma edge region outside the last closed flux surface.
In the envisioned demonstration powerplant called DEMO,
a significant amount of the fusion power must be radiated
from the core, probably requiring a third gas species which
strongly radiates within the confined plasma’s last closed
flux surface. The required multiple gas species injection
makes exhaust control in fusion reactors inherently a MIMO
control problem.

Design and demonstration of a MIMO gas injection
controller on the TCV tokamak

In this contribution we systematically design a two-gas
MIMO controller for the TCV tokamak [7]. We demon-
strate the control of the N-II emission front position Ly, and
the line averaged electron density 7, using a combination of
Dy and N, gas injection in the divertor. The N-II emission
front position and the line-averaged electron density are con-
trol variables related to plasma exhaust mitigation (detach-
ment) and the core plasma performance respectively. The
N-II emission front position is tracked by a real-time image
processing algorithm [8] applied to spectrally filtered im-
ages from the multi-spectral imaging diagnostic MANTIS
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Figure 1: Overview of the control problem, using FIR for
electron-density measurement, and multispectral cam-
era MANTIS to identify the NII emission front.

[9]. The line-averaged electron density is measured using
a vertical Far InfraRed interferometer (FIR) intersecting the
current centroid of the core plasma. The designed MIMO
controller uses a decoupling matrix as a pre-compensator
that mitigates interaction around the control loop bandwidth.
The pre-compensator is based on a suitable transfer func-
tion structure for gas injection response in TCV [10] re-
gressed on system identification results [11]. We demon-
strate the MIMO gas injection controller performance with
experiments on the TCV tokamak.
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1 Background and Motivation

Marine Energy and Power Management Systems are sys-
tems in which numerous complex components interact to
coordinate operations with various distributed energy re-
sources, energy storage systems, and power grids to as-
sure power delivery while minimising overall energy con-
sumption, achieving tracking efficiency, ensuring reliabil-
ity, health, and safety of the main onboard systems [1]. As
a result, enhanced control strategies are necessary. While
traditional methods (e.g., rule-based control [2], PID-based
control [3]) are easy and intuitive to implement, they are
limited by the fact that they cannot be applied to evaluate
processes over a certain time horizon. However, employ-
ing traditional approaches to obtain accurate forecasting is
rather difficult and requires advanced strategies. Model Pre-
dictive Control (MPC) is a control method that determines
the best control input by considering predicted future sys-
tem responses over a limited time horizon. The prediction
of the system response is hard, as there are numerous time-
varying constraints that need to be held. More accurate fore-
casting would result from leveraging historical operational
data, Machine Learning (ML) algorithms together with time
series (TS), and combining it with system-specific physical
knowledge.

2 Proposed Framework

The objective of MPC considered optimisation problem is
the minimisation of energy load (i.e., the feature to fore-
cast over the time horizon) while being constrained by fac-
tors such as time and ensuring the health and safety of pri-
mary onboard systems. This work focuses on the predictor
of the energy load of the MPC framework depicted in Fig-
ure 1, leveraging historical and real-time operational data.
The combined controller and plant modelling framework is
given in Figure 1 and explained as follows. First, model
selection and error estimation [4] will be carried out for
the predictive feature. Several state-of-the-art ML methods
(e.g., kernel, ensemble, and neural methods) will be applied
to identify the best-performing algorithm considering accu-
racy and computational requirements. In fact, the further the
forecasts happen in time, the lower the accuracy is. There-
fore, two new hyperparameters need to be learnt: the opti-
mal amount of historical data to include in the learning phase
(A7) and the maximum horizon (A™) that can be predicted
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Figure 1: Combined MPC and plant modelling framework.

without compromising the accuracy. Subsequently, the pre-
dictor is included in the MPC framework. At each time step,
the prediction y(¢ + k) is compared with the reference trajec-
tory value y,.¢(t +k), and their difference is used to deter-
mine an error value e(f 4+ k). To maintain the process as
close to the reference trajectory as possible, the error is in-
tegrated into the optimisation problem. Then the optimiser
determines a new control variable A*a(t + k) for the next
step. Results on operational data coming from a real ves-
sel demonstrate that the proposed data-driven TS forecasting
leads to a negligible loss in accuracy, at a minimal computa-
tional burden to forecast the energy load with a horizon AT
of a number of minutes to be exploited in the MPC frame-
work.
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1 Introduction

Many autonomous systems such aircrafts and autonomous
vehicles are safety-critical. Consequently, they require for-
mal assurances on their safety. Unfortunately, guarantee-
ing safety for non-linear stochastic systems remains an open
question that has received much attention [1], [2], but a gap
remains with respect to conservativity and scalability. We
certify probabilistic safety for the system using Stochastic
Barrier Function (SBF) for a system model that includes
both epistemic (lack of knowledge) and aleatoric (inherent
randomness) uncertainty. The SBF is found using robust
convex optimization and the scenario approach.

2 Theory
Consider the following uncertain stochastic system

x[k+1] = f(x[k],A)+v[k] for x; € g; (1)

where x[k] € R" is the state of the system at time k, g; C R"
is a polyhedron, and the epistemic uncertainty is represented
by the parameter A, which belongs to e.g. a hyperrectangle
or the standard simplex. v[k] is an independent random vari-
able capturing the aleatoric uncertainty.

Problem 1 (Probabilistic Safety). Given a safe set X; C R",
a finite time horizon K = {0,1,...,H}, and an initial set of
states Xo C X;, compute probabilistic safety defined as
Pi(X,X0,H) = inf P(Vk € K,x[k] € X, | x[0] = xp).
x0€Xo
To certify safety, we employ SBFs [3, Thm. 2], which we
assume to belong to the family of Piece-wise Affine (PWA)
functions, motivated by the fact that a PWA function with
arbitrarily many regions can approximate any continuous
function. Let Q = {q1,...,qn} denote the set of regions.
B(x) = Bi(x) = u/ x +v;, 2)

To find a SBF of this form, we use the scenario approach
and prove it reduces to solving a robust linear program.

forx € g;

Theorem 1. Let € € (0,1) and N iid. samples (v;)Y_, of v
be given and assume 8 > € [sup,cgs B(x)]. Let v, > 0 and
define qij = {x € q; | f(x,A) +vi € g},

—Bi(x) - +5'

hij(y,/l,Vl): Suij(f()C,/’L)ﬁ*vl)‘F l—¢

X€4qij

Let y* be the solution to the following program with y =
(%ﬁv”lavla“'aume) GRd
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min Y+ fBH
y
[Sup Bi(x):| <0, Vi
XEqi
(SBP)
5.1 sup Bi(x)| <v, Vi,giNXo#0,
x€qiNXy
Bi(x)zlv Vl.,qiﬁxuﬁw’
hij(y, A,vi) <0, Vi, jV1<I<N

Then, it holds that
Pi(X5,X0,H) > 1—(Y"+ B*H).

d—1 . .
with a probability of at least 1 — Y, (]:/) gi(1—g)N

The idea to prove this theorem is to formulate the search for
a SBF as a chance-constrained program. Then by showing
convexity and applying the scenario approach, the optimal
solution to the scenario program is, with a lower-bounded
confidence, a valid stochastic barrier function, which lower
bounds the probability of safety by 1 — (v*+ B*H).

3 Results

Table 1 shows scenario barrier functions for a drone, a ve-
hicle and a Neural Network Dynamical Model (NNDM).
The empirical results show that our method generates non-
conservative certificates and is computationally tractable.

Table 1: Examples of Scenario Barrier Functions.

System | Pi(X;,Xo,H) Comp. time
Drone 99.5% 8.03s
Vehicle in wind 99.5% 32.56s
NNDM (inv. pendulum) 91.1% 6.49s
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1 Abstract

In this work, a tool developed with the objective of pro-
viding support to the active and passive design of a con-
struction is presented. Passive design focuses on the passive
modules of the building, that is, on the construction com-
ponents and materials, the windowing, the glazing, the ori-
entation and the geographical location. Active design is a
broad term that includes the characteristics and operation of
all devices that consume electrical energy for their opera-
tion or those that generate electrical energy. This tool uses
the thermal resistance and capacitance modeling methodol-
ogy to estimate the thermal and the energy dynamics of a
building. The support consists of providing suggestions to
the professional designer mainly on the passive design of the
construction. These suggestions are produced by solving a
simulation-based multi-objective optimization problem, in
which the initial investment cost of building materials, com-
fort, and energy consumption are optimized. The optimiza-
tion method is developed by integrating the differential evo-
lution algorithm programmed in Python with OpenModelica
as the construction simulation software. This tool uses the
Aixlib and Buildings libraries developed within the frame-
work of the IEA EBC Annex 60 project in the Modelica
language [2]. The summary of the framework is shown in
the Figure. 1.

OpenModelica
Simulation

Nest Designer

—p
Weather Data Thermal spaces
builder

MAT

3D Model
enerator

Report g
@ ——

Figure 1: Nest Designer software framework

This methodological tool is applied to the case study es-
tablished in Section 5.2.1 of the ANSI/ASHRAE 140-2001
standard, Test Case 600. In the optimization method, ori-
entation, inclusion or exclusion of sunblinds, the thermal
properties of the building envelope and the size and thermal
properties of the windows are taken as decision variables.
As an objective function to optimize comfort, the PPD in-
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dex developed by Fanger is used [1]. To quantify energy
consumption, annual cooling and heating loads are used. To
optimize the initial investment in the cost of materials, a data
set was constructed with their estimated costs and thermal
properties. After using the tool in the study case, a saving of
72% in the cooling load and 83% in the heating load were
obtained, with respect to the initial configuration, interven-
ing only in the passive design of the construction. The heat-
ing and cooling loads are presented in the Figure 2. The red
triangles and asterisk represent the heating and cooling load
of the initial scenario of the study case respectively. The
blue triangles and asterisk represent the heating and cooling
load of the optimal scenario of the study case respectively,
according to the methodology.
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Figure 2: Comparison between the thermal loads between the ini-
tial configuration (red) and the configuration obtained
from the methodology (blue) with a rotation in the az-
imuth angle of 60 degrees.
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Fast Marching Methods (FMM) constitute a class of al-
gorithms that can be used in motion planning to com-
pute optimal time-of-arrival values at all points in a
Cartesian grid by efliciently propagating the frontline
of one or more waves originating at one or more sources
respectively [1]. At its core, this class of algorithms
is driven by solving the Eikonal Equation, which is a
particular Hamilton-Jacobi non-linear first order partial
differential equation (PDE) that governs the monotonic
evolution of wave frontlines,

1= FX)[VT(X)] (1)

where F(X) and T(X) are the expansion speed of the
wave and its time-of-arrival respectively, as a function
of the position X € R".

A solution of (1) has been outlined in [2] by discretiz-
ing the gradient and solving it via entropy-satisfying
upwind schemes. The result is a non-decreasing, local-
minima-free function that can be initiated at any source
point of interest. The optimal shortest path between
the source and any point may then be obtained us-
ing gradient descent (GD). However, FMM solutions
are not exact as they entail finite difference approxima-
tions of gradients. Moreover, FMM have been greatly
optimized, yet they remain computationally demand-
ing. Lastly, GD is required to obtain the optimal path
from such algorithms.

In this work, an exact solution to (1) is proposed. The
solution consists of utilizing the notion of visibility - the
existence of an unobstructed line-of-sight between two
points - to anchor pivots that ensure exact and uninter-
rupted wave propagation until it covers the whole grid.
There have been approaches to quantify visibility - syn-
onymously, accessibility - between two points, but they
either entail approximations and simplifications, or are
computationally expensive. In this work, we solve the
visibility problem by advecting the visibility quantity,
in a novel way, using a linear first-order hyperbolic PDE
of the form

oy or
where u(z,y) is the visibility at every grid position
(z,y) and c(z,y) is a field describing rays starting from

+ c(z,y) =0
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Figure 1: Sample wave propagation using our proposed
method. The wavefront contour bands can be
seen in color-scale.

the source and going out in all directions. Our approach
employs an entropy-satisfying upwind scheme that con-
verges to the true visibility polygon as the step size
goes to zero. Lastly, our algorithm embeds the global
shortest path from the source to every single grid-point,
eliminating the need for GD backtracking.

A sample simulation result is presented in Fig. 1. We
show the wave starting point in green, sample target
point in red, pivot points around which the wave turns
in white, and lastly, the obstacles in black. The accom-
panying shortest path result is obtained directly from
the algorithm and is shown in blue. For comparison,
GD shortest path is shown in yellow.
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1 Abstract

Model predictive control (MPC) is a common control
method used in industrial applications [1]. MPC solves
an optimization problem within a given prediction window
and in a loop. Under the assumption of a perfect predic-
tion model and lack of unmodelled disturbances, MPC finds
an optimal within the prediction window control input se-
quence given a cost function and constraints. However, the
assumption of the perfect model is hardly ever valid, con-
straints may be violated in the implementation of the con-
trol inputs determined by MPC. Robust MPC (RMPC) was
designed to ensure the feasibility of the solution even in a
worst-case scenario. RMPC assumes that disturbunce af-
fecting system belongs to a bounded set and as long as it is
true, the constraints will not be violated.

The original min-max RMPC is usually too conservative. To
reduce conservatism, optimization over the parameters of a
feedback policy instead of constant values was proposed but
finding a solution was often not possible in real-time im-
plementation. Therefore, to deal with this problem, robust
tube MPC (TMPC) was proposed [2]. TMPC determines
a tube offline, where the center of this tube corresponds to
the nominal trajectory of the system determined by regular
MPC, and auxiliary control law ensures the realized state
trajectory would not leave the tube. Since for TMPC, most
heavy computations are done offline the complexity of solv-
ing the optimization problem is similar to that of the regular
MPC.

A main shortcoming of TMPC is that the MPC solver does
not have any knowledge about the real state, which be-
comes especially important when the disturbances are state-
dependent. In such cases, standard TMPC is formulated
with the largest possible disturbances which yield overly
conservative solutions. Some ideas on how to solve this is-
sue have already been proposed in the literature. The algo-
rithm in [3] was implemented in the real world in 2022 and
achieved better performance than state of the art algorithm.

The current approaches can be divided into two ways. Some
authors assume that the state-dependent bounds of the dis-
turbance are known. In these papers, the authors often in-
troduce additional properties of these bounds. This allows
them to implement robust TMPC without increasing the on-
line computation too much. Other authors use a machine
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learning approach to learn these bounds from data. The most
common machine learning approaches are neural networks
and Gaussian processes. In my work, I plan to use a fuzzy
inference system because it could allow me to use both ex-
pert knowledge and data to design a model, but the results
still need to be tested.

To implement TMPC, constraint tightening needs to be
done. In state-dependent TMPC, this has been done in
two ways. It can be done offline using disturbance prop-
erties or with an iterative algorithm that samples the state
space. In this way, the computational complexity of the
online approach is not much higher than that of standard
TMPC. Other authors use a dynamic tube that evolves dur-
ing the optimization process. This has been achieved by
smart parametrization of a tube (e.g., as an incremental Lya-
punov function) or by using neural networks to learn the
error dynamics of the system.

In my work, I design a new nonlinear state-dependent
TMPC for nonlinear systems. In my talk, I will explain the
ideas from the literature and compare them with each other
so that it will be possible to understand their advantages and
disadvantages. I will also briefly present my ideas on how
to contribute to the field.
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1 Introduction

Efficient constrained dynamics algorithms [1], necessary
and useful in optimal control and reinforcement learning ap-
plications, are usually complex and used as black-box tools
by most robot control engineers, due to which they are un-
able to adapt the algorithms to the problems at hand. We
formulate constrained dynamics as an equality-constrained
linear quadratic regulator (LQR) problem using Gauss prin-
ciple of least constraint and solve it using dynamic pro-
gramming (DP) making dynamics algorithms accessible to
a wider audience including control and optimization re-
searchers. This approach for fixed-base chains gives the
pioneering (but largely unknown) O(n) solver by Popov
and Vereshchagin (PV), for which we provide an exposi-
tory derivation and further extend it to floating-base kine-
matic trees with constraints on any link and propose further
algorithm optimizations. We show the dual Hessian of the
LQR problem is the inverse operational space inertia matrix,
leading to a novel recursive O(n) algorithm. Our numerical
benchmarking shows the computational superiority of de-
rived algorithms compared to the SOTA algorithms.

2 Problem formulation

The equality-constrained quadratic program whose mini-
mizer is the solution to the fixed-base serial chain con-
strained multi-body dynamics with a constrained end-
effector is
minimize
aj,..,an,q4

n
;;(ai—Hi_lf,’)THi(ai—Hl-_lfi), (la)
i=

subjectto a; =a; | +S;4;+a;, i=12,..,n, (Ib)
Kq.a, =k,, ag= —Agrav, (1o
which is structurally analogous to the LQR problem where
the link accelerations a; and joint accelerations {; resemble
the state and controls respectively. This problem is solved
similarly to the textbook LQR derivation using DP on the
Lagrangian similarly to derive a SOTA constrained dynam-
ics algorithm. With minor modifications to the problemin 1,
we extend the algorithm to include floating-base robots and
kinematic trees in [2] as well as soft constraints similar to
the approach followed in MuJoCo.
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Figure 1: Benchmarking computational scaling w.r.t the number
of links for a fixed-base chain and a constrained end
effector.

3 Results and future work

The derived algorithm for fixed-base serial chain robots
with fully constrained end-effector is compared against
SOTA implementations of constrained dynamics in the pop-
ular software toolboxes Mujoco (Mu), Pinocchio (Pin),
Pinocchio with CppADCodeGen (Pin-cg), Pinocchio with
CasADi C-code generation (Pin-cas) in Fig. 1, where the
proposed PV solver is also CasADi C-code generated. Apart
from the applications in robot control, trajectory optimiza-
tion and reinforcement learning, future exciting directions
involve extensions to unilateral contact constraints, analyti-
cal gradients and uncertain dynamics.
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1 Introduction

The tunnel-following nonlinear model predictive control
(NMPC) scheme [1] is an extension of the path-following
scheme where a (link of a) robot is allowed to deviate from
a path reference up to certain user- or task-defined tolerance
Pe € R0, which defines the radius of the tunnel. Following
a constrained-based task specification approach, a robot can
be instructed to follow a tunnel by including the constraint

lea(x,5)]1* < p2 + 1o, (1)
in the optimal control problem (OCP) underpinning the
tunnel-following NMPC scheme, whose transcription into
a nonlinear program (NLP) is defined as

min  do(co(w))

st ¢i(ci(w)) <0, i=1,..

(2a)

g, (2b)

where w € R™ is the vector of decision variables. In (1), the
squared ¢>-norm of an error measurement e, (x, s ), which de-
pends on the robot state x € R™ and the path-progress vari-
able s € R 1, is upper-bounded by pZ plus a slack variable
le € R>o that relaxes the constraint to preserve feasibility
of the solution of the OCP. While the robot is free to move
within the tunnel, any excursion beyond p, is discouraged
by heavily penalizing the ¢1-norm of /, in the objective func-
tion of the OCP. Note that the left-hand side of constraint (1)
has a convex-over-nonlinear structure with ¢ (c) := ¢? being
the outer convex function and c¢(x,s) := ||es(x,s)|| being the
inner nonlinear function.

2 Problem

The convex-over-nonlinear structure in (1) is exploited
by the sequential convex quadratic programming (SCQP)
method to solve OCP (2) while achieving fast convergence
to a local minimizer w* of (2) by using a computationally in-
expensive approximation of the Hessian of the Lagrangian

B3 (w, 1) == By(w) + Z wiBi(w), 3)
i=1

where B;(w) = g—ié(w)Tvgi(])i(ci(w))%(W), Vi € [0,ng].
For a varying-radius p(s) : Rjg ;) — R=o, however, the
convex-over-nonlinear structure of (1) is broken, since (1)
becomes

lea(@.)[* = po(s)* < Lo, “
whose left-hand side has an outer function ¢(c) := ¢ and in-
ner nonlinear function c(x,s) == ||l (x,5)||* — po(s)2. Since

(0]

¢(c) is linear for this case, the SCQP method becomes
equivalent to the generalized Gauss-Newton (GGN) method
with Hessian approximation BSSN(w) := By(w), which may
lead to unstable iterations of the SQP method.

3 Approach

By using the following reformulation of the varying-radius
tunnel constraint (4),

[po(s) "eu(x,9)||* < 1+1, )

which is relaxed by the slack variable I, € R>0, we preserve
the original convex-over-nonlinear structure with a nonlin-
ear but convex outer function ¢ (c) := ¢>. This improves the
local convergence of the solution of the OCP by allowing the
exploitation of second-order information of the constraints
in the Hessian approximation (3), as shown in Fig. 1 for an
implementation of a bin-picking application performed with
a Franka Panda robot manipulator [2].

Exact Hessian SQP
—-— SCQP with constraint reformulation
SCQP without constraint reformulation

KKT residual [—]

10 15 20 25
Number of iterations

Figure 1: Comparison of the convergence of the SQP method
with exact Hessian, and the SCQP method with and
without reformulation of the tunnel constraints.

Future research directions involve the generalization of the
SCQP method to handle constraints that have convex-over-
nonlinear plus nonlinear, possibly concave, functions.
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1 Introduction

One of the well-known techniques for motion planning
problems is formulating it as an optimal control problem
(OCP) since encoding high-level robot behaviors through
cost and constraints functions. Unfortunately, due to the
presence of obstacles, most OCPs are non-convex. Non-
convex optimization problems are challenging to be solved
because they are prone to get stuck in local minima, and
their solutions depend heavily on the initial guess used [1].
A potential solution to deal with this issue is providing mul-
tiple initial guesses for the trajectory optimization problem,
solving them in parallel over multiple processors, and then
choosing the best answer. However, implementing this trick
is not straightforward. For example, off-the-shelf optimiz-
ers such as sequential quadratic programming (SQP) run on
CPU threads, but the number of CPU cores is typically lim-
ited; hence the number of initial guesses is limited. While
GPUs are typically available in very large quantities, e.g.,
thousands of cores, finding an implementable structure over
GPU for most optimizers such as SQP is still an open prob-
lem [2]. Based on the above discussion, we aim to provide
an efficient trajectory optimizer with a batchable structure
over GPUs in this study.

2 Our Method

This work presents an online trajectory optimization method
that is efficient for multiple instances in parallel over GPUs.
To accomplish this, we change the OCP structure by pro-
viding a polar representation for the robot’s trajectory (see
[1]- [2] ) and dividing the problem into several smaller con-
vex sub-problems using Alternating Methods of Multipli-
ers. Then, we show that for each instance, the obtained
sub-problems can be converted into just computing vector-
matrix production for which GPU implementation is avail-
able. After computing all the trajectories in parallel, we
rank them based on collision avoidance and other robot con-
straints, such as maximum velocity or smoothness. Finally,
the best trajectory is the one with the highest rank.

3 Results and Future Works

We implemented our trajectory optimizers in Python using
JAX [3] library as our GPU-accelerated linear algebra back-
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Figure 1: Qualitative result of our MPC batch optimizer. The
purple trajectories represent the various locally opti-
mal solutions obtained using our batch optimizer, while
the black trajectories show the positional traces of the
robot. The red points on the edges of spheres are point
clouds detected as obstacles by the LIDAR.

end. The number of initial guesses is 200. The robot’s LI-
DAR continuously observes the environment and sends the
obstacle positions as point clouds to the optimizer. Then,
for each instance, the optimizer obtains multiple candidate
trajectories in parallel, sorts them based on collision avoid-
ance and other constraints, and chooses the best trajectory
to move forward. Fig. 1 shows top-ranked trajectories ob-
tained by our optimizer at two different time instances. Also,
it should be mentioned that the computation time for each
instance is about 0.08s.
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Motivation

Active elastic metamaterials promise a new solution for
damping and vibration isolation in thin machine elements.
Metamaterials are materials engineered to have properties
not occurring in nature, that derive their properties not from
the properties of the base materials, but from the designed
repeating structures. While the potential of metamaterials
has been demonstrated, the lack of systematic analysis of
their dynamics hampers the development and use in appli-
cations.

Metamaterial as a feedback system

A simple 1D elastic metamaterial is presented in Fig. 1. The
chain of masses m,, connected with stiffness k, and damp-
ing ¢, constitutes the base structures of the metamaterial.
To each of the masses, a resonator, here characterized by
my,k, and c,, is attached. The interaction between the base
structure and the resonators leads to the unique properties of
elastic metamaterials. Especially, the bandgaps, i.e. regions
of lowered vibration transmissibility can be created at much
longer wavelengths than the lattice size. The term metama-
terial often corresponds to the transmission of waves in infi-
nite chains. Finite chains with specific boundary conditions
are described as metastructures.

Transmission of vibrations between consecutive masses can
be represented as a feedback interconnection

ty = Tup 1 +Tuyy,

T(s) = U () up(s) P(s)
U1(s)  tnyp1(s)  1+P(s)R(s)’
of with P(s) = 12 representing the base
(s) (sJap) 420, (s/wp) +1 ¥ &
KR(S/a), 2(2¢(s/ @) +1)

chain and the resonator R(s) = . Trans-

(s/ o) +2§r( s/ 0 )+1
missibility of a chain of 10 unit cells is presented in Fig.

2. When integer order resonators are used, not only the
bandgap region but also undesired resonance peaks are cre-

n+1
k?"l CT kT; CT‘ kT; Cr

-

kp, Cpyy oy K Cp

P [" P

kp, Cpyy = Kpr Cp gy

Figure 1: Schematic of a 1D elastic metamaterial.
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ated. If damped resonators are used, the undesired peaks are
removed by a price of shallowing the bandgap.

The loop-shaping analysis of T'(s) reveals that the unde-
sired resonances are created because of low phase mar-

gins. The problem can be alleviated by replacing R(s)
20
with commensurate-order Ry (s) = G /w,)Z‘R S/szi ot OF
K (s/ @)%

with power-law Ry (s) = 7 fractional-

((s/@r)2 4280 (s/wp)+1)
order resonators. The use of fractional-order elements en-
ables the use of simple analytical tools, varying the phase at
low frequencies and maintaining the high resonance peak of
the resonator. The corresponding transmissibilities are pre-
sented in Fig. 2. For both fractional elements, the depth of
the bandgap is preserved, while the undesired peaks are re-
moved. This demonstrates that the use of simple concepts
from control engineering may lead to significant improve-
ments in the performances of metastructures.

Open problems

To improve system properties different, possibly active res-
onators can be used. The existing literature is dominated by
ad hoc designs and tools for systematic analysis are miss-
ing. In the case of active metamaterials, assuring stability
is an important issue. For finite metastructures, standard
tools can be used. In the infinite case, the problems become
more involved. While the tools from infinite-dimensional
systems theory may be useful, specific results are not avail-
able. Finally, practical realization leads to additional chal-
lenges. Since an integrated and compact solution is desired,
often actuation and measurements of the relative position of
subsequent masses are only possible. This makes the use of
existing techniques, e.g. vehicle platooning, not trivial.

= = base

Integer
Damped | 4
Explicit
=== |mplicit

5 10 15 20 25 30 35 40

Figure 2: Transmissability of a metastructure with 10 cells and
different resonators.
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1 Background

When modelling networks of complex systems, one often
considers a collection of delay differential equations linked
by algebraic constraints. These kinds of models give rise to
delay differential algebraic equations (DDAESs), of the form

Ex(t) = iAkx(t — T) +Bu(t),
k=0

y() = Cx(2),

where 0 < 79 < 7] < -+ < T, < +o0 and E is, in general,
singular. These models generalize both delay differential
equations of the retarded and neutral type, and differential
algebraic equations (Michiels and Niculescu 2014).

6]

In this work we propose a method to compute the norm of
the transfer function of this system in the Hardy space .73,
a robustness and performance measure which is often used
in robust and optimal control.

The % -norm of a stable, input-output system can be in-
terpreted as a measure for the overall amplification over all
frequencies, and is given by

1 e
1712, = ﬂ/_m Te (T (i) T (o)) do,

where i is the imaginary unit and

1

T(s)=C(sE—-Y} yAe ™) B

is the transfer function of the system.

Determining whether this norm is finite is a challenge in its
own right. If the system is unstable, the norm will be infinite
(or is undefined, depending on the used definition) as 7 has
a singularity in the right half plane. As the transfer functions
of systems with delay can have infinitely many poles, special
techniques are required to check for stability (Michiels and
Niculescu 2014).

In the presence of a feedthrough the transfer function won’t
go to zero at infinity, also yielding an infinite norm. The
challenge in (D)DAE’s are hidden feedthroughs. As E
can be singular it is possible for y(z) and u(¢) to be dir-
ectly coupled, even though there is no explicit feedthrough
term present in (1), e.g. by including 0 = x3(¢) — u»(¢) and
y1(t) = 3x3(¢), which imply y; (¢) = 3ux ().
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Finally both stability and the presence of hidden feed-
through can be highly dependent on the delays, where some-
times even an infinitesimal perturbation can render a system
unstable or generate a feedthrough.

In recent work by Mattenet et al. (2022), they provided suffi-
cient and necessary conditions for hidden feedthroughs and
introduce the notion of the strong .7%-norm, which is ro-
bust against infinitesimal delay perturbations. We build on
these results to provide a computationally tractable method
to compute the (strong) .7%-norm.

2 A pseudospectral based approach

Similar to what Breda, Maset and Vermiglio (2005) intro-
duced for non-algebraic delay differential equations, we use
a pseudospectral discretization to arrive at an approximation
of the system without delays. We can show that this dis-
cretization does not introduce feedthrough. Additionally, we
show that in the rare case where, unlike the original system,
the discretization is unstable, it can be made stable using
only a few rank one updates to the discretization, without
significantly impacting accuracy.

We can show that the differential algebraic equation, which
we get after discretization, is equivalent to an ordinary dif-
ferential equation of which we can finally compute the .743-
norm using the usual Lyapunov equations.

Finally we characterize the method’s convergence, and de-
scribe how to derive expressions for the derivative of the
¢ -norm with respect to system parameters, useful for op-
timal control.
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1 Introduction

We consider the cooperative situational awareness (CSA)
problem of multi-UAV system crossing three-dimensional
obstacle belt without any priori information of obstacles.
The main contributions are: (1) A CSA method of multi-
UAV system is developed to improve the accuracy of infor-
mation acquisition; (2) Multiple uncertainties are modeled
and characterized; and (3) The conventional D-S evidence
theory is modified to solve high evidence conflict. Pearson
coefficient is utilized to measure the correlation between ev-
idence and define the credibility. Subsequently, the uncer-
tainty based on interval probability is introduced to modify
the reliability and obtain the weight. Lastly, the original ev-
idence is weighted and averaged, and the D-S combination
rule is adopted for synthesis. Compared with other improved
methods, our method can identify the correct propositions
more accurately.

2 CSA based on D-S evidence theory

Notably, achieving CSA is challenging due to the random-
ness of obstacle distribution and detection uncertainties [1].
In this part, an information fusion method is adopted by in-
troducing and modifying the traditional D-S evidence the-
ory, which is presented in Fig. 1.

The ground center transforms the coordinate|
ults P (®) a

o All UAVs receive the results

and carry out decisions. |

All UAVs report their
—

results 7,
them to the UAVs.

Fig. 1. Schematic diagram of the CSA method.
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3 Method improvements

In this study, Pearson coefficient is adopted to build the cor-
relation measure between evidence and determine the evi-
dence credibility [2], whereas evidence uncertainty is eval-
uated comprehensively. Additionally, this study combines
the credibility and uncertainty to determine the weight coef-
ficient of the evidence, revise the original evidence, average
the BPA of the revised evidence, and then use the Dempster
combination rule to fuse it, so as to solve the evidence con-
flict. The flow chart of the improved method is illustrated in
Fig. 2.

Fig. 2. The flow chart of improved combination method.

4 Conclusion

Based on the background of UAV detection, this study ap-
plies the improved D-S evidence theory to CSA of multi-
UAV system to conduct the information fusion detected by
airborne sensors. Our CSA scheme of mutli-UAV system
can significantly detect more obstacles while being aware
of the obstacles more accurately. Additionally, compared
to existing modified D-S evidence theory methods, our im-
provement is superior in improving the detection accuracy
and achieving an accurate CSA of multi-UAV system.
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1 Introduction

An established approach to suppress harmonic vibrations
in mechanical structures consists of placing a so-called ab-
sorber at the position where vibrations need to be annihi-
lated. Often however, in practical applications, it is not pos-
sible to attach an absorber directly at the desired point of
suppression. In such cases, we can possibly silence distur-
bances of a desired harmonic frequency by designing an out-
put feedback controller such that a pair of closed-loop trans-
mission zeros of the transfer function G, constructed from
the external force to the position of the target mass lie on the
imaginary axis at the desired frequency o i.e. G(jw) =0.

2 Problem Setting

We consider an LTI model described by its state-space equa-
tion
x(t) = Ax(t) + Biu(t) + Bw(r)
(1) = Cix(7)
2(t) = Cx(1),

where x is the state vector, u the control input, y the mea-
sured output used for feedback and z, the system output. In-
put w represents a periodic disturbance force acting on the
system with w(t) = F cos @t, F being the magnitude of the
disturbance and @ the excitation frequency, u(¢) represents
the control input. The objective here is to completely sup-
press vibrations of frequency @ at the target position, rep-
resented by z while simultaneously maximizing the stability
margin.

ey

3 Solution Approach
We use a delay-based controller of the form

u(t) =X K y(t— 1), )

where K; € R?*! is the gain matrix corresponding to fixed
point wise delays 7;, i = 1,...,N. The controller utilizes
static output feedback from the available outputs combined
with intentionally introduced multiple fixed delays. The ad-
vantage of using multiple delays in the controller structure
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is that for systems with only a limited number of available
output measurements, the presence of delays provides for
greater number of free parameters which in turn can be uti-
lized for achieving the desired control objective.

The requirement of maximizing the stability margin of the
closed-loop system combined with ensuring zero displace-
ment at the target location at frequency @ can be formulated
as
min  o(K)
K 3)
st: G(jo;K)=0,

where o/(K) is the spectral abscissa function of the resulting
closed-loop system and K = [K] - - - Ky].

The objective function in (3) is typically non-convex and
non-smooth while the constraints can be shown to be linear
in K. To solve this, we remodel the system of equations with
the controller as a Delay Differential Algebraic Equation
(DDAE). Remodelling the system of equations in this form
enables us to reduce the controller equation to one which
resembles a static output feedback controller. Additionally,
by obtaining the set of equations in the form of a DDAE, we
can utilize the available routines from the TDS—-CONTROL
package. Once the equations are in the desired form, we
use constraint elimination to convert the constrained opti-
mization problem into an unconstrained one by exploiting
the affine nature of the constraints in K.
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1 General Framework

The Kalman filter problem (KFP) received a lot of atten-
tion for many decades. It consists in solving an optimal
state estimation problem whose solution is a Luenberger-
type state observer. In the classical approach, the optimal
output injection operator is related to the solution of an op-
erator Riccati equation. In [2], we describe an algorithm for
solving the KFP with a frequency domain approach for a
class of dynamical systems whose dynamics generators are
self-adjoint and Riesz-spectral operators A defined on the
Hilbert space Xy = D((/JI—A)%) for some u > 0 such that

o(ul —A) C Rj. It appears that the opposite of a Sturm-
Liouville operator! fits the subsequently mentioned class of
operators, under classical assumptions. This algorithm is ap-
plied to solve the KFP for a one-dimensional diffusion sys-
tem on the interval [0, 1] with mixed boundary conditions.

2 Kalman Filtering Algorithm

We consider, for t > 0, the one-dimensional diffusion system
governed by the (abstract) differential equation (correspond-
ing to a partial differential equation)

= Ax(t) + C*w(t),x(0) = x¢

x(t) =
{ ¥(t) = Calo) + (1), o
where Ax = 4%, x € D(A) C X, = D((—A)?) with
D(A) = {x € H*(0,1): 4£(0) = x0x(0), % (1) = —xax(1)}

2
for positive constants ¥ and ;, and where w(¢) and 1(¢) are
real-valued square-integrable disturbance signals. The oper-
ator A is self-adjoint and of Riesz-spectral type. Its eigen-
values and its eigenfunctions are denoted by {A,},>; and
{®n}n>1, respectively. As observation operator C, we con-
sider the evaluation at z =0 on X%, i.e. Cx=x(0). In our

particular setting, the space X is the Sobolev space H'(0, 1)
2

which is a reproducing kernel Hilbert space. This entails that
the operator C € ¥ (X 1 R), i.e. Cis linear and bounded, and

that Cx = (co,x>% forallx € X% and some ¢y € X% In addi-
tion, —A is a Sturm-Liouville operator. Hence, the solution

'That is an  operator  of  the (A f)( ) =

o5 (£ (P %) +42)f@), for z € [ab], where p,%,q and
p are real-valued and continuous functions with p > 0 and p > 0.

form
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of the KFP is given by the Luenberger-like observer

{ (1) = AZ(t) + L(3(1) — ¥(1)), 3)
¥(1) = Cx(1),

where L: = ¢ € X, is the optimal output injection. Our al-

gorithm gives the components of ¢ in the orthonormal basis
{®n}n>1, and, for the diffusion system, it consists of three
steps :

1. Compute the (stable) transfer function g(s) =

(co,(sT—A) o) = 28 of the system (1)-(2).

2. Compute the stable zeros {i, },>1 of the Popov func-

tion f(s): = A(s)A(—s) +d(s)d(~s)
3. Compute the components of ¢ using the formula
P — M 1y An — Mk
b, = ,Vn>1. 4
(€0-0n)y 14 I @
k;én

The formula (4) follows from duality arguments with respect
to what is done in [1]. It is based on the spectral factoriza-
tion problem of the Popov equation®. This problem is solved
by using the symmetric extraction method developed in [3]
which leads to the infinite product form R(s) = [T, = ﬁ;’
The corresponding sequence of finite products converges to
R in the Wiener class .7 (c), where G is negative and satis-
fies 2|o| < min(|Uy|,|An|), see [2] and [3]. This implies that
the infinite product in (4) can be truncated in order to get a
good approximation of £,. Note that the algorithm for the
general case of a self-adjoint and Riesz-spectral operator on
X ] is available in [2], together with numerical results.
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%j.e. finding a spectral factor R of f i.e. an invertible stable transfer

function such that R(ee) = 1 and f(s) = R(s)R* (=5)
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1 Introduction

Hydrogen can provide a key contribution to the increased
need for energy storage in the shift towards renewables.
This requires sustainable production of hydrogen, such as
by water-splitting in a photo-electrochemical cell. How-
ever, these cells are not yet able to achieve the efficiencies
required for commercial use. The reaction that generates
oxygen at the photo-anode, the oxygen evolution reaction
(OER), is commonly regarded as the performance limiting
reaction. Modeling of the OER provides an opportunity to
investigate the processes and variables that are difficult to
obtain from experiments, such as the surface coverage of
the intermediate OER reaction species at the semiconductor-
electrolyte interface. This work focuses on improving the
current time-dependent non-linear state-space model of the
OER, by the addition of spatially dependent charge carrier
dynamics represented by a set of partial differential equa-
tions.

2 Oxygen evolution reaction model

A preliminary state-space model of the OER has previ-
ously been developed. [1] This model consists of two parts:
(1) A microkinetic model of the reaction kinetics at the
semiconductor-electrolyte interface. The model equations
describe the evolution of the intermediate species under il-
lumination and applied potential. (2) A simple description
of the charge-carrier transport dynamics at the surface of the
semiconductor material.

3 Model extension

In this work, we show the development and implementation
of a new description of the charge-carrier dynamics. The
description in the original model was limited to the evolu-
tion of the two charge carriers, electrons and holes, at the
surface of the semiconductor. In this work, also processes
in the bulk of the semiconductor are included, through ad-
dition of a space-dependency of the charge carriers in the
semiconductor. The advantage is that we can fully include
the following processes that are relevant for the evolution of
the charge carriers: drift-diffusion effects, charge transfer at
the interface, electron-hole pair generation and the recombi-
nation processes at the interface and in the bulk of the semi-
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conductor. The resulting partial differential equations are
connected to the state-space system of the reaction kinetics
through semi-discretization in the spatial dimension.

The presentation highlights the new charge carrier dynam-
ics description and its integration in the original model.
Through the combination of the spatio-temporal description
of the charge carrier dynamics and the microkinetic model,
we aim to gain a realistic insight into the processes of the
OER. This can be used in optimizing the OER, and in turn
the performance of photo-electrochemical water-splitting.

Charge carrier dynamics

Surface

Microkinetic model

Semiconductor

Conduction band

oo Howw o owen Qowen wovo
N oN/o0o\N o\/

Figure 1: Model of the oxygen evolution reaction consisting of
two parts: (1) The microkinetic model of the reaction
kinetics and (2) the spatially-dependent charge carrier
dynamics in the semiconductor. Electrons are indicated
by (-) and holes by (+).
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Bieberle-Hiitter. In: ACS Catal. 10.24 (2020), pp. 14649—
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1 Abstract

Control design for linear, time-invariant mechanical systems
typically requires an accurate low-order approximation in
the low frequency range, for example a series expansion of
the transfer function around zero consisting of a mass, ve-
locity, and compliance term, see e.g. [1]. The transfer func-
tion of a mechanical system containing rigid body modes,
from a force input to a position output typically includes a
double-integrator-part. Thus it is of the form

G G
G(s) = Tj + 71 +Go+Gyls).

where G ' Gy, and Gy denote the mass, velocity, and com-
pliance terms , respectively, and Gy (s) captures the remain-
der of order O(s). The mass and velocity part are typically
related to the rigid body modes, and G f.x(s) = Go + Gy ()
captures the flexible part related to the (possibly infinitely
many) non-rigid modes. When the transfer function of the
system is available, then G», G, and G can be directly ob-
tained from it by taking an expansion of G(s) around s = 0.
However, in many situations a closed-form expression of
the transfer function is not available. Therefor we propose
a time-domain approach based on the step response of the
system associated to the transfer function G(s). In partic-
ular, let y(¢) denote the step response of the system. The
inverse Laplace transform of ¥ (s) = G(s) =2 equals

2
y(t) = GZMOE + Giugt + Goup + 0y (1),

where @y (7) is the inverse Laplace transform of Gy (s)"2.
Since Gy is stable and Gy (0) = 0, wy (1) converges to zero
as t — co. The compliance function can thus be determined

from the static part of the step response. We show that for
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mechanical systems described by partial differential equa-
tions with distributed control and/or control at the spatial
boundary, G,,G1 and Gy can also be determined by assum-
ing the following expression for the step response

2

y(t) = wz5+w1t+wo+wsz(t)7

with @y (1) is stable, i.e. @y () — 0 for t — co. For models in
which it is impossible to obtain the exact expression of the
transfer functions, closed form expressions, can be obtained
for G, G1, and Gy. For higher spatial dimensions even this
can be too hard, but in these cases numerically simulation
of the step response leads to the answer. For instance, w»,
oy, and @y can be determined from snapshots of the step
response y(7). In particular, let ) < £, < ... < 1, be time
instances that are so large that @y (#;) are small. Then

) ok R
: Qﬂ[ @ @ o ] n Ip - Iy
Y(t) 1 1 - 1

Estimates for a,, @, and @y can thus be determined by min-
imizing the residue in the above equation.
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1 Introduction

Human-induced and natural disasters require fast and effec-
tive responses from search-and-rescue (SaR) crews. In re-
cent years, the use of SaR robots has been growing for as-
sisting humans to speed up finding the victims. Therefore,
the robots need effective mission planning approaches that
determine an optimal trajectory to the victims, while dealing
with uncertainties present in SaR scenarios. In this research,
Iintroduce a path planning approach based on model predic-
tive control (MPC) for an indoor SaR environment, where
the robot should follow and reach the moving victims.

2 Background

Determining feasible and optimal trajectories autonomously
and tracking the victims despite uncertainties are major
challenges of SaR robots [1]. Therefore, the control
system for mission planning of SaR robots should be ro-
bust to such uncertainties. Furthermore, established robust
MPC methods exist [2] that, if adopted for SaR robots,
will significantly improve the control performance in pres-
ence of uncertainties. Despite these potential benefits re-
garding optimality, constraint incorporation, and predictive
decision making, the use of MPC for systematic explo-
ration of SaR environments in the literature, is very limited.
The SaR missions may be categorized as coverage-oriented
or target-oriented. The most commonly used coverage-
oriented approaches for mission planning of SaR robots in-
clude heuristics techniques, while optimization-based con-
trol approaches, including MPC, are often used in target-
oriented SaR. The use of MPC in coverage-oriented SaR is
very limited and, in particular, MPC is used for reference
tracking [3].

3 Proposed approach

I have developed a path planning approach based on MPC
for a SaR robot, and a corresponding case study. The algo-
rithm is both target-oriented, in order to reach the trapped
victims in the environment and the exit point, and coverage-
oriented, to perform larger exploration of the area. The con-
troller of the robot is based on a robust tube model predictive
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control approach. This algorithm determines the optimal ve-
locity and heading angle of the robot, while optimizing the
objective function, that includes reducing the mission time,
maximizing the intersection of the robot perception field and
the areas where the victims are supposed to be located, in-
creasing the area coverage and going to the exit. The op-
timization is performed in presence of constraint which in-
clude robot dynamics, obstacles and moving victims avoid-
ance, physical constraints of the robot in terms of velocity
and orientation angle. The uncertainties that are taken into
account in this approach are the unknown position of the tar-
get victims and the non-smoothness of the ground that acts
as an external disturbance in the robot position. I consider a
movement model for the victims based on a crowd evacua-
tion model, therefore the target victims are dynamic targets
and the non-target victims are dynamic obstacles.

4 Case study

In the case study, developed using Matlab, ROS and Gazebo
simulator, the performance of the proposed approach is eval-
uated and compared to other four state-of-the-art path plan-
ning approaches, two coverage oriented and two target-
oriented, and I show how the proposed method outperforms
the other four in victims detection, area coverage and mis-
sion completion time, while being robust to uncertainties.
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1 Introduction & Problem Setting

Nonlinear Model Predictive Control (NMPC) for trajectory
planning is a topic that currently receives a widespread in-
terest from the (robotics) research community. Classical
NMPC schemes are supposed to stabilise a nonlinear sys-
tem, reject disturbances to it and lead to agile control of that
system which requires high NMPC update rates. The control
inputs are computed by solving an Optimal Control Problem
(OCP), minimising an objective e.g. time of the total trajec-
tory or distance to be travelled to reach a target, subject to
constraints such as collision avoidance, a model of the sys-
tem dynamics, actuator limits, etc.

For nonlinear systems in complex environments or with lim-
ited onboard computation power, e.g. drones or autonomous
vehicles, reaching high update rates and guaranteeing feasi-
bility is often intractable. A widely used approach to reduce
computational complexity is the Real-Time Iterations (RTT)
technique [1]. RTI applies only the first iteration of an op-
timization solver to the system. It does not guarantee con-
straint satisfaction and can lead to collisions and infeasible
controls that do not satisfy the modelled nonlinear system
dynamics.

We propose an alternative NMPC strategy - Asynchronous
NMPC (ASAP-MPC) - that deals with finite computation
times that can extend over multiple update intervals but
guarantees feasibility with respect to the constraints by solv-
ing the OCP to convergence. A low-level stiff feedback con-
troller is added to guarantee that the actual state x(¢) tracks
the computed NMPC solution such that x(¢) a £(¢). The ex-
pected finite computation time is maximally m samples.

2 Asynchronous NMPC

Figure 1 shows the principle for a one-dimensional example.
Suppose at time #;, a new solution A is available. Since a
finite computation delay is expected, based on solution A
and the current on-trajectory state X(#;), an estimation of the
future on-trajectory state £(¢;;,,) is made. The next solution
B is constrained to start from this future point. Awaiting
solution B, solution A (red) is tracked up to m samples in
the future. Once computed, solution B is stitched to A at

i(t,-+m).

If solution B arrives earlier at #; < t;,,,, solution A is still
tracked up to #;4,, after which the newly computed solution
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B is tracked up to #,,,. Suppose the next solution (C) ar-
rives just-in-time after m samples at #; = ;4 ,, solution C is
stitched to solution B and immediately tracked. The future
trajectory from solution B is discarded. Repeating this up-
date procedure leads to a continuous trajectory in time for
x(t), constructed by asynchronously stitching new solutions
to each other.

T — Current trajectory
h Past trajectories
€ — Tracked trajectory
— Future trajectory
® Trigger point
.4. 4 A
e & (f’) -1'(f1Arvv) A
i tl+1n t
Update received
after 2 samples
x
‘*‘—{'f(tf )
. -~ - °
¢
& (tj4m) B
t; tit,
J Jt+m
Update received t
after 3 samples
xz

"i)(/'lv'ﬁ»m)

th [ t

Figure 1: Working principle of the update strategy in ASAP-
MPC, illustrated for a one-dimensional example.
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1 Introduction

Active Vibration Isolation Systems (AVIS) can be used
to improve the performance of passive vibration isola-
tion [1]. Several effective control methods are available,
including disturbance feedforward. The performance of
disturbance feedforward can be guaranteed under pa-
rameter variations and uncertainty by using an adap-
tive algorithm. For AVIS, the Filtered error Least Mean
Square (FeLMS) algorithm is particularly appealing for
its efficient computation.

The stability of the FeLMS algorithm is typically
proven by the conservative SPR condition [1]. How-
ever, in most practical applications the condition is not
satisfied, due to the typical high-frequency parasitic dy-
namics of mechanical systems, while the FeLMS is still
stable. Hence, no formal stability guarantee can be
given for practical systems. This work therefore pro-
poses to append the SPR condition with a frequency-
dependent weighting to reduce the conservatism of the
stability condition.

2 Extended stability condition

The general control structure of an AVIS can be seen
in figure 1. The output (k) of the feedforward con-
troller is given by

(1)

where (k) is the regressor matrix. The parameters
(k) are updated with the FeLMS alogrithm as

(k+1)= (K)—pk)| (@ ®]" K.
Here p(k) is the step size, (¢) the noise shaping filter,

(k) = (¢) 5'(q)"1(k), and "5 the model of .
The SPR stability condition is

(P31 () P2 (7)) +P3" () Py () = 0. (3)

This stability condition can be relaxed under the slow
parameter adaptation assumption to

L[ e ) (o () Pa )

—&—P;l (ej‘”) Py (ej”)} } dw > 0,

(4)
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Figure 1: Blockscheme of FeLMS based AVIS, with the

floor acceleration ¢ € R™ | the payload acceleration
1 € R™ and actuator input , € R”

where S¢ (€%, 7) is the power spectrum of &(k) =

(" (k)) ~. A similar condition can be found in [1] but
is not used. It can be seen that this condition is satis-
fied if the SPR is satisfied. Due to the slow adaptation
assumption, S (ejw, ~) can be evaluated for a given
" = 7(ko), which is the frozen parameter error, and
hence it can be determined if this point belongs to the
domain of attraction. Note that (¢) is a design pa-
rameter and can be chosen to satisfy condition 4 based
on the measured FRF.

3 Conclusion and Results

For the numerical validation, equation (4) is checked for
a SISO path of the system in [1], for the relevant param-
eter range. The new stability condition correctly pre-
dicted the observed convergence of the system, where
SPR. condition did not, while keeping the favourable
frequency domain definition. There is still some con-
servatism left, which is due to the specific choice of the
Lyapunov function [2]. However, from a practical point
of view, this conservatism is not restrictive.
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1 Introduction

! Decision problems concerning the question when to best
terminate a stochastic process in order to minimize costs,
stochastic optimal stopping time problems, are a subset of
dynamic programming problems. This type of problems
naturally arises in a wide range of fields, from pricing of
financial derivatives [1] to connection scheduling in ad-hoc
networks [2]. Our application domain is precision farming,
where farmers must, e.g., decide when best to apply her-
bicides to their fields [3]. A major complication that arises
when solving this particular decision making problem, is the
size of the state space | 2| = |{0,1}"| = 2V growing expo-
nentially with the number of (sub)fields N € N considered
in the problem. This effect renders such stopping time prob-
lems intractable for farms with many fields N > 10.

This paper proposes (i) conditions on stochastic optimal
stopping time problems that enable lossless state space re-
duction, and (ii) related approximate methods enabling far
greater (lossy) state space reductions. The approximate
methods can be used to generate upper- and lower bounds
on the optimal cost and a tractable, approximate policy that
is within a constant factor of the optimal policy.

2 Problem formulation

Consider a standard stochastic stopping time problem with
full state information in a discrete finite space x; € 2" :=

{1,2,...,n}
1

minE[Y g(x0)],
k=0

with P = [pji], pji = Prob[xi;1 = jlxx = i]. For simplicity
assume that T < i € N,

ey

To reduce the complexity of this problem (when n > 1),
we are interested in finding a map (projection) ¢ : 2~ —
%, where % :={1,2,...,m} with m < n, that is able to
group states into equivalence classes. The map ¢ thereby
defines an equivalence relation: states i € 2 and j € 2,
denoted by i ~ j, are equivalent if ¢ (i) = ¢(j). We search
for conditions on the stopping time problem (1) for which
we can work on the quotient space 2"/ ~ of this equivalence
relation, i.e., work with m states rather than n states, without
losing optimality.

IThis research is part of the research program SYNERGIA (project
number 17626), which is partly financed by the Dutch Research Council
(NWO)
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3 Conditions for lossless state space reduction

Let us define m equivalence classes «7; ;== {i€ 2 | ¢(i) =
jt j€{l,...,m}. Consider the following two conditions

(i) g(i)=g(j), VijEX, st i~

) Y pi=Y puw Vire L, Nje¥, st irr
ted; led;

We have shown that if these two conditions are met, the
optimal costs-to-go Ji(i) and optimal policy (i), k €
{0,1,...,7i}, i € 2, satisfy Ji(i) = Ji(j) and i (i) = e ()
if i ~ j, which means we can restrict the treatment to a sin-
gle representative from each class 7; for j € {1,2,...,m}
when running the DP algorithm, reducing the number of op-
erations from order n to order m.

4 Upper- and lower bounds

Some problems might not contain many states for which
conditions (i) and (ii) hold, whereby m ~ n. Suppose we
have an approximate version of such problem that can be
proven to have a lower (or higher) optimal cost than the opti-
mal cost of the original problem. If the P matrix (and g(i)) of
the approximate problem is such that large groups of equiva-
lent states satisfy the equivalence relation, then solving these
problems on the highly reduced feature space m < n enables
cheap computation of lower- and upper bounds on the origi-
nal problem. This can yield both bounds on the optimal cost,
and an approximate policy that is within a constant factor of
the optimal one.
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1 Introduction

Lane changing remains a challenging task for autonomous
driving, due to the strong interaction between the controlled
vehicle and the uncertain behavior of the surrounding traf-
fic participants. The interaction induces a dependence of
the vehicles’ states on the (stochastic) dynamics of the sur-
rounding vehicles, increasing the difficulty of predicting fu-
ture trajectories. Furthermore, the small relative distances
cause traditional robust approaches to become overly con-
servative, necessitating control methods that are explicitly
aware of inter-vehicle interaction. Towards these goals,
we propose an interaction-aware stochastic model predic-
tive control (MPC) strategy integrated with an online learn-
ing framework, which adaptively estimates the surrounding
vehicles cooperation level through a parameterized state-
dependent distribution.

2 Target vehicle behavior modelling

We model the uncertain behavior of the target vehicle (TV)
as a randomized control policy ¥ : R™ x & — R?, where
the finite set £:={1,...,d} denotes maneuver indices. The
maneuver selection & € E is made randomly according to

P(z) = (P{éz =i|z})iez, (1)

which depends on the (joint) state z, = [(5)T (zTV)T]T =
fz—1,u—1,& 1) of ego vehicle (E) and TV.

3 Optimal control problem

Consider an arbitrary N-step policy (uk)ﬁfgol € I1. Since

is finite, all realizations of the stochastic process (zy, uk)fcvzl
satisfying dynamics f with u; = i (zx), and zo known can
be represented on a scenario tree [1] as illustrated in Fig. 1.
Given Z and 0, the optimal control problem is:

minimize Jy(u,0) (2a)
ucRuM
s.t. 2 =F(2V,u EW) viy echy,  (2b)

P{G (z(’”) >0]zU) <y, Vi, echt (2¢)

(2d)
(2e)

WV eU, 2V €2, vi €nod(0,N—1),
20 = z ZW) e Z, Y1y € nodN
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where ch1 means children of node 1 and nod k represents all
nodes at step k. (2c) is the collision avoidance constraint. U
and Z denote bound for input and states, respectively.

Figure 1: A fully branching scenario tree of horizon N = 2.

4 Online parameter estimation

A multinomial logistic regression scheme is used to learn
the distribution P (z). We introduce a parameterized model
P(z;0) with parameter matrix 8 = [6; .. ;] € R"0*¢ A
moving horizon estimation update is used to adapt 6 online.
At each time step 7, we compute a new estimate

1

Z Ing‘ik (Zk; 6)’
k=t—L+1

0, € argminAp(6,6,_1) — 3)
0

where A > 0 is a fixed regularization constant for penalty
term p(6,60’) and L € N is a fixed window length.

5 Experiment result

We test our framework with different types of prediction
scheme. Details of the result can be found in [2].
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1 Introduction

Autonomously performing lane changes on highways is
challenging, especially when another vehicle approaches
from behind on the lane into which the ego vehicle wants
to insert. In literature, sometimes adding communication
between vehicles is suggested [1]. However, this is not a vi-
able strategy in the scenario where both human drivers and
autonomous vehicles share the highways. This scenario re-
quires a strategy to balance between assertively inserting in
front of the approaching vehicle, expecting it to adapt to the
ego behavior, and on the other hand adjusting the ego actions
in order to safely comply with the behavior of the approach-
ing vehicle, without forcing it into abrupt maneuvers.

To this end, we present a motion planning strategy to plan
the lane switching maneuver through available convex free
spaces, while taking the effect of the ego vehicle behavior
on the actions taken by the other vehicles into account in a
simplified manner.

2 Methods

The motion planning problem is formulated as an optimal
control problem (OCP), using the multi-stage formulation
for motion planning through subsequent convex spaces or
corridors that is presented in [2]. The work presented here
adds the movement and reshaping of the corridors over the
prediction horizon, along with the movement of the other
vehicles. Additionally, the expected future state of the other
vehicles is taken into account in the OCP by adding the ac-
celeration, velocity, and position of the corridor edges as
controls and states.

The objective function is formulated as

N
T+ Zwl (Vk — Vaes)* +wads + w382 +wy 67
k=0

2 2
FWs(Vik — Vides)” + w6l i

in which the top line minimizes the time 7 to execute the
lane changing maneuver, with regularization of the effort of
the ego vehicle, which is represented by the deviation be-
tween the actual velocity v and the desired velocity v, the
acceleration a, the steering angle input § and its derivative
5. The bottom line of the objective adds the effort of the
approaching vehicle, being its deviation between the actual
velocity v, and the desired velocity v; 4.5, and the accelera-
tion a,. It is assumed that the vehicle in front does not ac-
celerate or decelerate. The weights w; determine the relative
influence on the cost of each term. Hence, the choice of ws
and wg determines the extent to which the ego vehicle takes
the effort of the approaching vehicle into consideration.
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Figure 1: Illustration of an OCP solution to the lane change prob-
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Figure 2: Influence of ws and wg on the planned ego vehicle and
approaching vehicle velocity.

3 Results

Figure 1 illustrates the moving corridors during the execu-
tion of a lane changing maneuver, with the stage-dependent,
time-varying box constraints. Figure 2 clearly shows the ef-
fect of the weights ws and wg: when they are high, the ego
vehicle accelerates strongly in order to reduce the required
braking action of the approaching vehicle; when they are
low, the approaching vehicle is expected to brake strongly,
allowing the ego vehicle to accelerate only mildly.
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1 Introduction

Systems with variable topology, which occur during system
operation, have a significant impact on the overall system
dynamics, hence the control should be adaptive with respect
to these topology changes. This article shows experimental
validation of control for pneumatic systems with varying
topologies with an adaptive MPC scheme.

2 Approach

The proposed approach presented in this article consists
of first developing a 2-stage model: (i) a model of
the subsystems of the system and (ii) a model of the
possible interconnections. By adapting the state of the
interconnections in the second part of the model, a certain
system topology is modelled using graph theory [1]. The
introduction of the Laplacian matrix .¥ =  — &/ = [L;j]
as a parameter in the system allows us to adaptively switch
the topology during the MPC loop, without the need for
rewriting all system equations. Z is the Degree matrix and
o/ the Adjacency matrix, and undirected communication
is assumed. This allows to very efficiently model all
possible topologies. This limits furthermore the number
of identifications required. Next, an MPC controller is
designed which takes this 2-stage model into account,
allowing for very efficient adaptation to the system topology
by adapting the connection model during operation, once a
topology change has been detected.

3 Results

For the considered pneumatic system, there exists a pressure
control valve is present in the system that acts as the
control input u that can operate in the range of 0-10V. The
system also consists of discrete valves that controls the flow
direction of the compressed air. There are also two tanks that
acts as accumulators which can store compressed air. There
is finally a pressure sensor which is the measured output in
the system under consideration.

Figure 1 shows two possible topologies with the two tanks
considered. The tanks are considered as first-order systems
identified from experiments. The systems S; and Out are
virtual subsystems that are basically one sample delay. The
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output pressure is measured at Out using a pressure sensor,
where we want to maintain a desired pressure. In order to
design our adaptive MPC scheme, we extract the Laplacians
Z for these two topologies. We preformed experiments on

Tankl (Fanky
B @ O, @

Tank2 Tank2

(a) Topology 1 (b) Topology 2

Figure 1: Considered topologies for the pneumatic system
in experiments with (—-) represents connected links while
(gray---) represents disconnected links

the pneumatic setup, with online adaptive MPC on a real-
time hardware which takes the Laplacian as a parameter.
Figure 2 shows experimental results as compared to a robust
and a scheduled aggressive PI controllers, with change in
topology around 74s, when we switch to Topology 2. The
controlled designed using our approach outperformed other
controllers in reducing overshoot and achieving bandwidth.

Topology A,

| Topology By

75
time (s)

Figure 2: Experiment result for adaptive MPC for pneumatic
system with variable topology compared with two (ad-hoc)
tuned PI controllers
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1 Introduction

Eco-driving and energy management can drastically reduce
the power consumption of vehicles, [1]. As horizon-lengths
increase and more sophisticated models are used for com-
ponents, this leads to a larger computational load on the on-
board computer. As a consequence, the optimization solver
does not keep up with the rate of control inputs. In this work,
methods for reducing computation time, while still obtain-
ing comparable energy savings are applied to the problem.

2 Problem formulation

For the vehicle model, a series hybrid heavy-duty vehicle is
considered. The interconnection is formulated as a second-
order cone program. In order to do so, quadratic and hy-
perbolic equality constraints are relaxed into inequality con-
straints to fit this model formulation. We show numerically
that the optimal solution lies on the equality and therefore
the relaxation is exact. By applying receding-horizon con-
trol and move-blocking, i.e., fixing control inputs for mul-
tiple steps, the computational times can be reduced while
still obtaining a close-to-optimal solution. The method has
been tested on a 60km drive-cycle with large differences in

1 ion.
elevation 3 Results

In figure 1, the distance of the problem is fixed and the com-
putational times for five horizon compositions with varying
coarseness are shown. Case 1 has the largest horizon of
length 2500, and case 5 has length 450 steps. It has been
shown that computation times can be reduced without expe-
riencing large increases in energy consumption. For figure 1,
three cases are shown with equal horizon length, but with
varying distance per case. It has been observed that under
the same number of samples, horizons with a longer distance
span but a lower average resolution due to blocked inputs,
outperform horizons that have a shorter span with fewer in-
puts blocked concerning the energy consumption. This im-
provement in fuel economy has been attributed to the ability
of the horizon to be able to detect upcoming events earlier
and react appropriately. Conversely, lowering the number
of samples leads to shorter horizon spans and increased en-
ergy consumption. Despite the observed increase in energy
consumption that has arisen in the second case study, it can

!'This work has received financial support under the grant LONGRUN.

91

be concluded that the combined eco-driving and powertrain
energy management solution, solved within 0.53 [s] on av-
erage, provides additional energy savings when compared
to the full horizon solution, leading to a reduction in fuel
consumption of 33.7 %.
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Figure 1: Fixed distance, increasing coarseness per case. Horizon
lengths of N = [2500, 1025,795,530,450] respectively.

_ 1t <
5’0 0.8 X Base |
o0 (.
4 —%— Short
= 0.6 i Medium |
—#— Long . L . |
250 300 350 400 450 500 550
0.6 + i
)
o 04+¢ E
g
= 02¢ .
0 I I I I I I I
250 300 350 400 450 500 550

Horizon length N [-]

Figure 2: Varying distance, constant decision variables. Simu-
lated distance is d = [20N,52N,64N,68N].
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Abstract

Real-time optimization for district heating networks (DHN)
is becoming increasingly relevant for industrial applications,
mainly due to increased use of highly intermittent renewable
energy sources, which offers many challenges and oppor-
tunities from an operational perspective [1]. Specifically,
more advanced control methods offer the potential to im-
prove synergy among energy resources and to better exploit
the flexibility available in the network. To optimally regulate
these systems, mathematical models are used to optimize the
set of possible operations for the system (i.e., boilers, heat
pumps, pumps, and other control devices) according to some
cost function.

Preferably, we consider mathematical models that approxi-
mate the real system as accurately and precisely as possible.
However, non-linearities and non-convexities, caused in part
by the bi-linear nature of heat transfer and discrete decision
variables, increase the computational complexity of an al-
ready sizeable optimization problem (due to a large number
of decision variables). Hence, in general we refrain from us-
ing highly detailed numerical techniques from thermo- and
fluid dynamics, and instead opt for more simple representa-
tions of the systems at hand.

Different approaches to modeling DHNs exist, earlier works
consider approximate pipe dynamics using a linearized so-
lution of the partial differential equation (PDE) with con-
stant time delays [2]. More recent works consider spatial
and temporal discretization schemes of the PDEs suitable
for real-time optimization [1]. Furthermore, the authors of
[3] consider the inclusion of storage into the network and
derive a dynamical model for the network. That said, they
do not propose any optimization based control strategies.

In this work, we introduce a framework for real-time opti-
mization of a DHN with storage capabilities, see Figure 1. In
contrast to [3], we separate the pipe dynamics from the stor-
age dynamics to retain a simple but modular structure which
is suitable for optimization purposes. Here, we intend to
evaluate different operational control scenarios with the aim
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Figure 1: Example of a network configuration with producer,
consumer, and storage components.

of improving flexibility and resilience of the network. Fur-
thermore, we also compare centralized and distributed ap-
proaches for their performance and computational tractabil-
ity. To this end, we test the proposed control methods on
GridPenguin [4], a DHN simulator designed for simple but
accurate simulation of thermal dynamics. As part of future
work, firstly, we will deal with the issue of feasibility versus
performance by taking into account uncertainty and adopt-
ing either stochastic or robust control approaches. Secondly,
we want to integrate flexibility from the electricity grid (i.e.,
from heat pumps) into the framework.
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1 Introduction

Positive systems arise in the modeling of various applica-
tions, such as epidemiology, power networks, etc. In such
systems, the state variables remain non-negative in response
to non-negative initial conditions and non-negative inputs.
An important class of positive systems consists of bilinear
systems. The richly available optimal policies for linear
time-invariant positive systems cannot be applied to bilin-
ear positive systems that will be studied in this presentation.
More precisely, optimal % and .77, control problems of
bilinear positive systems in the presence of uncertain evo-
lutionary dynamics will be addressed. It will be proved
that the semi-infinite min-max optimization problem can be
modeled as a finite min-max convex optimization problem.
Next, an iterative algorithm based on minimizing the partial
cutting plane of the objective function will be applied. It is
worth mentioning that global convergence to the optimum is
guaranteed in this approach.

2 Problem Setting

Consider the following bilinear dynamics
() = (A+ K (u))x(t) + w(t),
2(1) = x(1),
where x € R” represents the states of the controlled sys-
tem, u € R™ denotes the constant control input, w € R” is
the disturbance signal, and z € R" is the performance out-
put. The matrix K(u) € R is a diagonal matrix defined
as K(u) = diag(Du). The matrix D € R"*™ is a constant
matrix obtained from the practical investigation. Matrix A is
Metzler and symmetric. Thus, the described system in (1) is
positive [1]. Due to the uncertain nature of the model, matrix
A is uncertain, and it is an unknown member of the convex
polytopic set @ = {¥ | %A4; |y >0, X1 % = 1}. The /.
norm is given as J..(u,A) = Sup &[(jol —A —K(u))_l},
weR

(1

and the square of the % norm is given as Jp(u,A) =

Ji trace (eA+K W) o(A+K ()"t )dt. The optimal control prob-
lem can be formulated as
Minimize Max J, (u,A) +¥(u), 2
u AeQ
Subject to A + K (u) is Hurwitz VA € Q,

where ¥ (u) is an arbitrary convex constraint on # and * can
either be 2 or oo.
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3 Proposed Method

With considering the mathematical properties of positive

systems, it will be shown that function .%,(u) defined as

F x(u) = IXI% J.(u,A) is convex. Consequently, the opti-
[S

mization problem (2) becomes a semi-infinite convex prob-
lem. Next, it will be proved that under the assumption that
matrix A is invertible, the semi-infinite convex problem is
equivalent to a finite min-max convex problem,; it is suffi-
cient to only solve the problem over the vertices of the poly-
topic set rather than all the infinite members of the polytopic
set.

The primary concern of solving the developed problem by a
descent algorithm is the non-smooth nature of it. Thus, an
iterative descent algorithm relying on minimization of the
partial cutting plane will be applied [2]. The cutting-plane
approach with a bundling scheme iteratively refines a fea-
sible set. As a main advantage of the partial cutting plane
approach, the descent algorithm can be carried out with in-
complete knowledge of the objective function. In fact, with
the proposed algorithm there is no need to evaluate the ob-
jective function in all the trial points.

Finally, the effectiveness of the proposed strategy is studied
for the case study of human immunodeficiency virus ther-
apy. The performance of this method will be compared with
the graident descent method. The results verify the impor-
tance of considering the uncertainty in the treatment design.
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1 Introduction

Electron Microscopes (EMs) can create images at atomic
level which continue to enable breakthroughs in a multitude
of scientific fields. The quality of the images is a direct result
of the quality of the electron beam focus. This focus quality
is often imperfect due to fundamental physical limitations.
These imperfections can be quantified and are referred to
as aberrations. Hardware components can be introduced to
compensate the aberrations, but this results in an increased
number of calibration parameters, which in turn introduces
the need for frequent and lengthy re-calibration by an expert
operator. This motivates the need for automatic calibration.

2 Problem Formulation

The aim of this research is to automate the EM calibration
process based on its output, which are images. This goal is
challenging since these images are high-dimensional and the
output is a non-injective mapping of the aberrations. This
means that one image can correspond to different aberration
configurations.

3 Approach

The proposed method consists of two steps: interpretation
of the images, and decision-making based on the interpreta-
tion. The first step is performed by feature extraction based
on physical insights, which reduces the high-dimensionality
of the images first to a low-dimensional vector of features,
and then to a scalar cost, similar to [1]. The second step
uses Bayesian optimization (BO) [2] with a Gaussian pro-
cess (GP) estimate to simultaneously estimate and optimize
the unknown cost function. The GP uses data gathered from
the EM to estimate the cost as a smooth function, while BO
selects where to sample next based on the expected improve-
ment which can be computed from the GP estimate.

4 Results

When applying the proposed method to a dataset of syn-
thetic images produced by a high-fidelity model, we verify
that the cost function produced by the first step is smooth,
symmetrical, and has a unique global minimum. Fig. 1
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Figure 1: On the left: cost function resulting from feature extrac-
tion with minimizer (¢). On the right: GP approxima-
tion of the cost function. The indexed sample locations
(#) are selected using BO.

shows that the cost function is well-estimated in very few
samples and that the sample selection converges to the min-
imizer after initially exploring. In fact, the proposed method
is able to calibrate two aberrations in 100% out of 50 at-
tempts, and in 10 or fewer samples 92% of the time.

5 Conclusion and Outlook

This research introduces a method for the automatic cali-
bration of EMs that interprets the microscope images and
makes decisions that balance improving estimates and ex-
ploiting promising current beliefs. Future research avenues
include automating the feature extraction process, incorpo-
rating more prior knowledge into the optimization scheme,
and analyzing the stochastic optimization problem.
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1 Introduction
During the last decades, many dedicated techniques
were developed to speed-up the solving of convex opti-
mization problems. Among most successful ones we
find Nesterov’s momentum, the non-monotone back-
tracking line-search and the use of cutting-plane models.

Each of those relies on exogenous information about the
structure at hand, either stemming from the objective
function or the involved convex constraints. In this
work, we propose to combine these techniques all at
once in the following non-convex setting: difference of
convex (DC) optimization with linear constraints. Akin
to [1], our formulation is as follows for F':= f; — fy

F* — ;Ieli%% {fi(@)—fo(x) :z € P:={a| Az < b}} (1)

with A” = (a1,...,am) € R™, b€ R™, f € C(P)
and f, continuous proper convex functions, F* > —oo.

Example 1. (¢, proximity constrained clustering)
One aims at minimizing the average p > 0 smoothed Lo
distance of points {w; }2¥; from RY to their closest cen-
troid from {c(®}2_, while choosing a center ¢(*) from
which centroids must be within r > 0 in /., distance.

1 N D
ceriB e 2 <Z B2+ [l — O]
- - D
-eme, ¢u2+|w¢—c<s’>|2>

""" s=1, s#s’

st. | =D <r  Vse{l,...,D} (2)

2 Algorithmic approach
Our main contribution consists in a novel algo-
rithm, Adaptive Difference-Of-Bundles with extrapola-
tion (ADOBe), tackling problem (1), that mixes three
powerful concepts already applied in the convex realm.
At each iteration, we perform the following four steps.

1. Non-monotone line-search. A local smoothness
parameter L>0is updated based on the previous
estimation L, e.g. L = L/p with p > 1.

2. Momentum. Inspired from [4], at the light of L,
we deduce a suitable candidate extrapolation parameter
Be [0, 1[. Then, given previous iterates (Z)+ and Z,
with d = &+ (Z — (Z)4) we compute (in closed-form)

g* = max{G |z + Bd € P, B < 5}
y= r+ % (x - T)
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3. Cutting-plane models. Using past collected first-
order information, we define bundles as in [3],

Bb = {(fb,lvgb,l)v sy (.fb,nb?gb,nb)}v be {17 2}
folw) > by(u) == max (g,u)+f VueP
f.9)€By
Solving the polyhedral DC subproblem:
: L
vy € argmin f1(u) = L(u) + o |lu =yl
requires (among others), for g» € df2(z), the solution:
. L
() = min £2(u) ~ [fole) +{g2(a), u—)] + 5 lluyl?
4. Lyapunov-check: With p € (0,1), k € (0,1/2), let
L, .. L

A = (F@)+511@)+—3l*) - (Flas)+5 l()+—al )
IfA < (1—p)/2||d|]? + & L||jzy —y|)? then 2, « z.

(random) proximity constrained clustering
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3 Results

We prove that ADOBe converges to critical points of (1).
We present extensive numerical experiments on practi-
cal DC fitting, constrained trust-region and clustering
problems, highlighting its performance in comparison
with algorithms from [1, 3, 4]. We also implement a
post-process from [2] to drive ADOBe towards stronger
d-stationary points as depicted in the picture above.
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1 Introduction

Model predictive control (MPC) is a control methodology
that uses a system model to predict future dynamics, and an
optimization problem is solved to find the control sequence
that minimizes a user-defined cost function. The first value
of such sequence is applied to the system being controlled,
and the process starts again, shifting the prediction horizon
one sample time. MPC can be used to solve a wide range of
increasingly complex control problems.The implementation
and development of nonlinear MPC (NMPC) can be costly
and time-consuming for engineers. Additionally, there is
a lack of accessible tools for quickly prototyping and de-
ploying NMPC solvers, which has restricted the widespread
use of NMPC in complex and fast mechatronic applications.
Here, we present IMPACT, an open-source toolchain that
aims to facilitate the workflow of specification, prototyping,
and deployment of NMPC.

2 Optimal Control Problem formulation

For a time horizon ¢ € [y, #], state vector x(z) € R"™, in-
put vector u(¢) € R™, and algebraic state vector z(t) € R",
in IMPACT we consider general OCP formulations of the
canonical form

minimize /tth(X(t),u(t),p,t)dt+Vf(x(tf),p) (1a)
subjectto  B(x(t0),x(tf),p) <0, (1b)
X(1) = §(x(r),u(r),z(t),p), 1 € [t0,1], (lc)
['(x(t),u(t),z(t),p) =0, 1€ [n,%], (1d)
h(X(l),ll(l),p) < Oa re [thtf]v (16)

where V(-) and V¢(-) in (la) are smooth nonlinear function-
als, p is a parameter vector that typically contains a vector
of state measurements or estimates Xpeas € R me3s (1b) de-
fines a boundary constraint that typically takes the form of
X(f0) = Xmeas, (1c) and (1d) define a system of differential-
algebraic equations representing the system model, and (1e)
represent path constraints.

3 Toolchain Workflow

Let us now present the outline of the IMPACT workflow,
which allows the user to define and deploy an NMPC. A
general overview of the workflow is depicted in Fig.1.
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Figure 1: Overview of the workflow of the IMPACT toolchain.
4 Application Example Using IMPACT

We illustrate the use of IMPACT by controlling the point-
to-point motion (angular position) of a DC motor using a
Speedgoat SN7233 real-time target machine. The control
scheme estimates a constant disturbance that represents un-
modeled dynamics — e.g., input disturbances and static fric-
tion —, and counteracts its effect.

Real time target machine

Figure 2: Overview of the system.

By following the workflow in Fig. 1, the motor model,
transcription options, and solver were defined using the
IMPACT syntax. The code was then exported and the
Simulink block artifact was generated. Combining this arti-
fact with the use of Simulink Speedgoat tools, the controller
was easily deployed on the hardware resulting in a success-
ful implementation.

5 Conclusions

We introduced IMPACT, a toolchain that simplifies the en-
gineering process from specifying the problem to deploying
the NMPC solution. An example of an application in real-
time hardware was depicted. Future research directions in-
clude testing the toolchain in scenarios involving complex
nonlinear (robotic) applications and embedded targets.
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1 Introduction

The Performance Estimation Problem (PEP) was recently
developed to automatically compute tight worst-case bounds
on the performance of a wide class of first-order optimiza-
tion algorithms designed for given classes of functions [1].

This framework relies on the interpolation problem of func-
tion classes: what necessary and sufficient conditions must
a set of data satisfy to ensure the existence of a function of
the class defined on the whole space and interpolating the
data? The derivation of such conditions is crucial in the PEP
framework since, to render the infinite-dimensional prob-
lem of computing the worst-case function of a given class
tractable, one imposes conditions on a finite set of data for
it to be consistent with a function class. In particular, a pri-
ori tight performance guarantees can only be obtained for
function classes whose interpolation conditions are known,
since if the condition imposed is only necessary, the worst-
case data on which the bound on the performance is based
might not correspond to any function of the analysed class.

2 Contribution

To provide tight analysis of methods applied to new classes,
we propose a novel approach to analyze conditions, based
on the pointwise extensibility of the condition to any arbi-
trary new point instead of its interpolability by a function
defined on the whole space. Under reasonable continuity
assumptions, we show that extensibility is equivalent to in-
terpolability, even tough this approach allows one to get rid
of all analytic properties of the function class to work only
at an algebraic level.

Presently, interpolation conditions are available mostly for
either variations of smooth strongly convex functions [1] or
functions satisfying some Lipschitz condition [2]. However,
nonsmooth and nonconvex functions, such as weakly con-
vex functions (that is functions convex up to the addition of
a quadratic term), while widespread in a large range of large-
scale data applications such as robust PCA, phase retrieval
or covariance matrix estimation, often lack of a characteri-
zation in terms of interpolation conditions. Since classical
algorithms such as the subgradient method do not converge
on the class of weakly convex functions, other assumptions
are often added to the weak convexity. Relying on our ex-
tensibility approach, we provide interpolation conditions for
weakly convex functions along with two of those classical
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assumptions: sharpness of the function, which ensures lin-
ear convergence of the subgradient method, and bounded-
ness of the quasi-gradient of the function. Hence, our ap-
proach allows to get rid of conservativeness in performance
analysis for new classes of functions.

The interpolation condition for the class of weakly convex
sharp functions is the following classical definition:

{ F0) > £() + (8(x), 3 —xy) — p i1
f(x)=f* > B|lx—x*,

where f* is the minimum of the function and x* is the pro-
jection of x onto the set of minima.
On the other hand, usually, weakly convex functions with
bounded quasi-subgradients convexity are defined and anal-
ysed using the following condition:

{ F@) > F)+ (g0),x—y) — El[x— ]
1g(x)]| < B.

However, this condition is not interpolable, so that any anal-
ysis based on it is a priori not tight. We thus propose a new
condition, equivalently defining the class but holding as an
interpolation condition:

fO) 2 f(x) +(gx),y —x) = 5 llx =yl + Iy =20l
gl <B

: 2
min |y —2|]*
z€R4: ||g(x)+x—z||<B
We show that performance analysis based on this condition
is tighter for this class of functions, demonstrating the im-

pact of our novel approach.

where z,, =
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1 Introduction

Stochastic systems are often represented by either state-
space equations with unknown stochastic signals [1] (e.g.
Xi41 = fx(x,u;,e;) where e, is unknown) or by the propaga-
tion of state probability distributions p(x;) subject to some
conditional state transition probability p(x;i1|x;,u;) [2].
The identification of stochastic systems using either of these
representations is challenging since it requires an estimate
of the stochastic signals for consistent estimation or since it
requires significant assumptions on the type of probability
distribution (e.g. Gaussian distribution). We present a new
representation of stochastic systems which allows for com-
putationally efficient identification even with the presents of
non-Gaussian state and output distributions.

2 Meta-state-space representation

The novel meta-state-space representation of stochastic sys-
tems has the form of

(1a)
(1b)

t+1 :fZ(Zlaul)a
Yo~ p(Vielze, ur).-

where z; € R™ is the meta-state, u, € R™ is the input,
yr € R™ is the output, f; is a static deterministic meta-state
transition function and p(y;|z,u,) is the conditional output
probability.

One way to interpret and derive the existence of the meta-
state-space representation is by taking the meta-state as a
parameterization of the state distribution such that p(x,;) =
p(x/|z;) for all t. The existence of a parameterization
of p(x;) with z, directly implies the existence of f, and
P(yt|z,us ). Thus the set of stochastic systems which can be
represented by (1) is at least the set represented by probabil-
ity distributions [2]. A small overview of this interpretation
can be viewed in Figure 1.

State-space Meta state-space

P(Tt43) /\/\ l [
preyz) A = b leae
p(rip1) S\ . l vz
plzy) ——

Time

) Zt
L) ,(2),3) @)

Figure 1: Overview of the meta-state-space representation.
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Figure 2: Comparison of output distributions of the meta-
state-space model from identification to the system.

3 Meta-state-space identification

Since the meta-state-space representation (1) is determinis-
tic in its dynamics it is well suited for identification. For
instance, using Maximum A Posteriori (MAP) criterion the
following identification problem is obtained

1 N
%lgl Nt:I og(pe(yt |Z“ut)) ( a)
sit. 21 = fo(Z,ur) (2b)

where y; are the measurements, fp is parameterized by a
small ANN and pg (y;|z,u;) is a weighted sum of Gaussians
with ANN parameterized weights, means and standard devi-
ations. We apply this to a numerical system with very non-
linear stochastic noise of the form

Xt+1 = (07eXp (7(X[+el)2) +0.3) xt‘i’l/ll (3)

where y; = x;, p(e;) = U(—0.5,0.5). The results as seen
in Figure 2 show that the obtained probability distributions
from the meta-state-space identification are very similar in
shape and amplitude compared to the PDF histogram ob-
tained by repeated sampling of the considered system.
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1 Introduction

In the 19th century, the idea of considering eigenvalue prob-
lems with multiple spectral parameters came forth quite
naturally from the classical problem of solving boundary-
value problems for partial differential equations via a sepa-
ration of variables [1]. For example, the two-dimensional
Helmholtz equation, which arises when modeling the vi-
bration of a two-dimensional membrane, leads to the study
of a pair of ordinary differential equations, both of which
share two spectral parameters [3]. This problem is a two-
parameter eigenvalue problem, and, in the last two decades,
a renewed interest in this topic has led to new approaches
to solve boundary-value problems by computing the eigen-
tuples of multiparameter eigenvalue problems (MEPs) [3].
More recently, we have shown that the identification of lin-
ear time-invariant models is, in essence, also a (rectangu-
lar) MEP [2, 4]. We currently investigate the properties of
MEPs, especially the rectangular MEPs that arise in a sys-
tem identification context, and research solution methods.

2 Research overview

Contrary to one-parameter eigenvalue problems, an MEP
consists of one or more matrix equations with multiple
eigenvalues combined into eigentuples A = (A;,...,4,).
Several manifestations of MEPs appear in the literature,
but we focus in our research mainly on rectangular MEPs,
which consist of one matrix equation with rectangular coef-

ficient matrices, i.e.,
<Z Awlw> z=0,
{0}

where z € C*1\ {0} is the eigenvector that belongs to an

eigentuple A and A, € CF*/ are the rectangular coefficient

matrices (k > [+ n— 1). The multi-index ® = (@y,...,®,)

in the summation runs over the different monomials A =
", A% and coefficient matrices Ay = Ag, .0,

(D

However, while a lot is known about one-parameter eigen-
value problems (and even about square MEPs), the available
literature about rectangular MEPs and their solution meth-
ods is quite limited. Recently, some interesting new results
on (rectangular) MEPs have been attained, including bounds
on the number of solutions, solution methods, relations be-
tween the square and rectangular manifestation, and several
interesting (system identification) applications [5].
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3 Presentation outline

In our presentation, we will introduce MEPs and discuss
their use within a system identification context. Further-
more, the presentation will contain some recent results about
(rectangular) MEPs and will present the available tools to
solve them. Numerical examples will motivate the perspec-
tives and difficulties in system identification applications.
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1 Introduction

Many system identification problems, like the least-squares
identification of linear time-invariant models [1] and the
globally optimal identification of autoregressive moving-
average models [3], can be rephrased as rectangular multi-
parameter eigenvalue problems (RMEPs). Their coefficient
matrices are generated using the observed data to which we
want to fit the model. The solutions of these RMEPs corre-
spond to the stationary points of the optimization problems
and can be computed by solving a set of standard eigenvalue
problems (SEPs) that follows from a multidimensional re-
alization problem in the null space of the block Macaulay
matrix (BMM) [4].

The BMM method, however, scales poorly with respect to
the size of the generating RMEP, which is proportional to the
number of observed data points in the related system iden-
tification problem. Current BMM methods compute all the
solutions of the RMEP, which remains computationally in-
tensive and is often unnecessary. Since we are often only in-
terested in a subset of the solutions, we take inspiration from
subspace methods to solve SEPs and square MEPs prevalent
in the numerical linear algebra literature [2], and we develop
for the first time subspace methods for the BMM framework.

2 Subspace methods for RMEPs

RMEPs are defined in a single matrix pencil format as

M()L)z_<ZAw7L“’>z_0, lz| =1, (1)
{0}

where A, € CH*! are the coefficient matrices (with k > [ +
n—1)yand A® =T, A" = A" --- 12 are the monomials.
We call the n-tuples A = (44,...,4,) € C" and vectors z €
C™!\ {0} the eigentuples and eigenvectors of the RMEP,
respectively.

Subspace methods to solve large SEPs and square MEPs
consist of two alternating steps [2], which can also be devel-
oped for RMEPs in the BMM framework: (i) An extraction
step, in which we project the large problem onto a smaller
problem via approximation and projection spaces. In every
extraction step, the basis of the approximation space helps to
evaluate an approximation to the eigenvector of the original
RMEP (1). The residual associated with the approximation
is projected in a Petrov—Galerkin sense over the projection
space, resulting in the new smaller problem. (ii) An expan-
sion step, in which we use the right and left singular vectors
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associated with the eigentuple that makes the original pen-
cil the most rank deficient, in order to expand the basis of
the approximation and projection space, respectively. These
two steps are applied in an alternating fashion until the con-
vergence to an eigentuple of the original problem.

3 Presentation outline

In our presentation, we will start with a brief overview of
RMEPs and the BMM method. Then, a detailed discussion
regarding the two steps of the subspace methods for RMEPs
will be provided. Finally, the convergence behavior and ob-
served speed-up of the proposed subspace methods will be
illustrated using numerical experiments.
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1 Background

Many nonlinear systems can be represented as linear time-
invariant (LTI) systems with a static nonlinear function in
the feedback path (see Fig. 1). As for system identification,
modelling of the nonlinear function is particularly challeng-
ing since this typically requires prior system information,
expert knowledge and/or engineering judgement. Another
issue in identification of nonlinear systems is that the opti-
misation algorithm may converge to a local minimum of the
typically non-convex cost function.

2 Problem statement

Consider the discrete-time state-space representation of a
nonlinear feedback system

X1 = Axg + Bug +wy,

(1a)
Yk = Cxx + Duy,

where A, B, C and D are the linear state, input, output, and
direct feedthrough matrices, respectively. Moreover, x; is
the latent state vector and u; and y; are the measured in-
puts and outputs, respectively, at discrete time instant k. The
nonlinear function is represented by an additional multivari-
ate input wy, which is modelled as a feedforward neural net-
work with one hidden layer:

Wi = WWG(VVsz +bz) + by,

(1b)

2k = Exg + Fuy + Gyy,
where W, and W, are the inner and outer weights of the neu-
ral net, respectively, and b, and b,, their associated biases.
Any suitable nonlinear activation function ¢(.) can be cho-
sen. The neural net input is z;, which is comprised of a linear

Ug Yk

LTI system

W <k

Y

flz) <

Figure 1: Block-diagram of a nonlinear feedback system.
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combination of the states, inputs, and outputs, through co-
efficient matrices E, F' and G, respectively. The aim of this
work is to first infer the nonlinear input wy and the latent
state xy in the time domain, such that their functional map-
ping in the form of a neural net can be learnt afterwards.

3 Method

Based on the measured input-output data only, the identifi-
cation procedure consists of four steps:

1. Initialise A, B, C and D, through the best linear ap-
proximation (BLA) [1]. This facilitates the ability to
gather crucial data about the system, such as the order
of its dynamic behaviour.

2. Use the BLA and the input-output data to find wy
in the time domain by solving a convex optimisa-
tion problem similar to unconstrained model predic-
tive control [2]. Here, the reference that we track is
the original output data y, while the original input
data uy, is treated as a known disturbance. This step
automatically yields an estimate of the latent state xy.

3. Define E, F and G; decide on the activation function
and the number of neurons; possibly perform some
dimensionality reduction on z; and wy; and train the
feedforward neural net (1b).

4. Perform final optimisation on all model parameters to
further reduce the simulation error.

Steps 1-3 thus serve as an initialisation of the final optimisa-
tion step, and are meant to mitigate the risk of getting stuck
in a local minimum. The considered method also requires al-
most no prior system knowledge, therefore overcoming one
of the main challenges in nonlinear system identification.

4 Results

The effectiveness of the proposed method is evaluated
on a number of nonlinear benchmark data sets (from
www.nonlinearbenchmark.org), including the Sil-
verbox system and the Bouc-Wen hysteric system.
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1 Introduction

To compress neural (sub)networks into a single layer
with flexible activation functions methods based on the
decoupling of multivariate polynomials [1] have recently
been used [2]. Unfortunately, compression to a single
hidden layer is currently the only possibility. However,
more flexibility in the number of hidden layers in the
compressed network might be desired when considering
larger (sub)networks.

Providing compression to more than one hidden layer
corresponds to approximating a solution of a multi-layer
decoupling problem. In this work we approximate a solu-
tion of the 2-layer decoupling problem using a structured
PARATUCK?2 decomposition.

2 Problem description

’ ’
x T z z
R e (T e I e OTE) e D B
A g w
Ty 1-:“) Zry Z:‘l
Uypp— _’m_"’ (#r,) — Un

Figure 1: 2-layer decoupling problem. Given a function
f(u), find W, V, Z and the coefficients of the g; and ;.

The 2-layer decoupling problem is defined analogously to
the decoupling problem as defined by Dreesen et al. in [1]
but generalised to the 2-layer case as shown in figure 1. The
2-layer decoupled representation is then written as

f(u) = Wg(V'h(Zu)).
3 Proposed approach

The first-order information of f in the 2-layer decoupling
problem is given by the Jacobian

J(u) = W diag (g}, (v/ h(Z"w))) V' diag(h] (] w)) Z" .

As aresult, the frontal slices of the tensor _# as constructed
in [1] follow the structure of a PARATUCK?2 decomposable
tensor. Combining this insight with the coupled matrix ten-
sor factorization (CMTF) method proposed by Zniyed et al.
in [2] leads to the following optimization problem
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N
Y i~ W diag(Dg") - V" - diag(Dy ") - Z"||?

i,

e Vs i1

DyZH ' +A-|[F—W-HT|?
5.t DV =X, e forji=1,2,...,m

Dy =X, forjp=12,....n
hjSZYj3~C;-;3 forj3:1,2,.‘.,r1

with N the number of sampling points in which the Jacobian
of f is evaluated, F containing zeroth-order information of

f and the constraints on Dl(; "‘m, Dg’“) and h;, analogous to
those given in the CMTF method from Zniyed et al. We
solve this optimization problem using a projection strategy
as defined in [2] to satisfy the constraints.

4 Results

The proposed algorithm was used to approximate simple
non-linearities consisting of multivariate polynomial func-
tions containing either a sine, cosine or hyperbolic tan-
gent. An example approximation that was found by the pro-
posed algorithm for f(u) = [fi (u) f2(u)]” withu € R?, f; =
2.5+45in(0.2-7w- (u; +up)) and fo = =5 +ranh(u; +uy) is
shown in figure 2.

2 2
L 22 0

Figure 2: The left column shows fj(u) and f;(u), the right
column the found approximations.
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1 Background

Event-based sampling schemes in control design can lead
to improvements in overall performance and resource effi-
ciency [1], with applications in, e.g., network control and
incremental encoders [2]. One of the most popular event-
based sampling methods is Lebesgue sampling, which con-
sists of sampling the continuous-time signal whenever it
crosses fixed thresholds in the amplitude domain.

The problem that is addressed in this work is the estimation
of non-parametric continuous-time models from Lebesgue-
sampled output data. To this end, we seek an estimator that
can 1) provide a continuous-time impulse response estimate
from possibly noisy and short data records, and 2) exploit
the entirety of the information contained in the irregular
sampling instants and the bounded intersample behavior.

2 Problem formulation

Consider a linear and time-invariant, continuous-time sys-
tem G (with impulse response g(¢)), excited by a known in-
put u(¢). The noisy output z(¢) is Lebesgue-sampled, as in
Figure 1. In practice, z(¢) is fastly-sampled every A [s] and
samples are retrieved only when z(iA) crosses a threshold
level. Thus, we have access to y(iA)=[n;,n;+h], where 1; is
the lower threshold at time /A and £ is the threshold ampli-
tude. This setup is presented in Figure 2.

(1)

. -
AN R

31 i

Im
o 20 420 PR

N\ A

u(t)

Figure 2: Block diagram of the Lebesgue-sampling scheme. The
2, block delivers a set-valued signal y.

The goal is to derive an identification method that estimates
g(t) using {u(r) }ejo.an) and yrov = {y(iA) }Y,.
3 Approach

By adopting a kernel-based approach, the goal is to find a
regularized estimator of the form

¢ = argmin (—logp(yinlg) +¥ll%),

9

where p(yi.n| g)gies the likelihood function, and ¥ is a re-
producing kernel Hilbert space (RKHS). The impulse re-
sponse g can be obtained via a finite-dimensional opti-
mization problem thanks to the Representer Theorem. The
finite-dimensional problem that is derived is solved with
MAP-EM (MAP Expectation-Maximization), which pro-
vides closed-form iterations that are shown to converge to
the global optimum if adequately initialized.

Any kernel-based estimator will depend on the choice of hy-
perparameters. These are computed with Empirical Bayes in
this work, from which MAP-EM iterations are also derived.
This time the iterations require computing the second mo-
ment of a high-dimensional truncated Gaussian. Such ma-
trix can be estimated with Monte Carlo sampling methods.

4 Results
We consider G(s) = 1/(0.055> +0.2s+ 1). The proposed
approach exploits the output intersample knowledge to de-
liver more accurate models than the standard kernel (Rie-
mann) approach [3], for all values of &.

100 @ T T T ﬁ ﬁ
= D &
90 + n
+ +
80| T
i ) =1
=70t + ) = 1.5 |
- h=2
60/ T4
B0 — —— — — — — — o
H
40 i L L L
Riemann Lebesgue

Figure 3: Fit boxplots for the standard Riemann approach (left),
and the proposed method (Lebesgue, right) for different
values of threshold amplitude 4.
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1 Motivation

Kernel-based identification of a class of nonlinear (NL) sys-
tems is considered. While the structure of the NL system is
unknown, we reconstruct the structure of the system through
the identification of the linearized model. When the analyt-
ical equations of the nonlinear system are available finding
the system’s linearization is straightforward. While the fo-
cus of the present paper is to regenerate the nonlinear model
through the identification of its linearization. Two of our
main motivations for nonlinear reconstruction through lin-
earization are: the large and often infeasible problem of the
unknown NL system identification will be decomposed into
simpler subproblems. And also, we will show that there are
some structural relations in the linearized model which can
be exploited for the estimation.

2 Problem statement

Consider a NL dynamical system described by the following
equation:

f(y(t),...,y(”“)(t),u(t),...,u(”b)(t)) ~0

where u(¢) and y(z) are the input and output of the sys-
tem, o) denotes the nth derivative with respect to ¢, and
f(e) € C?is a NL static function of the instantaneous values

of (y(¢),... ,y(”“>(t),u(l), ... ,u("1’>(t)).

Consider one stable trajectory of the nonlinear system:

pr(t) = G(e), 3O up(0), ™ (1)) (@)

Then a small-fast input perturbation (i(¢)) is used to perturb
the system trajectory slightly. Using the Taylor series ex-
pansion, the behaviour of (1) can be approximated locally
around the trajectory (2) [1]:

2 a3 |

Y on(pe(t)—>=+ Y Bu(pL(t))

n=0

n
dr m=0

(D

drm

Where §(z) is the small-fast output corresponding to ii(z),
and the coefficients o,(.) and f3,,(.) are the partial deriva-
tives of (1) with respect to its arguments. Indeed, (3) is a

This research was supported by the Fund for Scientific Research
(FWO Vlaanderen, grant GO05218N) and by the Flemish Government
(Methusalem Grant METH1).
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linear parameter-varying (LPV) system scheduled by the tra-
jectory. The main problem of the present work is to regener-
ate (1) through the identification of (3) with few parameters
and a structure which is as simple as possible. Note that the
scheduling variable is the system trajectory, which in some
cases will be a high dimensional vector, and in many cases
the nonlinear system (1) is not a function of all its argu-
ments but a subset of (2). So, the summations in (3) will not
be complete and some are zero and the coefficients are func-
tions of a subset of (2). Then the main problem is the sparse
identification of (3) with variable selection. This leads to a
simpler and more interpretable model.

3 Proposed approach

The PV coefficients in (3) are partial derivatives of (1):

ot

{ e (pL(t)) = ayzv) |PL(’)
J

ﬁm(pL(t)) = au(J;) |]7L(l)

So in order to recover (1) one can obtain the LPV model in
(3) via an LPV identification procedure, and by integration
reconstruct (1). To ensure the integrability of the LPV and
reconstruction of the NL from LPV, we will show that the
parametrization of the vector of PV coefficients must satisfy
a specific structure (curl-free constraint).

“)

The partial derivative of a function with respect to each of
its arguments measures the rate of change of the function
in that direction. We make use of this fact to measure the
dependency of each PV coefficient of the LPV on the el-
ements of (2). We will prove that these partial derivatives
are the elements of a Hessian matrix. The sparsity of the
LPV model can be cast as the minimization of the L; norm.
Finally, we exploit the obtained structural relations for the
LPV parametrization and variable selection via regulariza-
tion. The reconstructed LPV model is the integral of the
PV coefficients of the LPV. Hence, the LPV and NL models
are related through a linear transformation, which is the last
structural relation we impose on the model structure.
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1 Introduction

In the recent years, there have been significant strides in the
development of Automated Vehicles (AVs), giving rise to
a requirement for a standardised verification and validation
framework to ensure safety of AVs. Real-world testing of
AVs through test drives alone is not a feasible solution, as it
would require billions of kilometers of testing [1]. Scenario-
based testing in simulation is an attractive potential alterna-
tive for the safety assurance of autonomous vehicle func-
tions.

Safety in road vehicles is covered by ISO 26262 which ad-
dresses functional safety, or the safety of the system un-
der malfunctioning behaviour of Electrical and/or Electronic
(E/E) safety-related systems [2]. Additionally, with respect
to AVs in particular, hazardous situations caused by func-
tional insufficiencies, or reasonably foreseeable misuse, are
also of importance, and are covered by Safety Of The In-
tended Functionality (SOTIF) as described in ISO 21448
[3]. SOTIF assessment focuses on identifying hazardous
events, caused by a combination of unsafe scenarios and
hazardous behaviour. This is done by classifying the set of
possible scenarios as known or unknown, and safe or unsafe.
The goal is the identification of unsafe and unknown scenar-
ios, and systematically reducing the probability of unsafe-
unknown scenarios.

For a scenario-based assessment of AVs, the following re-
quirements need to be fulfilled:

* The scenarios need to be representative of situations
which the AV is expected to encounter in the real-
world.

* The scenario subset needs to consist of a diverse range
of scenarios, which span the entire possible scenario
space, and subject the AV to a wide range of possible
test cases.

¢ In line with the SOTIF assessment methodology, the
focus is on 'unsafe’ and 'unknown’ scenarios, there-
fore requiring metrics for measurement of criticality
and novelty of scenarios.
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2 Approach

The above task of finding critical, novel and diverse scenar-
ios for the validation of AVs can be formulated as an op-
timization problem. The optimization problem has the fol-
lowing characteristics:

* The degree of criticality and novelty of the scenario
need to be modeled as independent objectives.

* The objective functions require the simulation of an
entire traffic scenario, and therefore the problem is
non-linear, non-convex, and expensive to evaluate.

* Depending on the type of the scenario being mod-
elled, there may be integer or discrete variables in
addition to continuous variables, leading to a mixed
discrete-continuous optimization problem.

* A diverse set of possible critical scenarios need to
be identified. As opposed to traditional optimization
problems, where the goal is to isolate a single global
minimum, here the requirement is to isolate multiple
local minima, and differentiate and categorise them.

In order to solve the optimization problem in a manner
which deals with the above requirements, we need to use
a global optimization algorithm, which can deal with the ex-
istence of multiple local minima, as well as with multiple
objective functions.
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1 Overview

Unit Commitment problems (UCMs) are problems in
which a set of generators need to work together to
achieve a common goal. Examples of such problems
are the energy grid, heating systems or production of
compressed air. The nature of these problems are NP-
hard as it combines nonlinearities together with dis-
crete states of the generators[l]. Due to this complex-
ity, achieving the global optimum often takes a very
long time and warmstarting is often impossible mak-
ing the solvers limited to offline scheduling approaches.
This abstract proposes a new solution technique based
on Dynamic Programming (DP), a recursive solution
technique. The technique can achieve a near-optimal
solution in short amount of time making it feasible to
run online on embedded targets.

2 Background

The goal of a UCM is to generate a demand flow of
electricity, heat or air as efficiently as possible over a
given time horizon using the given set of generators.
Equation 1 [2] formulates the UCM for a horizon of T
and a set of generators G.

T
min Z Zpg (cg,ta Sg,t)

geG t=0
6. ) dglcg5g0) = D(t) VE€[0,1,..,T] (1)
geG
(Cg,ts8q,) € Iy(t) Vg € G,
vt e [0,1,..,T]

In this equation ¢y and sy are the capacity and the
machine state of generator g at time ¢. The consumed
power and the produced flow of the generator g are
given by p, and ¢,. The machine state can be on, off
or idling and are constraint by the feasible set II,. The
demand flow is given by D(t). In literature, both the
consumed power and produced flow formulas are often
simplified to piecewise linear functions[1]. As a result,
this formulation becomes a Mixed Integer Linear Prob-
lem (MILP). Existing solvers for MILP-problems are
often hard to warmstart and take a long calculation
time, especially when there are many feasible solutions.
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3 Contribution

The proposed DP solution technique divides the origi-
nal problem from Equation 1 into smaller subproblems
for which the state and the capacity for each generator
only has to be solved for one time instance given the
required costs to go to a next iteration. Each iteration
solves the problem given by Equation 2.

min Z Pg(Cq,tis Sg,t:)

geG
+ Cg7ti+1 (sgﬂfi) +C tio1 (ngti)

s.t. Z dg (Cg7ti ) Sgﬂfi) = D(tl)
geG

(Cgvtﬂsg’ti) € Hg(ti‘cgytifnsg’tiq) VgeG

In this equation a lumped cost to go to the next state is
given by Cy 4, , as well as an additional cost Cy;, , due
to the state of a previous time step. The feasible set of
states for the generator is based on the previous time
step. The algorithm alternately solves these subprob-
lems in a backwards sweep and updates the feasible set
of states for the generators in a forward sweep in time.
This process continues until no further improvements
can be made. After each iteration, the solvers guar-
anties a feasible solution. Since the algorithm can be
stopped at any given time after the first iterate and
allows warmstarting, it is able to run in an online sys-
tem. A comparison with MILP-based approaches from
literature is performed. The results show that the pro-
posed technique achieves a near-optimal solution while
reducing the calculation time. The proposed technique
can run in an online system.
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1 Abstract

The advent of vehicle autonomy, connectivity and elec-
tric powertrains is expected to enable the deployment of
Autonomous Mobility-on-Demand systems. Crucially, the
routing and charging activities of these fleets are impacted
by the design of the individual vehicles and the surround-
ing charging infrastructure [1] which, in turn, should be
designed to account for the intended fleet operation [2].
This paper presents a modeling and optimization framework
where we optimize the activities of the fleet jointly with
the placement of the charging infrastructure. We adopt a
mesoscopic planning perspective and devise a time-invariant
model of the fleet activities in terms of routes and charging
patterns, explicitly capturing the state of charge of the ve-
hicles by resampling the road network as a digraph with
iso-energy arcs. Then, we cast the problem as a mixed-
integer linear program that guarantees global optimality and
can be solved in less than 10 min. Finally, we showcase two
case studies with real-world taxi data in Manhattan, NYC:
The first one captures the optimal trade-off between charg-
ing infrastructure prevalence and the empty-mileage driven
by the fleet. The jointly optimized infrastructure siting sig-
nificantly outperforms heuristic placement policies, and that
increasing the number of stations is beneficial only up to a
certain point. The second case focuses on vehicle design
and shows that deploying vehicles equipped with a smaller
battery results in the lowest energy consumption: Although
necessitating more trips to the charging stations, such fleets
require about 12% less energy than the vehicles with a larger
battery capacity.
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Figure 1: Multi-layer digraph schematically representing an E-
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Figure 2: Road graph of Manhattan (grey). Reduced iso-energy
graph (colored). Each orange arc has a weight equal to
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1 Introduction

Lithium-ion batteries have been at the forefront of the re-
cent global research activities to achieve the rapid electrifi-
cation of various transport systems. An essential component
of such battery-powered systems is the Battery Management
System (BMS) which ensures safe and efficient battery op-
eration using appropriate battery models. Due to their ease
of parameterization and reduced computational complexity,
the empirical models, such as the equivalent circuit models
(ECMs) are the preferred choice in the BMS environment
over the high-fidelity first-principles models. Quite under-
standably, more accurate and versatile ECMs remain the fo-
cus of the current research so that the battery state estimation
can be reliably achieved over a wide range of operation.

2 Problem statement and Approach

During the formulation of the ECMs, the battery electro-
motive force (EMF), also known as the open-circuit volt-
age, is generally considered as a static nonlinear function of
the battery state-of-charge (SOC). However, the presence of
the hysteresis phenomenon in various battery chemistries,
such as lithium iron phosphate, renders the EMF as a path-
dependent battery characteristic [1]. In addition, the battery
has been shown to exhibit current-direction-dependent [2] as
well as SOC-dependent dynamics. While there exist various
approaches in the literature to model such battery behaviors
separately, mainly using the linear time-invariant (LTT) mod-
els, a systematic approach to incorporating them in a single
framework is currently lacking.

In this work, we propose a novel model structure based on
the linear parameter-varying (LPV) framework that can in-
corporate the hysteresis, the current-direction dependence,
and the SOC dependence in a unified manner. Essen-
tially, we present a multiple-input single-output LPV model
which incorporates the hysteresis nonlinearity as an addi-
tional model input besides the battery current. Furthermore,
we define the so-called scheduling variable to comprise of
the battery SOC as well as a cycling-direction variable 0,
which accordingly takes care of the SOC and the current-
direction dependence.
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Figure 1: Validation results comparing the voltage predictive ca-
pability of two LPV models.

3 Results and Conclusions

The parameter estimation procedure for the proposed model
structure was carried out by formulating a linear regression
problem with the ARX noise structure. Subsequently, the
voltage-predictive capability of two LPV models was ana-
lyzed, where the first model incorporates only the SOC de-
pendence, and the second model additionally includes the
hysteresis and the current-direction dependence. Figure 1
shows the obtained validation results using a real drive-cycle
profile with a 2.5 Ah LFP cell. The RMSE values asso-
ciated with the first and the second model were found out
to be 21.165 mV and 12.559 mV, respectively. It can be
concluded that the proposed model structure demonstrates
an intuitive approach to incorporate novel battery charac-
teristics, thereby enhancing the model applicability over a
wide range of the battery operation. Furthermore, it also
offers flexibility to downgrade to a submodel depending on
the quality of the available identification dataset, and the in-
tended model application.
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Abstract

Dynamic charging has attracted interest for its potential to
decarbonize heavy-duty road transport with battery-electric
trolley trucks (BETTs). A study on its feasibility finds that
for the best immediate impact, it should be first installed on
the most frequented highway segments [1]. In this work, we
show that this placement can enable long-haul deliveries that
are not yet feasible with current battery-electric truck (BET)
models. To this end, we formulate a vehicle routing problem
as a network flow model, introducing an efficient implemen-
tation of battery constraints to ensure path feasibility.

First, we devise a weighted second-order cone optimization
problem in the space domain [2] with two objectives - time
and battery energy - to obtain optimal drive cycles for a
given road topography. This way, we can trade time for en-
ergy and possibly avoid otherwise necessary charging stops.
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Figure 1: Drive cycles and Pareto fronts for a selected road seg-
ment. Colored dots correspond to drive cycle in the same color.

We obtain Pareto fronts like those in Fig. 1 and leverage
them in a routing problem [3]. We relate the energy expen-
diture on a traversed edge to the vehicle’s state of charge at
each node, obtaining a mixed-integer linear problem that ac-
curately respects battery path constraints and can be solved
rapidly.

The results in Fig. 2 show that few strategically placed dy-
namic charging roads lead to a significant decrease in travel
time for the BETT compared to the BET.
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Figure 2: Route comparison from Antwerp to Bremen and battery
discharge trajectories.

For most origin-destination pairings, the BETT can match
the time required by a diesel truck, spurring a switch to more
environmentally friendly freight transport options.
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1 Introduction

Mechatronic systems typically show variations in dynamic
responses due to, e.g., different disturbance situations. How-
ever, since individual controller design is time-consuming,
generally one controller is designed for a group of these sys-
tems, causing a loss of individual system performance. Au-
tomated controller tuning methods such as Iterative Feed-
back Tuning (IFT) [1] and Extremum-Seeking Control
(ESC) [2] facilitate individual controller tuning, yet are inef-
fective in minimizing the settling time 7, which is essential
for large system throughput. The reason for this is twofold:
1) standard IFT and ESC typically minimize an error norm,
which does not guarantee minimization of #;, and 2) ¢, is a
discontinuous function of controller parameters, hence stan-
dard gradient-based IFT and ESC methods cannot be ap-
plied. Moreover, standard IFT and ESC do not guarantee
crucial closed-loop stability and its robustness. In this work,
we present an alternative ESC-based tuning approach that
optimizes t; and warrants robust closed-loop stability.

2 Problem formulation and approach

We consider the feedback interconnection of a plant P per-
forming repeated point-to-point motions between positions
po and py, and a feedback controller Cy,(6) with parame-
ters 8. Each motion profile defined on the time interval [0, T]
consists of 1) a motion phase of length #,,, during which the
system moves from pg to py, or vice versa, 2) a settling
phase of length #, := max {s € [0,T —t,,)] : le(ty +5)| > ep},
during which the servo error e converges until it satisfies
the error bound ¢, at the end of the time interval, and 3)
a process phase of length t, = T —t; —t,,, during which it
is crucial that e respects |e| < ep, to perform the machine
operation. Our goal is to maximize throughput by solving
17 :=mingeg I s.t. |e(t)] < ep, VI € [t +1;,T], where O is
the set of all 8 resulting in robust closed-loop stability.

Since ¢, is a discontinuous function of 6, we intro-
duce an additional optimization variable 7 and reformu-
late the problem of minimizing #; as the continuous prob-
lems 7" := min;co7_,) T s.t. J*(7) < ey and J*(7) =
mingee Sup,~o |w(t;7)e(t)|, where w(t;7) equals one if
t € [tm+ 7, T] and zero otherwise. We repeatedly search for

*This work is part of the project Digital Twin with project number P18-
03 of the research programme TTW Perspective which is (partly) financed
by the Dutch Research Council (NWO).
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0* corresponding to J*(7) using the DIRECT algorithm [3],
and use J*(7) to update T in a bisection search to find 7*. To
ensure 6 € ®, motion experiments are only performed if for
6 the closed-loop is asymptotically stable with a peak sensi-
tivity below a given bound, which is automatically verified
based on the Nyquist criterion and FRF data of P. Other-
wise, w(t; T)e(t) is replaced by a high penalty value.

3 Results

In a case study with a wire bonder system, the proposed
approach (ESC) achieves comparable performance to (in
practice time-consuming and thus infeasible) dedicated con-
troller tuning using manual loop-shaping (LS) and an indus-
trial tuning algorithm (FBA), as shown in Figure 1.

0.8 N
Cle[<ep
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——FBA
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|
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Figure 1: Servo error comparison for the three controllers.
Dashed lines indicate ¢,, (black) and ¢, + #; (colored).
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1 Introduction

Sustainable urban mobility in modern cities is a major con-
cern for authorities since it has to consider aspects such as
congestion, road safety, infrastructure planning, public and
alternative transportation, social inclusion, and the environ-
ment, among others. Particularly, the increasing number
of private vehicles has led to negative externalities associ-
ated with congestion such as increments of pollution, noise,
and travel time, affecting the quality of life of citizens. In
this sense, it is necessary to generate alternatives for man-
aging the vehicular traffic network by taking advantage of
the available infrastructure resources. However, the urban
traffic network is a large-scale system with high complexity
with signalized intersections that interact with agents with
different priorities: public and private vehicles, cyclists, and
pedestrians. In this work, we present a based-data decision-
making system to reduce congestion and pollution in middle
and big cities. This system fuses the available data and pro-
poses optimal traffic light plans that can be used in real-time
based on the current traffic conditions. This system was im-
plemented in the city of Medellin - Colombia in real-time
for 35 signalized intersections reducing the travel time by
15% and the pollution by 10%.

2 Methodology

The management system contains monitoring and control
traffic modules, as well as a configuration file. The mon-
itoring module is in charge of collecting the available data
and fusing it to increase its reliability and estimate the vari-
ables in roads without measurements. Since the data is com-
ing from different sources is usual to find heterogeneous
data, i.e., the combination of different variables or sample
times. Therefore, the monitoring system unifies the vari-
ables using mathematical relationships, for instance, relating
speed and flow through the fundamental diagram or the data-
based models. On the other hand, the control module clus-
ters the recurrent traffic conditions in the network and finds
the best traffic light plans via optimization. This is an of-
fline process where there are as many clusters as traffic light
plans for each intersection. Using the pre-calculated clusters
and the optimal traffic light plans, the system selects, in real-
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time, the best traffic light plans based on the current traffic
conditions. Finally, the configuration file must contain the
information about the road (length and the number of lanes,
road identifiers, connections (turns), and allowed vehicles),
the traffic lights(green, red, and amber time of each traffic
light planning throughout the day), and the databases (map-
ping between the information of databases and the road de-
scription). The testing and validation of the system were
performed using SUMO (Simulation of Urban MObility)
which is an open-source simulator developed by the Institute
of Transportation Systems at the German Aerospace Center

[1].
3 Results

The management system of urban traffic networks was im-
plemented and validated in 35 signalized intersections of the
city of Medellin-Colombia as is shown in Figure 1.

Plataforma de Monftorso y
Gestion de Trafico FLEXI-
MOSTRO en Tiempo Real

Mzpa  Detalle vehiEstadisticas Entadeticas  Mostro.

cll4d_cr7uaa
di44_crate

o6 _cll3z

Figure 1: FLEXI GUI showing the interactive map.

As a result of this implementation, the travel times and the
pollution were reduced by 15% and 10% respectively.
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1 Introduction

In sensor-based robotics applications, it is desirable to con-
trol a manipulator arm to interact with the environment, such
as maintaining a desired force or distance from an object.
Predictability is often favored in these scenarios. For safety
reasons, it is helpful to know how fast the controller will
try to decrease some task errors (for instance, the speed at
which the robot is moving toward a human operator). Ad-
ditionally, it is not practical to accurately model everything
in the robot-environment system. For example, any real sys-
tem is subjected to actuator and/or sensor bandwidth limits.
Therefore, we want to limit the closed-loop bandwidth of the
controller.

Some classical robot control techniques, such as the
constraint-based task specification framework eTaSL [1], can
account for this. In this framework, which is based on the
task function approach [2], the task error e, as a function of
the state x, is controlled to zero with a defined control law

d
sl =K 1
dte(x) e(x) ey
where K is a user-selected feedback gain. This gain is directly
interpretable: (1) the time constant K—! provides insight into
how quickly the error will decay, and (2) it can be selected to

limit the closed-loop bandwidth of the controller.

However, this approach is purely instantaneous and there-
fore sub-optimal. It is known that incorporating a prediction
horizon through model predictive control (MPC) improves
the performance of the controller, allowing it to better antici-
pate geometric/kinematic constraints (workspace limits) and
dynamic constraints (actuator limits). In MPC, an optimal
control problem (OCP) is solved at every time step for a hori-
zon into the future. Although there is no “standard” MPC
formulation, it is common to specify an objective function
inspired by the linear quadratic regulator (LQR) formulation

T,
Jmpc = /tk+ e(x)TQe(x)+uTRu dt (2)

T
where the objective function trades off the task error e with
the control input u, weighted with Q and R respectively.
Choosing the appropriate values for Q and R is not always
obvious, and how fast the error should decay cannot be di-
rectly observed. In contrast, with the control law in (1), the
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gain K provides direct information on how the error should
decay.

In this research, we extend the instantaneous formulation of
[1] to include a prediction horizon. This provides a way to
design MPC controllers with a predictable response, which
can be selected to limit the closed-loop bandwidth. The
research is presented in the context of robot task control,
but the formulation might be relevant for MPC practitioners
controlling other systems, where selecting objective function
gains is also difficult.

2 Predictable error decay MPC

The key idea is that rather than penalizing the error directly
within the objective function, deviation from the desired
control behavior in terms of desired error decay is penalized.
This is achieved by introducing a new error function

e(x,u) = %e(x) + Ke(x) 3)

= % fle) + Kelw), @

which represents the deviation from a first-order decay,
where the time derivative of the error can be expanded us-
ing the chain rule and substituting in the system dynamics
X = f(x,u). The new objective function becomes

Tn
J= /tk+ e(x,u)T Qe(x,u) + u[u"Ru] ds. 3)

Tk

As before, the control inputs are still penalized within the
objective. However, it is multiplied by a very small weighting
factor p. Therefore, the dominant term in the objective is
the deviation from the desired error decay. Choosing K
determines how fast the error decays, Q adjusts the priority
of conflicting constraints, and R adjusts the null space motion
(e.g. for redundant robot systems).
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1 Introduction

Due to their simplicity and high maneuverability, differen-
tial drive robots that can be modelled as a kinematic uni-
cycle become a standard choice as a mobile robot base in
logistics and service robotics. Safe and smooth robot navi-
gation around obstacles is an essential skill for mobile robots
to perform diverse tasks in complex cluttered environments.
In this paper, we introduce a new conic feedback motion
prediction method for bounding the close-loop motion tra-
jectory of a unicycle robot under a standard unicycle motion
control approach. We apply unicycle feedback motion pre-
diction for safety assessment and mobile robot navigation.

2 Unicycle Motion Control

Consider a kinematic unicycle robot, with position x € R?

and orientation 6 € [—m, 7), whose equations of motion are
. [cos 7
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