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Abstract 

A quantum computer requires a quantum system that is isolated from its environment, 

but can be integrated into devices, and whose states can be measured with high 

accuracy.  Nuclear spin qubits using shallow neutral donors in semiconductors have 

been studied extensively as quantum memories due to their promise of long coherence 

lifetimes.  However, the nuclear spins of neutral donors are not only difficult to initialize 

into known states and detect with high sensitivity, they are limited to use at cryogenic 

temperatures.  The nuclear spins of ionized donors, on the other hand, have the 

potential for high-temperature operation.  

In this thesis, I show how the distinctive optical properties of enriched 28Si enable the 

use of hyperfine-resolved optical transitions (of donor bound excitons), as previously 

applied to great effect for isolated atoms and ions in vacuum.  Together with efficient 

Auger photoionization, these optical transitions permit rapid nuclear hyperpolarization 

and electrical spin readout.  These techniques are combined to detect nuclear magnetic 

resonance from dilute 31P in an isotopically purified 28Si sample, at concentrations 

inaccessible to conventional NMR techniques.  Dynamical decoupling is used to 

measure cryogenic coherence times of over 180 seconds and 3 hours for an ensemble 

of neutral and ionized 31P nuclear spins in 28Si, respectively.  A room-temperature 

coherence time of over 39 minutes is demonstrated in the latter system, which is more 

than an order of magnitude longer than the previous solid-state coherence time record.  I 

further show that a coherent spin superposition can be cycled from 4.2 Kelvin to room 

temperature and back. 

 

 

 

Keywords:  31P donor spin qubit; isotopically enriched 28Si; optical hyperpolarization; 
NMR; quantum coherence times; room temperature quantum memory 
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1. Introduction 

Humanity’s desire (need) for computational power in modern society in order to 

solve hard problems such as simulating large biochemical systems, mining (searching 

and sorting) huge databases and deciphering codes, motivates the search for 

techniques and resources more powerful than classical supercomputers.  Quantum 

computing (QC) and quantum information (QI) are the study of the information 

processing tasks that can be accomplished using quantum mechanical systems.  The 

goals of QC and QI revolve around developing tools that sharpen our intuition about 

quantum mechanics and obtain fundamental insight into nature and take advantage of it 

to outperform today’s classical computers on certain “hard” problems [1].  For some 

problems, quantum algorithms offer a polynomial speedup.  The most well-known 

example of this is the quantum database search, which can be solved by Grover's 

algorithm [2].  Integer factorization is believed to be computationally infeasible with an 

ordinary computer for large integers if they are the product of few prime numbers.  A 

quantum computer could efficiently solve this problem using Shor's algorithm [3, 4] 

allowing a quantum computer to decrypt many of the cryptographic systems in use 

today.  Besides factoring of large composite numbers and quantum searching, quantum 

algorithms offering a more than polynomial speedup over the best known classical 

algorithm have been found for several other problems, including the simulation of 

quantum physical processes (quantum systems), relating to Feynman’s early proposal 

[5].  These are just a few of several reasons to invest enormous amounts of time, energy 

and money in the effort to build QC devices. 

The architectures for quantum computation can be categorized into three main 

groups [6]:  

1) The gate or circuit based QC [7] relies upon a sequence of quantum 
operations, referred to as ‘gates’, applied to a well-initialised set of 
quantum bits (qubits) to process quantum information.  (This will be 
the focus of the present thesis.) 
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2) The adiabatic QC [8] designates a single Hamiltonian to correspond to 
a full quantum sequence.  The state is initialised into a known ground 
state (often at milliKelvin temperatures) and allowed to find the ground 
state of the modified Hamiltonian adiabatically.  (This is very similar to 
the D-Wave1 QC approach [9, 10] which may be easier to implement.) 

3) The measurement-based QC [11-14] initialises its qubits into a 
particular entangled state (independent of which algorithm is to be 
applied), and then applies a sequence of conditional single-qubit 
measurements, leaving the output in the qubits not yet measured, and 
resulting in a sequence of quantum operations from left to right.  The 
final output can then be read as usual.  

1.1. Physical realizations of quantum computers 

Building quantum information processing (QIP) devices is a great challenge for 

scientists and engineers of this century [15].  The theory of quantum error-correcting 

codes [16] strongly suggests that while quantum noise is a practical problem that needs 

to be addressed, it does not present a fundamental obstacle.  Given the enormous 

potential applicability of QIP devices, how can they be achieved in a real physical 

system?  What are the experimental requirements for building a quantum computer?  To 

realize a quantum computer, we must not only give qubits robust physical 

representation, but also select a system in which they can be effectively manipulated.  

Furthermore, we must be able to prepare qubits in a specified set of initial states, and 

measure the final output state of the system.  In other words these requirements [1] are 

the abilities to: 

1.  Robustly represent quantum information by qubits.  If the choice of 
representation is poor, then decoherence will dominate resulting in 
loss of information. 

2.  Perform a universal family of unitary transformations on at least pairs 
of qubits.  Two important factors to consider when evaluating the 
feasibility of implementing these unitary transformations are the 
achievable fidelity and the time required to perform these elementary 
operations. 

3.  Prepare a reasonably pure initial state (desired input).  Note that it is 
only necessary to be able to repeatedly produce one specific quantum 
state with high fidelity. 

 
1
 D-Wave Systems, Inc. is a quantum computing company, based in Burnaby, BC, Canada. 
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4.  Measure the output result.  A good figure of merit for measurement 
capability is the signal to noise ratio (SNR).  

 

DiVincenzo has also presented a similar set of basic criteria for implementation 

of QC [17].  The challenge of experimental realization is that these fundamental 

requirements can often only be partially met and several prerequisites seem in 

opposition to each other.  A quantum computer has to be well-isolated from its 

environment in order to retain its quantum properties, but at the same time its qubits 

have to be accessible to the control hardware so that they can be manipulated to 

perform a computation and to read out the result at the end.  So, a realistic 

implementation must maintain a delicate balance between these constraints.  

A key concept in understanding the merit of a particular candidate quantum 

computer is the notion of quantum noise, called decoherence (the process in which a 

system's behaviour changes from that which can be explained by quantum mechanics to 

that which can be explained by classical mechanics).  This is because the length of the 

longest possible quantum computation is roughly given by the ratio of the time for which 

the system remains quantum-mechanically coherent to the time it takes to perform the 

required elementary unitary operations.  These times are both determined by the 

strength of the coupling of the system to the external world.  The timescale on which 

these relaxation processes occur can vary significantly (from shorter than nanoseconds 

to longer than minutes) and for the purposes of preserving quantum information over the 

course of an algorithm, longer times are better. 

Clearly, much more can be said about various physical implementation 

proposals, which involve many different areas of physics, chemistry, and engineering, 

but are outside the scope of this study.  Nevertheless, a brief overview of the trade-offs 

in selecting these QIP schemes is summarized in Table 1.1.  Despite the number of 

entries in this table, only three fundamentally different qubit representations are given: 

photon, charge and spin.  For the latest developments for each of the leading 

approaches one can refer to the recent review paper by Thaddeus Ladd [18]. 
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Table 1.1: Brief characteristics of proposals for implementing quantum 
computers 

Proposal based 
on 

Major difficulty 
Major 

advantage 
Major 

disadvantage 
General 

References. 

Optical 
techniques 

Producing 
single photons 
on demand 

Photons are 
highly stable 
carriers of 
quantum 
information 

Photons do not 
directly interact 
with one 
another 

[19] [20] [21] [22] 

Trapped 
atom/ion 

Scaling up 
successes with 
small numbers 
of qubits 

Superb state 
preparation and 
measurements 

Weakness of 
phonon 
mediated spin-
spin coupling  

[23] [24] [25] [26] 
[27] [28]  

Nuclear magnetic 
resonance  

Directly 
accessing 
individual nuclei 
in a molecule 

Superb 
dynamics in 
small molecules 

Very noisy 
initial state 

[29] [30] [31] [32] 

Quantum Dots 

Dephasing due 
to uncontrolled 
distant charge 
motion  

Excellent 
techniques to 
create, control 
and measure 
even at single 
electron level 

Relatively 
short 
coherence 
times for 
charge states 

[33] [34] [35] 

Cooper 
pairs/magnetic 
flux in 
Superconductors  

Controlling 
electrostatic / 
magnetic 
fluctuation  

Relative 
robustness 

Scalable 
devices 

Very sensitive 
and short 
coherence 

[36] [37] 

Spins in 
semiconductors 

Small coupling 
of nuclear spin/ 
hard to measure 

Potential ability 
to scale-up 
tremendously 

Non local 
coupling 

[38] [39] 

 

There is a large amount of work devoted to pursuing hybrid designs [40] which 

attempt to marry the best features of two or more existing technologies.  The 

implementations of quantum information processing machines have developed into a 

fascinating and rich field; however, this thesis will be limited to a donor-spin-based all-

silicon scheme, which has the advantage of building on our highly developed silicon 

nanotechnology. 
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1.1.1. Silicon-based donor spin qubits 

Atomic, molecular, and optical quantum computing architectures continue to be 

studied; but motivation to envision some kind of solid state quantum computer is 

enormous2.  The spin degree of freedom associated with electrons and nuclei is being 

intensively investigated as a key element of future quantum technologies.  These spins 

have been investigated in a wide range of environments such as: the nuclei in a 

molecule moving freely in a liquid [41], the spin orientation of nuclei collectively in 

quantum dots [42], defect centers in crystalline samples like nitrogen vacancy centres in 

diamond [43], and finally, donors impurities in silicon [44].  Great progress has been 

made in the manipulation and measurement of qubits based on electronic spin states in 

semiconductors, including the electrical detection of the spin resonance of a single 

defect [45, 46], the detection of a single spin by magnetic resonance force microscopy 

[47], the single-shot electrical readout of an electron spin in a quantum dot [48], and the 

optical detection and manipulation of the electronic spin states of isolated nitrogen 

vacancy (NV) centers in diamond, including controlled coupling to the electronic and 

nuclear spins of other nearby centers [49-52].  

The electron spin, which in an external B field has eigenstates either +1/2 (spin-

up) or -1/2 (spin-down), respectively, the aligned and anti-aligned states of the spin with 

respect to a background magnetic field provides a potentially good representation for 

qubits.  However, since the energy difference between different spin states is typically 

very small compared with other energy scales (such as the thermal energy at room 

temperature (RT))3, the spin states of atoms are usually difficult to observe, and even 

more difficult to control.  In carefully crafted environments, however, exquisite control is 

possible.  Fortunately, spins are both long-lived (in particular, electron or nucleus donor 

spins in silicon can each have coherence time exceeding seconds [53-55]) and can be 

manipulated very quickly on the order of nanoseconds to microseconds [56, 57].  Both 

electronic and nuclear spins have their advantages and disadvantages for quantum 

information processing.  Although both are long-lived in suitable systems, nuclear spins 

 
2
 It has been estimated that the world has invested over US$1trillion in silicon technology since 

the invention of the transistor in the late 1940s. 
3
 The energy of nuclear spin (   ) at B =10T is five orders of magnitude smaller than the thermal 

energy (   ) at RT (300K). 
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generally outlive electron spins due to their reduced couplings to the environment.  

However, since the nuclear spin is more isolated, the direct manipulation of it can be 

much slower, leading to correspondingly fewer operations within the qubit’s coherence 

time.  Electrons, on the other hand, couple to many different degrees of freedom, 

including multiple nuclei, photons, phonons and other unpaired electrons, making them 

easier to control but potentially leading to faster relaxation.  There are many architecture 

proposals for using spin as a qubit, but a silicon-based hybrid electronic–nuclear system 

can make the best of both properties [58]. 

Recent proposals [17, 38, 39, 59, 60] to use the electron and nuclear spins of 

shallow donor impurities as qubits for Si-based QC have led to renewed interest in the 

properties of these systems [61-72].  Most of these studies focused on the phosphorus 

donor impurity, the most common shallow donor in Si, with only one stable isotope (31P) 

with a nuclear spin of 1/2.  Many of these QC schemes involve enriched 28Si as the spin-

free host material, because the elimination of the nonzero 29Si nuclear spin greatly 

reduces coupling to the environment (decoherence) and improves coherence times.  

These approaches seek to take advantage of the highly developed state of silicon 

materials science and nanofabrication technology.  Optical measurement and control of 

nuclear spins via the hyperfine interaction was absent from silicon based proposals, 

since these splittings were thought to be beyond the resolution limits of solid state 

spectroscopy.  However, it has been shown [61] that the elimination of inhomogeneous 

isotope broadening inherent in highly enriched 28Si has the added benefit of enabling an 

optical readout of the donor electron and nuclear spins using the resolved hyperfine 

components in the donor bound exciton (D0X) transitions [62] due to remarkable 

reduction in linewidth compared to natural silicon.  This is the realization of Fu’s idea [73] 

for direct optical measurement of the nuclear spin state of a single 31P impurity in 28Si.  

This same property allows for the rapid hyperpolarization of both electron and nuclear 

spins at low magnetic fields by resonant optical pumping [65].  

In 1998 Kane made a seminal proposal for a silicon-based QC [38]: precisely 

placing single phosphorous atoms (nuclear spin 1/2) within a crystalline wafer of 28Si 

(nuclear spin 0), positioned beneath lithographically patterned electrostatic gates.  These 

gates allow manipulation of the electron cloud surrounding the 31P dopants, to perform 

single qubit operation via modulation of the hyperfine coupling seen by the 31P nuclei.  
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Additional gates located above the region separating the 31P dopants can be used to 

artificially create electron distributions connecting adjacent 31P, much like a chemical 

bond, thus allowing two qubit operations to be performed.  Although fabrication 

constraints of such a scheme are extremely challenging – for example, the gate should 

be separated by 10 nm or less, and the 31P dopants must be registered precisely and in 

an ordered array.  Nowadays, with sufficiently advanced technology, it is possible to 

place, control, and measure single nuclear spins in semiconductors [78], making Kane’s 

vision of a silicon-based nuclear spin quantum computer [38] possible. 

There has been recent and rapid progress in the development of a wide range of 

possible technologies for quantum information storage and processing [74].  The storage 

and retrieval of either quantum [60] or classical [75] information between the donor 

electron and nuclear spins, and the entanglement of these spins [76], have been 

demonstrated.  Recently a single-atom transistor based on deterministic positioning of a 

phosphorus atom in epitaxial silicon using scanning tunnelling microscope (STM)–

lithography has built [77].  Very recently the single-atom electron spin qubit in silicon [46] 

and high-fidelity readout and control of a nuclear spin qubit in silicon was demonstrated 

[78]. 

Nuclear spins of ionized P (D+) in 28Si as an ideal quantum memory 

Beyond the enormous potential impact of quantum computation [7, 18], the 

development of a truly long term and portable quantum storage register operating at 

room temperature could lead to revolutionary new technologies such as “quantum 

money” and fraud-resistant quantum tokens [79, 80].  A recent breakthrough in solid-

state quantum systems, which have the benefits of scalability and integration with 

existing devices, was the demonstration of a coherent storage time, or T2, of ~2 s for the 

nuclear spin of a 13C atom coupled to a NV center in diamond at room temperature [81].  

Another promising semiconductor qubit system uses the electron and/or nuclear spins of 

shallow donor impurities such as 31P in silicon [82].  Both of these host materials consist 

predominantly of an isotope with no nuclear spin (12C or 28Si), and spin coherence times 

can be extended by removing naturally-occurring isotopes having a nuclear spin, namely 

13C or 29Si, each with nuclear spin I = 1/2 [83].  While the nuclear spin of neutral 31P in 

28Si has demonstrated a record solid-state coherence time of 180 s [54], it is (like all 
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neutral shallow donors in Si) an inherently low temperature system.  Even at 4.2 K the 

nuclear spin T2 is limited by the electron spin relaxation time, T1 [54], which decreases 

very rapidly with increasing temperature, reaching a few milliseconds at 10 K [84], and in 

addition the donors become thermally ionized above ~30 K. 

Here we show that the nuclear spin of the ionized donor (D+) has important 

advantages over that of the neutral donor (D0), and is not limited to operation at 

cryogenic temperatures.  There have been two very recent studies on the D+ nuclear 

spin in natural Si, both at cryogenic temperatures: one using spin-dependent 

recombination to generate polarized D+ in an ensemble [85], and another using a single 

electron transistor and electrical ionization to measure a single 31P in the D+ state [78].  

In both of these devices, the nuclear spin T2 of D0 is believed to be limited by electric 

field noise arising from the nearby Si/SiO2 interface, as the electric field couples to the 

nuclear spin by modulating its hyperfine interaction with the donor electron spin.  The 

nuclear spin T2 for D+ was found to be considerably longer in both studies, as the 

removal of the electron spin eliminates this decoherence mechanism.  The resulting D+ 

spin coherence times of tens of milliseconds can be attributed to spectral diffusion from 

the ~5% of 29Si naturally occurring in the samples [86].  By removing this source of 

spectral diffusion, using highly enriched 28Si and dynamic decoupling, we find that the 

coherence time of 31P+ can be extended to at least 180 min. at cryogenic temperatures.  

We further show that the D+ nuclear spin is remarkably insensitive to temperature by 

measuring a lower bound for the coherence time at room temperature of 39 min. 

1.2. Outline 

This thesis exploits the possibilities of using the nuclear spin of neutral and 

ionized group V donors in general and 31P donors specifically in isotopically enriched 28Si 

as a quantum memory.  We show that 28Si not only provides a nuclear-spin-free 

environment, which leads to long T2e and T2n, but also permits a method for spin 

polarization and detection, which opens the door to exploring magnetic resonance of 

donors at densities below 1012 cm−3.  The dissertation will be organized as follows: In the 

next chapter (Chapter 2), I will briefly present the theory of the system we are working 

with.  The samples and experimental methods and the apparatuses of the experiment 
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performed will be explained in Chapter 3.  Finally, Chapter 4 will present the results of 

the project and provide a discussion of the findings. 
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2. Background and Theory 

The theoretical framework of necessary topics related to this thesis work will now 

be presented.  This chapter will explore the theory of quantum bits (qubits) and how to 

control them with magnetic resonance techniques, the spin interaction Hamiltonian and 

various decoherence channels, and how these topics manifest themselves in donor 

impurities in Si to make them a leading candidate for qubit implementation.  Next, I will 

derive the energy levels of the Hamiltonian describing our spin qubit system (28Si:P).  

Finally, theoretical limitations on the coherence time of these specific qubits based on 

previous works will be discussed. 

2.1. Qubit 

The most basic building block of a quantum computer is the quantum bit (qubit), 

which is often realized by a two-level quantum system.  The difference between a 

classical bit and a qubit is that a qubit can be in a state other than just zero (| ⟩) or one 

(| ⟩), i.e., in a linear combination of states often called a superposition.  This 

superposition principle is one of the key computational features of quantum mechanics 

which allows for the creation of states like: 

| ⟩   | ⟩   | ⟩  ( 
 
), (2.1) 

where the   and   are complex numbers referred as amplitudes and the ‘| ⟩’ represent 

states in quantum mechanics.  We can examine a bit to determine whether it is in the 

state 0 or 1.  Actually computers do this all the time when they retrieve the contents of 

their memory.  We cannot do this with qubits to find values of   and  .4  Instead when 

we measure a qubit we obtain either a 0 or 1, with probability | |  or | |   respectively.  

 
4
 Unless infinitely many identically prepared qubits were measured. 
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Since the sum of these probabilities must be one (| |  | |   ), we can rewrite 

Equation (2.1) as:  

| ⟩     
 

 
| ⟩        

 

 
| ⟩, (2.2) 

where   and   are real numbers which define a point on the unit three-dimensional 

sphere known as the Bloch sphere, as shown in in Figure 2.1.  Although this geometric 

representation provides a useful means of visualizing the states of a single qubit, there is 

no equivalent representation for multiple qubits. 

 

Figure 2.1: Bloch sphere representation of a qubit.  A qubit’s state can be any 
vector lying inclusively within the unit sphere, where the | ⟩ and | ⟩ 
eigenstates are along the z axis by convention.  Pure (mixed) states 
occupy the surface (full body) of the sphere. 

 

Many different physical systems can be used to realize qubits, for example, the 

two different polarization states of a photon, two energy states of an electron orbiting a 

single atom or the alignment of nuclear spin in a magnetic field could all be potential 

qubits.  The latter is the center of discussion for the rest of this thesis.  It should be 

mentioned that spins controlled using magnetic resonance have provided the first [87], 

most advanced [88, 89], and highest fidelity [90] experimental demonstrations of 

quantum algorithms to date. 



 

12 

2.2. Semiconductor silicon as an important platform 

Next to oxygen, silicon is the most abundant element on the earth.  Certain 

refining problems impeded the use of silicon in the early days of semiconductors.  Once 

these problems were solved, the advantages of silicon immediately made it the 

semiconductor of choice.  Without it, modern electronics, communication, and computers 

(and maybe quantum computers) would be impossible [91].  Silicon, a group IV element 

(with four valence electrons and diamond crystal structure), is by far the most common 

and well known semiconductor used in integrated circuits.  The Si structure can be 

visualized by considering a face-centered cubic (fcc) lattice with two atoms for each 

lattice site (the second one at one quarter of the diagonal length along the [111] 

direction) as shown in Figure 2.2.  Every atom in this tetrahedral structure, the building 

block of the diamond lattice, forms a covalent bond with its four nearest neighbours 

resulting in electrons being shared between atoms, so the valence energy shell of each 

atom is full by eight shared valence electrons [92]. 

 

Figure 2.2: Schematics of the silicon diamond lattice populated only with 28Si 
with a single substitutional 31P at the center surrounded by its 
electron cloud. 

 

The band structure of the highest energy valence band and the lowest energy 

conduction band in silicon is shown schematically in Figure 2.3.  The maximum of the 

valence band occurs at the Brillouin zone center (k = 0) and a minimum of the 

conduction band is seen to occur at approximately 85% of the distance to the zone 

boundary along the [001] direction, producing an indirect band gap (Eg).  The hole states 
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near the valence band maxima are classified by their angular momentum jh.  The spin-

orbit interaction splits the jh=1/2 valence band (referred to as the split-off band) from the 

jh=3/2 bands (referred to as the light hole and heavy hole bands).   

 

Figure 2.3: Schematic band structure for silicon along the [001] direction [93] 

 

Silicon, like almost all other semiconductors in its natural form, consists of a 

mixture of stable isotopes with a fixed natural abundance.  The three stable isotopes of 

Si with their natural abundances are shown in Table 2.1.  

Table 2.1: Some important properties of silicon 

Lattice constant (Aº) 5.43 

Atomic density (atoms/ cm-3) 5.0 x 1022 

Band gap energy (eV) 1.12eV@300K and 1.17eV@4.2K 

Stable isotopes (natural abundances) 28Si (92.23%), 29Si (4.67%) and 30Si (3.10%) 

Nuclear spin of isotopes 28Si (0), 29Si (1/2) and 30Si (0) 

Normal impurities 31P as a shallow donor, B acceptor, C, O  

 

Due to its central role in conventional electronics, silicon has become one of the 

most highly purified materials, with impurity and defect densities typically measured in 

parts per billion or below.  Even the isotopic variation in silicon can be controlled.  We 
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believe Si can bridge the gap between approaches to quantum information processing: 

providing long quantum information lifetimes and high fidelity operations within a 

semiconductor device. 

2.2.1. Donor impurities in silicon 

In a real crystal, the lattice is not perfect; that is, the perfect geometric periodicity 

is disrupted in some manner, and contains imperfections or defects such as 

substitutional or interstitial impurities. 

Phosphorus (31P), is a group V substitutional shallow impurity in silicon (Si) that 

has one extra proton and one extra electron compared to the surrounding Si atoms 

(illustrated in Figure 2.2).  The attractive Coulomb potential between this extra electron 

and the P nucleus is screened by the core electrons of the P atom, as well as its four 

remaining valence electrons and all of the valence electrons of the neighbouring Si 

atoms, so that the extra valence electron is only loosely bound to the P atom.  This 

loosely bound electron can be easily ionized by thermal, electrical or optical excitations, 

and as a result, the P atom ‘donates’ an electron to the Si conduction band.  This is the 

reason why P in Si is referred to as a donor impurity.  The discrete energy levels 

revealed in the optical spectrum at low temperatures show that P impurities can be 

considered analogous to a hydrogen atom embedded in the Si lattice.  The net effect of 

the crystal potential on the donor electron is that it changes the mass of the electron 

from its value in free space to the effective mass m*.  A detailed analysis of shallow 

impurities in silicon using the effective mass approximation can be found in the review 

article by Kohn [94-96]. 

Phosphorus is monoisotopic with an atomic mass of 31.  31P has a nuclear spin I 

of 1/2, which couples to the S = 1/2 spin of the donor electron.  In the absence of a 

magnetic field, this results in a three-fold degenerate state corresponding to total spin 

F=1, called the triplet state and a singlet state corresponding to F=0, with the energy 

separation being the hyperfine constant A, which has been previously measured to be 

equal to 117.53MHz [97].  The degeneracy of the F = 1 triplet state can be lifted by the 

application of an external magnetic field (details in section 2.5).   
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In this work, the qubits under investigation are dilute (< 1015 cm-3) donor atoms 

(D), namely 31P (I = 1/2), hosted in crystalline silicon.  These donors have energies in the 

semiconductor band gap of silicon, sitting slightly below the conduction band, with 

binding energies (Ed) of 45 meV. 

Energy level structure of donors in unstrained silicon 

The ground state of hydrogenic donors forms just below the conduction band 

minimum, which is sixfold degenerate in k-space.  This implies that the donors' electronic 

energy states are formed out of six equivalent ellipsoids about the k = 0 point, and 

because all electronic wavefunctions must conform to the tetrahedral symmetry of the 

lattice, the 1s ground state must be sixfold degenerate as well.  The six 1s states can be 

broken apart into singlet, doublet and triplet states.  The singlet is an even superposition 

of all six ellipsoids (a member of the “A" symmetry point group), triplets are an odd 

superposition of two coaxial ellipsoids (and are themselves threefold degenerate (of the 

“T2" point group), and the doublets are the two remaining antisymmetric orthogonal 

combinations (of the “E" point group).  The singlet, doublet and triplet states each 

experience a different potential due to the nucleus; phosphorus has low-lying 1s:A states 

which, when split due to the Zeeman interaction, make up the qubit ground state.  Due to 

parity, it is only the 1s:A state which experiences a hyperfine splitting with the nucleus 

[6]. 

2.2.2. Excitons and donor bound excitons (D0X) in silicon 

The electron-hole pair, bound by the Coulomb interaction, is referred to as a free 

exciton (FE) in silicon and it is typically formed when a photon with above band gap 

energy excites an electron from the valence band to the conduction band, leaving behind 

a hole in the valence band.  There are two main types of excitons: 1) Frenkel excitons in 

which the electron and hole are tightly bound to each other and have radius on the order 

of the lattice spacing.  2) Wannier-Mott excitons consisting of a loosely bound electron-

hole pair and having a radius much larger than the lattice spacing.  The second type is 

most common in silicon [96].  A bound exciton (BE) is an electron-hole pair that is 

localized at a neutral impurity.  The existence of BE was first proposed by Lampert [98] 

and later observed experimentally in silicon by Haynes [99] who noted the presence of 
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sharp luminescence lines at energies lower than the free exciton energy.  This 

subsequently led to the development of a quantitative method for characterizing these 

impurities in silicon based on photoluminescence (PL) spectroscopy of bound excitons 

[100].  Due to the indirect band gap of Si and the requirement for wave vector 

conservation, the PL intensity of BE occurs with the participation of wave-vector 

conserving phonons (WCP).  The dominant WCP replica is the transverse optical (TO), 

but the longitudinal optical (LO) and transverse acoustic (TA) WCP also exist.  Also, a 

weak no-phonon (NP) transition is allowed by scattering from the short range potential 

known as the central cell potential near the donor ion.  In the PL spectrum of the ground 

state of a donor bound exciton (D0X) in silicon as illustrated in Figure 2.4, there is 

typically a no-phonon transition as well as phonon-assisted transitions (generally 

broader than NP due to phonon dispersion and lifetime) which occur at lower energy 

[101]. 

 

Figure 2.4: Schematic total energy diagram for the PL spectrum of D0X in Si.  
GS is the crystal ground state and 4-5 meV is the localization energy 
of donor bound exciton (D0X) compared to a neutral donor and a free 
exciton (FE).  The FE energy continuum starts 14.7meV (binding 
energy) below the free electron and free hole energy continuum 
which starts at the band gap energy (Eg). 
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Another consequence of the Si indirect band gap for the D0X is the very low PL 

quantum efficiency (10−4 for P) that results from the long radiative lifetime, thus leading 

to the dominance of nonradiative Auger recombination [102, 103].  In the Auger decay of 

D0X, the energy resulting from the recombination of the electron-hole pair is used to 

ionize the neutral donor, leaving behind an ionized donor (D+) and an energetic free 

electron.  Further details of shallow donor BE in Si are found in several reviews [104, 

105]. 

The D0X consists of two interacting electrons and one hole, as well as the fixed 

positive donor ion.  In the ground state D0X, it is energetically favourable for the two 

electrons to occupy the lowest valley-orbit state (1s), forming a spin singlet, removing 

the electrons' paramagnetic contribution to the BE energy levels.  Instead, it is the spin-

3/2 hole which splits the energy levels of the BE under a magnetic field, as shown in the 

Figure 2.5.  We assume that the hyperfine coupling between the hole and the nucleus in 

the D0X is negligible since the hole wave function is p-like and therefore has a node at 

the nucleus. 

 

Figure 2.5: D0X schematic and energy levels under a magnetic field showing the 
Zeeman splitting and hole spin projection.  Note that there is no 
hyperfine interaction between the hole spin and the nuclear spin, 
and the two electrons form a singlet ground state. 

 

2.2.3. Highly enriched 28Si as a perfect semiconductor vacuum 

Traditionally, the properties of a semiconductor are determined by its elemental 

composition and structure.  However, in the last 20 years isotopic composition has been 

shown to be another very important determinant of the optical, electrical, and magnetic 
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properties of semiconductors [106].  The studies of isotope effects in Si was limited to 

thermal conductivity [107] and Raman scattering [108] due to the lack of sufficiently 

isotopically pure bulk Si samples (enriched to more than 99.9% 28Si).  However, recently, 

the international Avogadro project5 was launched [109] and continues to produce 

extremely isotopically pure 28Si crystals [110].  The availability of 28Si in the form of a 

bulk single crystal with a reasonably high chemical purity and high isotopic purity allowed 

for the investigation of isotopic composition effects on the optical and electronic 

properties.  The results of isotopic effects on the optical spectra of semiconductors have 

been summarized in a comprehensive review [111]. 

The first photoluminescence (PL) spectroscopy study [61] revealed significantly 

sharper no-phonon (NP) donor bound exciton (D0X) transition lines compared to those 

seen in natural Si (natSi).  This sharpening [61, 112-114] of the NP bound exciton (BE) 

transition for phosphorus (P) reduces the full width at half maximum (FWHM) from 0.041 

cm−1 (5.1 μeV) in natural silicon to 0.014 cm−1 (1.7 μeV) in enriched 28Si (limited by 

instrumental resolution of the Fourier transform spectrometer).  It appeared that the BE 

linewidth in natSi was limited by inhomogeneous isotope broadening, an effect not 

accounted for within the virtual crystal approximation (VCA), in which the actual crystal is 

approximated by a hypothetical one with identical atoms having the average isotopic 

mass, ignoring the effects of local differences in the isotopic mass.   

This statistical fluctuation of the local isotopic composition within the effective 

volume of the BE of radius 3.5 nm leads to local fluctuations in the band gap energy 

causing the inhomogeneous broadening in natSi.  In the same study, it was found that 

there exists a 0.92 cm−1 (110 μeV) decrease in the indirect band gap energy of the highly 

enriched 28Si sample relative to natSi, due to the renormalization of Eg by the electron-

phonon interaction.  In addition to sharper PL lines, the infrared absorption resulting from 

transitions between the electronic ground state of neutral donor and acceptor impurities 

and their bound excited states revealed many transitions with reduced linewidths in 28Si 

as compared to natSi [115-118]. 

 
5
 Approach to redefine kilogram based on the Avogadro number determination of very highly 

isotopically purified 
28

Si single crystal sphere. 
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Though these topics will not be explored in any more depth, PL studies on 

copper-related impurity centres in 28Si have led to the discovery of four- and five-atom 

complexes in Si that contain combinations of copper [119], silver, gold [120], platinum 

[121] and lithium atoms, thanks to the greatly reduced linewidths of the PL transitions 

associated with these centres in 28Si [122, 123].  Further reading on the 

photoluminescence of deep defects involving transition metals in 28Si and the new 

insights that have been revealed is summarized in a review paper [117]. 

By eliminating almost all inhomogeneous broadening and spins in the host 

crystal, highly enriched 28Si approaches a semiconductor vacuum [54], enabling the use 

of hyperfine-resolved optical transitions, as is standard for atom and ion qubits in 

vacuum, but retaining the advantages of Si device technology, Auger photoionization for 

polarization and readout, and the ability to precisely and permanently place the qubit 

atoms [124]. 

2.3. Magnetic resonance in QC 

Direct manipulation and detection of nuclear spin states using radiofrequency 

(RF) electromagnetic waves is a well-developed field known as nuclear magnetic 

resonance (NMR).  These techniques are widely used in chemistry to measure 

properties of liquids, solids, and gases, to determine the structure of molecules, and to 

image materials.  These many applications have led to NMR technology becoming quite 

sophisticated, allowing control and observation of tens to thousands of nuclei in an 

experiment.  The coherent control of nuclear spin dynamics has recently been taken to a 

new level, motivated by the interest in quantum information processing [125].  Pulsed 

magnetic resonance provides a way of manipulating quantum systems such as nuclear 

and electron spins, and has proven itself to be a powerful tool in the development of 

quantum computation.  Liquid state NMR has been the main experimental 

implementation of quantum protocols, allowing exquisite control of systems up to seven 
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qubits in size [29].  The scalability limitations6 surrounding NMR implementations [31] 

that arise from the small nuclear Zeeman energy (causing difficulty in initializing nuclear 

spin into a pure state under reasonably high magnetic field and low temperature) can be 

overcome by turning to electron paramagnetic resonance (EPR), analogous in many 

ways to NMR but with the advantage that pure states are experimentally accessible.  

These strengths have led to many EPR-based solid state quantum information 

processing proposals [126-129]. 

For the purpose of this thesis, we will examine NMR for one and two spin 

systems.  First, we must describe how electromagnetic radiation interacts with a single 

magnetic spin; then we will consider the physical nature of coupling between spins (spin-

spin coupling). 

2.3.1. Single spin dynamics 

The interaction of a magnetic field with a spin is described by the 

Hamiltonian       ⃗   ⃗⃗, where  ⃗ is the spin magnetic moment, and      ̂  

    ̂        ̂        is a typical applied magnetic field.     is static and very large 

compared to   , which is several orders of magnitude smaller so that perturbation theory 

can be employed to study this system [1].  Unpaired electrons (with spin S = 1/2) and 

spin-active nuclei (S > 0) are paramagnetic.  They respond to a magnetic field by 

adjusting their (2S + 1) spin eigenstates’ energies.  This breaking of degeneracy through 

the Zeeman interaction splits the eigenstates’ energy levels.  For the simplest case of 

spin-½ particles, the states are split to the aligned or anti-aligned eigenstates with the 

magnetic field.  At a fixed magnetic field this energy splitting corresponds to a frequency 

that can be used to drive population transitions between the eigenstates.  The 

frequencies for electronic transitions are much higher than the nuclear ones in the fixed 

magnetic field due to the difference in the Bohr and nuclear magnetons (B=13.9962 

GHz/T compared to n=7.6 MHz/T).  This electron splitting can be >> kT, so large 

equilibrium polarization is possible, which is useful for initialization or as computational 

 
6
 As the number of qubits increases, the signal resulting from the pseudo-pure state preparation 

decreases exponentially.  This decay quickly becomes prohibitive and renders quantum error 
correction ineffective. 
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resources [60] but also makes electrons a strong contributor to nuclear decoherence 

[130]. 

2.3.2. Spin-spin coupling 

More than one spin is usually present in systems of interest (31P and 29Si which 

both have nuclear spin ½ in addition to the electron spin of 31P).  These spins interact 

through two dominant mechanisms: direct dipolar coupling, and indirect coupling through 

bond-electron-mediated interactions (from wavefunction overlap), also known as J-

coupling [131].  The impurity concentrations of the purified Si samples reduced to the 

extent that inter-donor interactions become negligible, so ignoring J-coupling is an 

excellent approximation.  We shall be interested in the case where dipolar coupling is 

dominant due to the very low concentration of 31P impurities and the very high isotopic 

purities of our 28Si samples.  We are mainly interested in the nuclear spin of P donors, so 

the main source of decoherence is the coupling of P donors to the electron spin. 

2.4. Hamiltonian of the Si:P spin system 

The response of the phosphorus 31P donor nucleus and its associated electron in 

isotopically pure 28Si (denoted as 28Si:P employed in this thesis) to its environment and a 

magnetic field will be explored in this section.  The neutral phosphorus donor 31P0 

ground state in Si under an external static magnetic field zB ˆ
0B  along the Z axis is 

described with the following basic two-spin Hamiltonian in frequency units (S and I being 

spin operators of the donor electron and 31P nucleus respectively),  

                            

           |  |                                  (2.3) 

Where                  
   

 
       

   

 
   and                

   

 
 

      
   

 
  are the gyromagnetic ratios of electron and P nucleus respectively, and 

                            is the hyperfine constant [97].  The first and 

second terms are the Zeeman energies of the donor electron (S=1/2) and the 31P 



 

22 

nucleus (I=1/2), respectively, while the last term represents the hyperfine interaction 

between the electronic and nuclear spins.  This hyperfine interaction, which comes about 

from the direct coupling of a nucleus to an orbiting electron, permits selective operations 

on the nuclei and electron as the transitions will be given by different nuclear and 

electronic frequencies.  Note that the Hamiltonian for 31P+ has only the central term 

(       ).  The approximate eigenstates of the spin Hamiltonian can be given in the 

(me, mI) representation, where me is the electron spin projection and m is the 31P nuclear 

spin projection.  In the notation used here, the single (↑ or ↓) and double (⇑ or ⇓) arrows 

denote the electron and nuclear spins, respectively, with an ‘up’ arrow denoting an 

eigenvalue of +1/2 and a ‘down’ arrow denoting an eigenvalue of –1/2.  The eigenvalues 

of the spin Hamiltonian give the energies of the four resolved hyperfine branches of the 

31P donor ground state.  The four neutral donor (D0) hyperfine levels, labeled by their 

electron and nuclear spins, and ionized donor (D+) ground states, in the low field regime 

where the nuclear Zeeman energy is small, are shown in Figure 2.6 (the |↑⇓〉 and |↓⇑〉 

labels are approximate at low B0 because of hyperfine mixing). 

 

Figure 2.6: The schematic energy level diagram of the D0 and D+ ground state 
together with Zeeman splittings are shown from B0=0 to 845G 
including the hyperfine splitting of the D0 ground state.  The 
magnitude of the D+ Zeeman splitting has been exaggerated to show 
the ordering of the D+ states. 
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Even with the hyperfine interaction, the parallel-spin states |↑⇑〉 and |↓⇓〉 are 

energy eigenstates with the energy eigenvalues given by linear functions of B0 for these 

pure states: 

 | ⇑〉     
 

 
 

(     )  

 
 (2.4) 

 | ⇓〉     
 

 
 

(     )  

 
 (2.5) 

The energies of the two antiparallel-spin states |↑⇓〉 and |↓⇑〉 (for simplicity, we 

denote the mixed states by the spin eigenstates to which they tend in the limit of high B, 

but always have an admixture of the other component) are non-linear functions of the 

field.  
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At B = 0, |  ⇓〉 state is degenerate with | ⇑〉 and|  ⇓〉 states, with energy of A/4, 

while  | ⇑〉 is lower by an amount of 3A/4.  At low field,  | ⇓〉 increases quadratically in B0 

and crosses  | ⇑〉 at ~3.4 Tesla (calculated later in this section), while  | ⇑〉 decreases 

quadratically in B0 and never crosses  | ⇓〉.  From the energy Equations (2.4) to (2.7), the 

NMR frequencies for the up and down electron spin branches, labelled in Figure 2.6 by 

RF↑ and RF↓ respectively, are: 
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The     +    = A for any B0 values and as shown in Figure 2.7, the NMR 

frequency for electron spin-up branch (and electron down branch) has a maximum (and 

minimum) at ~845 Gauss (Bm).  The crossing point of the upper branch (me=+1/2) is 

given as            Hence,  

   
 

   
          (2.10) 

 

Figure 2.7: Schematic energy level diagram of the D0 ground state together with 
characteristic magnetic fields (Bm=845G and Bc=3.4T). 

 

2.4.1. Magic field (“Clock Transitions”) for neutral P donors in Si  

In NMR, it is of particular interest that a certain magnetic field, Bm, gives both a 

maximum and a minimum for the hyperfine splitting of the up and down electron spins, 

(       and       ) respectively.  This is an advantageous field for NMR measurements, 

since the effects of any inhomogeneity in the magnetic field are minimized as well as 

sensitivity to temporal B noise, as was recognized earlier for the analogous atomic 

hydrogen system [132].  The extreme point is given as 
    

  
  , and equivalently  

    

  
 

 , corresponding to NMR frequencies referred as ‘clock transitions’; so we have: 
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                     √              (2.11) 

                      (2.12) 

                      (2.13) 

Thus, the difference between hyperfine splittings of upper and lower branches 

(doublets) is smallest at this point (shown in Figure 2.8). 

 

Figure 2.8: The two NMR resonance frequencies as a function of the applied 
magnetic field showing         at Bm=0.08449 T. 

 

2.5. Theory of relaxation rates of P donors spins in bulk Si 

In the phenomenological model of decoherence, T1 and T2 are known as the 

spin-lattice (longitudinal) and spin-spin (transverse) relaxation rates, respectively.  They 

define important time scales for the lifetimes of non-equilibrium classical states and 

quantum superposition states respectively.  T1 is usually longer than T2, since the spin-

lattice relaxation is slower due to weaker dipole-dipole interaction effects.  An on-

resonance (90  )y pulse rotates a magnetization vector along the Z eigenstate into a 

superposition state, which can be thought of as being in the x-y plane of the Bloch 
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sphere.  A prominent characteristic of the free induction decay (FID), the principal output 

of a magnetization readout experiment, is the exponential decay of the magnetization 

signal.  One cause of this is inhomogeneity in the static magnetic field (B0), which leads 

to precessing spins in one part of the sample falling out of phase with those in another 

part (coherence limit given by T2
*).  Effects due to inhomogeneities are, in principle 

reversible, but there are other sources of phase randomization which are fundamentally 

irreversible.  For example, decoherence that originates from spin-spin couplings (T2) and 

the thermalization of the spins to equilibrium (T1). 

2.5.1. T1 decoherence time 

The electron spin-lattice relaxation rates (T1E) corresponding to |me| = 1 and 

|m| = 0 vary tremendously with field and temperature.  There are three main T1E 

relaxation processes that each dominate in different magnetic field and temperature 

ranges: the Orbach process (in which the electron can be excited into the next excited 

state by absorbing a phonon and later relax back into either the spin-up or spin-down 

ground state by emitting a second phonon, which indirectly allows T1E relaxation), the 

Raman process (in which a phonon can change the electron’s spin state by scattering off 

the electron spin via a virtual excited state), and the direct process (in which phonons 

with the same energy as the Zeeman splitting are directly absorbed and emitted).  Each 

of these processes relies upon phonons that are either directly or indirectly resonant with 

the energy splitting of the electron.  The Orbach process (Exp(-) where  is a the 

energy difference between ground state and next excited state) dominates above 

temperatures of 6 K.  Like the Orbach process, the T9 component of the Raman process 

() is independent of field, concentration and orientation in the temperature 

range of 2.5 K - 6 K [133].  The direct process () dominates at the lowest 

temperatures (below 2.5 K) where the low-energy excitations are more populated than 

the larger ones necessary for Raman or Orbach relaxation. 
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Figure 2.9: T1 relaxation processes in our system  

 

The nuclear relaxation rate T1N corresponding to |me| = 0 and |mI| = 1; and the 

cross relaxation rate T1X corresponding to the “flip-flop” transition me 1, mI 1 differ 

dramatically between donors.  Specifically, phosphorus donors exhibit weak cross 

relaxation compared to T1E, whereas bismuth donors show much stronger cross 

relaxation compared to T1E [6] .  The principal difficulty in measuring T1X is the long 

timescales involved; T1X exceeds hours at low fields and temperatures. 

2.5.2. T2 decoherence time 

For phosphorus, the prototypical donor in 28Si, the reported electron T2 (T2e) is 

found to be inversely proportional to the donor density (for densities in the range from 

1014 to 1016 cm−3), and a similar observation has been made for the nuclear T2 (T2n) [53].  

This motivates the study of coherence lifetimes at even lower donor densities; however, 

densities of 1013 cm−3 are at the limit of detection by conventional electron spin 

resonance (ESR) and electron nuclear double-resonance (ENDOR) and the signal is 

orders of magnitude below the threshold of standard NMR detection sensitivity.  

Previous conventional NMR studies of 31P in Si were restricted to very heavily doped 

samples [134-136].  Both EPR and NMR measure ensembles by detecting small 

oscillating magnetic fields perpendicular to B0.  Ordinary NMR uses a solenoid that 

coaxially encircles the sample; coherently rotating the transverse magnetization creates 
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a weak field which drives a current through the coil connected to a spectrometer [131].  

Such a readout pulse rotates the entire ensemble of spins at that transition frequency, 

both the aligned and anti-aligned spin populations, so the total transverse magnetisation 

is proportional to the net population difference between the two eigenstates.  The optical 

NMR detection technique presented in this work provides information in a regime 

inaccessible to conventional NMR due to both the small number of spins and the low 

equilibrium polarization.  Unlike conventional NMR, which detects the precession of the 

net magnetization in the transverse (x-y) plane, our optical method is sensitive only to Iz, 

the nuclear polarization parallel to B0 [137]. 

Decoherence channels in our system 

In this section, we consider common spin baths that may affect our qubits: 29Si 

and background phosphorus donors.  The random distribution of residual spin-active 29Si 

atoms can couple through a dipolar interaction with the donor qubits to reduce T2E.  In a 

similar manner, the electrons of nearby donors can also couple to one another.  In 

addition to reducing the concentration of 29Si spins, one can also reduce the 

concentration of donor spins to improve the electronic lifetimes (T1E and T2E,) of the 

donor ensemble [138] and nuclear lifetimes (T1n and T2n,) of donor ensemble [54, 55].  

Recently, it has been shown that the 29Si bath induces decoherence through its flip-

flopping dynamics, but it also suppresses donor-induced decoherence via Overhauser 

shifts that cause the donors to be off-resonant with each other [86].  The two types of 

decoherence induced by donor flip-flopping are distinguished by Tyryshkin between 

indirect flip flops (flip flops among bath spins) and direct flip flops (flip flops with the 

central spin) [53]. 

2.6. NMR experiments in QC to measure decoherence 

The experimental methods for measuring the principal relaxation times are well-

known in NMR.  To measure T1, we can apply an RF  pulse to flip the spin by 180  , 

after which it relaxes exponentially with time constant   back towards equilibrium.  We 

can measure the T2 coherence time using the simple Hahn echo or other more complex 

dynamical decoupling pulse sequences which will be described later in this section.  
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First, the resonance RF pulse length and frequency need to be calibrated by Rabi and 

Ramsey experiments respectively. 

2.6.1. Rabi Oscillation 

The Rabi cycle is the cyclic behaviour of a two-state quantum system in the 

presence of an oscillatory driving field.  In the context of a nuclear magnetic resonance 

experiment, the Rabi frequency is the nutation frequency of a sample's net nuclear 

magnetization vector about a radiofrequency field (Note that this is distinct from the 

Larmor frequency, which characterizes the precession of a transverse nuclear 

magnetization about a static magnetic field.).  The precise length (assuming fixed RF 

power) of 180   () RF pulses can be extracted from the period of Rabi Oscillations.  A 

rotation Ry less than (90  )y also generates a detectable FID with an initial amplitude 

proportional to sin(R).  If one were to record the FID amplitude while incrementing the 

pulse length, one would observe Rabi oscillations.  This decaying sinusoid is limited by 

the RF pulse inhomogeneities (or B1 inhomogeneities) across the ensemble.  This will be 

demonstrated with examples in more detail in the Results section 4.8.1. 

 

Figure 2.10: Pulse sequence of the Rabi oscillation experiment  

 

2.6.2. Ramsey Fringes 

The exact RF resonant frequency can be extracted from the applied RF 

frequency and the frequency of the Ramsey fringes.  After determining the proper  

pulse length by the Rabi experiment, the Ramsey experiment, the simplest two pulse 

scheme, uses two /2 pulses, with variable separation , as shown in Figure 2.11.  In 

order to obtain a clearer signature, the RF frequency was offset by several kHz from the 

resonant RF determined previously by CW NMR (example in the Results section).  This 
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should result in fringes with a period of order ms as  is scanned, and we refer to this 

experiment as a Ramsey fringe measurement due to the strong fringes, but in reality 

what is being measured is simply the FID, together with the offset between the applied 

RF frequency and the actual resonance frequency.  The amplitude decay of these 

fringes shows T2* which is usually much shorter than T2 and is dependent on the 

homogeneity of the static magnetic field.  If these inhomogeneities are static on the time 

scale of the spin’s lifetime they can be refocused with appropriate  pulses. 

  

Figure 2.11: Pulse sequence of the Ramsey fringe experiment.  

 

2.6.3. Hahn Echo (Spin-Echo) 

In magnetic resonance, a spin echo is the refocusing of spin magnetisation by a 

pulse of resonant electromagnetic radiation.  The Hahn echo experiment which is the 

simplest decoupling pulse sequence uses only one refocusing pulse.  This refocusing 

technique effectively decouples the ensemble from its inhomogeneous environment, and 

is essential for maintaining long-term coherent control of an ensemble of spins.  A visual 

representation of this refocusing technique is shown in Figure 2.12.  The vertical arrow 

(on top of Figure 2.12 shown inside the Bloch sphere) is the average magnetic moment 

of a group of spins, such as electrons or nuclei after polarization.  All are vertical in the 

vertical magnetic field and spinning on their long axis, but this illustration is in a rotating 

reference frame where the spins are stationary on average. 
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Figure 2.12: Pulse sequence of Hahn Echo experiment along with an illustration 
of the spins on the Bloch sphere at different stages of the sequence. 

 

A 90 degree (/2) pulse has been applied that flips the arrow into the horizontal 

(x-y) plane.  Due to local magnetic field inhomogeneities (variations in the magnetic field 

at different parts of the sample that are constant in time), as the net moment precesses, 

some spins slow down due to lower local field strength (and so begin to progressively 

trail behind) while some speed up due to higher field strength and start getting ahead of 

the others.  This makes the signal decay.  A 180 degree () pulse is now applied so that 

the slower spins lead ahead of the main moment and the fast ones trail behind.  

Progressively, the fast moments catch up with the main moment and the slow moments 

drift back toward the main moment.  The projection pulse is necessary for our projective 

readout method which can only measure one particular phase of the echo for each shot.  

This is unlike standard magnetic resonance experiments where both the in-phase and 

quadrature echo signals (X and Y) can be captured simultaneously.  The amplitude 

recovery of this sequence is ultimately limited by decoherence of the spin T2.  In this 

way,  can be extended to measure the timescale of decoherence of the system.  The 

decay of the Hahn echo signal is a lower bound for the true T2 of an individual spin; 

magnetic field fluctuations during the sequence can lead to shorter ensemble decay 

times. 
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2.6.4. Other dynamical decoupling pulse sequences 

Maintaining a stable magnetic environment for times on the order of seconds is 

challenging.  Often a simple Hahn Echo sequence is less effective than other similar 

dynamical decoupling pulse sequences which apply refocusing pulses on shorter time 

intervals.  Examples of members of this class of decoupling sequences are Carr-Purcell 

(CP), Carr-Purcell-Meiboom-Gill (CPMG) and (XY)n sequences (shown in Figure 2.13) 

[139], which use repeated combinations of {x, y} pulses to refocus spins over time 

intervals shorter than the correlation time of the field fluctuations.  Of course the natural 

concern for such repetitive sequences is the stimulated echoes [140] they generate; the 

“long tails” give rise to overly optimistic T2 times [6]. 

 

Figure 2.13: Pulse sequence of the XY decoupling experiment.  

 

The most significant error present in a single-qubit operation is in the rotation 

angle, arising from spatial inhomogeneity in the pulsed RF field.  Fortunately, a number 

of approaches to tackling different classes of systematic errors have been developed in 

the art of NMR, employing composite rotation sequences [141-143].  Among them, 

pulses sequences known as                       and XY16-BB1, which has 

the five-pulse composite rotation known as BB1 for minimizing error in the rotation angle 

[144], were found to be the most effective for our system and they have been used in 

this thesis to produce extremely long coherence times.  The reason behind choosing 

these specific pulse sequences is that they preserve the coherence of the system 

independent of the input state, unlike CP or CPMG.  Protecting the dynamics of coupled 

quantum systems from decoherence due to the environment is a key challenge for solid-

state quantum information processing [145, 146]. 
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3. Materials, Methods and Apparatus 

This chapter presents details about the samples and the experimental setup.  

The first section discusses the materials used to prepare the samples and explains the 

process of sample preparation.  This is followed by a section giving an overview of 

photoluminescence (PL), photoluminescence excitation (PLE) and photoconductive (PC) 

spectroscopy of the donor bound exciton (D0X).  This section also describes in detail the 

version of optically detected magnetic resonance that we refer to as Auger-electron-

detected magnetic resonance (AEDMR) including initialization, manipulation and the 

readout mechanism for neutral and ionized 31P in 28Si.  This ends with an explanation of 

the experimental setup and technical means used to carry out the optical NMR 

experiments at constant cryogenic temperature and also at variable temperatures up to 

room temperature.  

3.1. Materials 

Semiconductors like silicon are some of the purest materials known to man, with 

concentrations of most impurities of less than 1 part per billion (1 ppb), so it is useful to 

know the common techniques for growing such materials.  Two main growth techniques 

for crystalline silicon are known as the Czochralski (CZ) and Float Zone (FZ) methods.  

The advantage of the FZ method over the CZ method, which is commonly used in the 

electronics industry for growing large silicon single crystals, is that in the FZ method, the 

absence of a container used to hold the polysilicon melt results in single crystals of much 

higher chemical purity [147].  The lower concentrations of carbon and oxygen are 

especially important in the optical spectroscopy of silicon, as high concentrations of 

these impurities have been shown to severely broaden optical transitions [148]. 

The main samples used in the present study and called Avogadro samples 

(refered to as 28Si-Avo), were provided by the group involved with International Avogadro 
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Project7 [149].  The isotopically enriched 28Si crystal was produced from isotopically 

purified silane gas (28SiH4) which was initially enriched by centrifuge in St Petersburg, 

Russia and then used to grow high purity polycrystalline silicon.  The polysilicon was 

converted to single crystal silicon using the FZ method in Berlin, Germany.  A polysilicon 

rod is mounted inside a growth chamber which is under vacuum or purged with an inert 

gas such as Ar.  A RF heating coil melts a narrow region of the polysilicon rod, 

establishing a liquid molten zone.  To start the growth, the 28Si seed crystal at the bottom 

of the growth chamber is moved up to make contact with the molten silicon, and a 

necking process is carried out to establish dislocation-free growth before the boule is 

allowed to increase in diameter.  The shape of the molten zone and the diameter of the 

boule are adjusted by changing the RF power of the coil and the travel speed, and are 

monitored by infrared sensors [150]. 

3.1.1. Isotopically purified 28Si Samples 

The 28Si-Avo sample, which is p-type with a higher concentration of the shallow 

acceptor boron than of the shallow donor phosphorus, is currently the most isotopically 

and chemically pure 28Si sample available.  It is enriched to 99.995% 28Si, and contains 

46 ppm 29Si (2.3 x 1018 cm-3), less than 1013 cm-3 oxygen and less than 1014 cm-3 carbon 

(detection limit).  The n-type 28Si:P 3.3.X (x=1 to 9) samples, which were specifically 

grown for the experiments in this lab, were produced from the same 99.995% enriched 

28Si used to grow p-type 28Si samples, except were intentionally doped with phosphorus 

by introducing a dilute mixture of phosphine gas (PH3) in Ar carrier gas to the growth 

chamber during the final floating zone growth of the dislocation free single crystal.  The 

resulting crystal had a gradient in 31P concentration, but the results presented in this 

project for n-type 28Si:P were obtained only from the 3.3.2 and 3.3.6 slices.  The samples 

used for the experiments presented in this study are listed in Table 3.1, along with their 

phosphorus and boron concentrations as measured by the photoluminescence 

spectroscopy method (example in the Results chapter, section 4.1).  This is a standard 

 
7
  An approach for redefinition of the mass SI unit, Kilogram, by accurate determination of 

Avogadro constant. 
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technique for the determination of shallow donor and acceptor concentrations in silicon 

[100, 151-154]. 

Table 3.1: 28Si samples used in this study are listed with their 31P and B 
concentration.  

Sample name n/p type 31P Concentration (cm-3) B Concentration (cm-3) 

28Si Avo p-type 5 x 1011 5 x 1013 

28Si:P 3.3.2 n-type 3 x 1014 7 x 1013 

28Si:P 3.3.6 n-type 7 x 1014 4 x 1013 

 

The samples listed in Table 3.1 and shown in the Figure 3.1, came from single 

crystal boules grown along the [001] direction, which were later cut into disks with (001) 

faces, with the exception of the 28Si-Avo sample, which is a quarter disk cut from 

segment Si28-10Pr11.02.2 taken from the seed end of the Avogadro crystal [109].  

Later, two different size samples, named small 28Si-Avo (11.8 x 4.5 x 1.7 mm3) and very 

small 28Si-Avo (5 x 4.7 x 1.7 mm3) were cut from the 28Si-Avo sample for specific 

(constant cryogenic temperature and temperature ramp) experiments in this study.  The 

n-type 28Si:P sample discs (3.3.2 and 3.3.6) are approximately 1 cm in diameter and 1 to 

1.5 mm thick. 

3.1.2. Sample preparation 

The samples are usually received with as-cut surfaces, and often need to be 

recut into smaller pieces before use.  The surface damage from saw cutting strains the 

sample, and this surface damage has to be removed before high resolution 

spectroscopy is possible.  The sample was held by Crystalbond adhesive for cutting, 

was washed repeatedly in acetone to dissolve the adhesive and organic contamination, 

then washed in methanol and finally rinsed with distilled water.  In the next step, the 

sample must be chemically etched in a 1 part hydrofluoric acid (HF) in 10 part nitric acid 

(HNO3) solution usually for ~1 minute in a fume hood to remove the oxide layer and any 

surface damage which would otherwise strain the sample and consequently could split 

and broaden the optical transitions. 
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Figure 3.1: (A) Some of the samples used for this research project.  (B) A 28Si:P 
3.3.x disc after P doping, (C) a quarter piece of a disc 28Si-avo, (D) a 
28Si small piece cut from 28Si-Avo original sample for the NMR 
experiment. 

 

3.2. PL, PLE and PC spectroscopy method 

Photoluminescence (PL) is a process in which a substance absorbs photons and 

then re-radiates photons.  Quantum mechanically, this can be described as an excitation 

of an electron to a higher permissible energy state (excited state) and then a return to a 

lower energy state (ground state) which may be accompanied by the emission of a 

photon (a radiative process) or may not (a nonradiative process). 

PL spectroscopy is of great significance in fields of analysis of semiconductors 

because it is a contactless, non-destructive method of probing the electronic structure, 
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the purity and crystalline quality of semiconductors.  In this study, a Bomem DA8 Fourier 

transform spectrometer [155] was used with a quartz beam splitter to obtain the PL 

spectra.  The instrumental resolution of our Fourier transform PL apparatus, having the 

highest resolution available in the spectral region of any commercially available system, 

is ~ 0.0024 cm-1 = 0.3eV (see [155] for more detail).  In order to achieve even higher 

resolution, the photoluminescence excitation (PLE) spectroscopy, using a tunable single-

frequency laser source with sub-MHz linewidth, capable of providing a significant 

increase in resolution (~0.4 neV) was demonstrated in a previous study [93] to resolve 

the hyperfine states of D0. 

In PLE spectroscopy, unlike PL spectroscopy where above band gap excitation is 

used to generate free excitons (FEs) which in turn form bound excitons (BEs), a 

resonant laser source is scanned across the no-phonon BE transitions, and the very 

weak absorption in which BEs are created in their ground state.  The resulting 

recombination and subsequent photon emission is then observed by detecting the 

relatively strong corresponding TO phonon assisted transition, which is well separated in 

energy from the no-phonon region [93].  In other words, in the PLE method, the 

transition is studied in absorption rather than in emission. 

Figure 3.2 shows schematic of the D0 and D0X ground states, together with their 

Zeeman splittings for the case of B || [001], including the hyperfine splitting of the D0 

ground state resulting from the I = ½ nuclear spin but ignoring the negligible nuclear 

Zeeman energy in the D0X states.  Note that the bare nuclear Zeeman energies are 

small at these low fields, and the contact hyperfine interaction with the D0X hole is 

vanishingly small.  Figure 3.2 also shows the 12 dipole-allowed transitions between the 

four D0 hyperfine states and the four D0X states are labeled from 1 to 12 in order of 

increasing energy.  Our PLE measurements are essentially absorption measurements, 

connecting D0 initial states and D0X final states, so the relative intensities give directly 

the relative populations in the four D0 hyperfine states when comparing transitions 

having the same selection rules, such as for example lines 5, 6, 7, and 8 [137]. 
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Figure 3.2: The ground states of the phosphorus D0X and D0 and their splittings 
under a magnetic field, showing the origin of the 12 dipole-allowed 
absorption transitions, labeled from 1 to 12 in order of increasing 
energy. 

 

The D0X in indirect-gap semiconductors such as Si have a property that is 

usually considered disadvantageous but that is central to our PC methods.  The indirect 

band gap results in long radiative lifetimes, and D0X recombination is dominated by 

nonradiative Auger decay, in which D0X decay to ionized donors (D+) and energetic free 

electrons (e-), which are eventually recaptured to return D+ to D0.  This results in very low 

luminescence quantum efficiencies, ~10−4 for the phosphorus D0X (i.e. every 10,000 D0X 

decays give one photon and 9,999 free electrons as a result of Auger recombination), 

limiting the use of luminescence to monitor the D0X population as done in our previous 

studies [62, 65, 137].  However, we can instead detect the electrons produced with 

~100% (near unity) efficiency by the Auger decay process [103] to monitor the resonant 

creation of D0X by measuring the capacitance change of the sample in the middle of 

parallel plate capacitor (photoconductive method).   
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3.3. The optical NMR technique for D0 and D+ experiments 

In the next three subsections we describe in more detail the stages of the Hahn 

Echo experiments for neutral and ionized 31P donors (D0 and D+).  We combined 

hyperpolarization (subsection 3.3.1), coherent manipulation of the nuclear spin 

(subsection 3.3.2), and readout (subsection 3.3.3) by AEDMR to make measurements of 

coherence times (   ,     and    
 ). 

3.3.1. Preparation / Initialization (Hyperpolarization schemes) 

In the context of ensemble quantum computing, the purity of the initial state is 

often the principal corrupting contribution to the result of a quantum algorithm.  

Identifying and understanding hyperpolarization schemes for donors in silicon is 

therefore of fundamental computational interest.  There are a number of known methods 

for hyperpolarizing donors in silicon using indirect processes, which exploit the 

asymmetry in cross relaxation strengths.  These schemes often fall under the broader 

category of dynamic nuclear polarization (DNP), which was first identified by Overhauser 

in 1953 [156].  DNP results from transferring spin polarization from electrons to nuclei, 

thereby aligning the nuclear spins to the extent that electron spins are aligned; so most 

of the DNP demonstrations in 28Si:P have been performed in a regime of high electronic 

polarization (either at low temperatures, high magnetic fields or both).  The upper bound 

for this class of processes is where the nuclei attain the initial polarization of the 

electrons which is, however, very small at our low magnetic fields.  An alternative 

method which drives spin-dependent bound exciton transitions relies upon selective 

ionisation and relaxation to attain a high degree of nuclear polarization (see Fig. 3.3); 

this process is independent of the electron’s initial polarization.  This significantly faster 

optical hyperpolarization process makes use of the very narrow optical linewidths of 

28Si:P to achieve selective excitation of the donor ground state into a BE state [65].  The 

BE is generally short-lived; one of the two electrons quickly recombines with the hole 

and the other electron is excited into the conduction band (Auger decay).  After the 

ionised donor recaptures a spin-up or spin-down electron the cycle is complete.  This 

cycle effectively removes electrons from systems with a given spin orientation and 

substitutes an electron spin with a random spin state. 
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Figure 3.3: Schematic of the original selective optical polarization mechanism 
with only the pump laser tuned to line 6.  R and W label relaxation 
processes [65] and the |↓⇓〉 state is the most populated state after 
this selective polarization process.  

 

In the original hyperpolarization schemes as outlined in the Figure 3.3, with only 

the high power polarizing laser tuned to line 6, the Auger process ionizes donors in state 

|↑⇓〉, with some of the thermalized electrons being recaptured with opposite spin into 

|↓⇓〉.  The D0 in |↑⇑〉 and |↓⇑〉 transfer via the “W” and “R” relaxation processes [65], 

which are very slow in the dark but more rapid in the presence of free carriers, to |↑⇓〉 

where they are rapidly ionized; so |↓⇓〉 state is primarily populated after this process has 

finished.  Nuclear polarizations of up to 76% for n-type material have been observed 

after 1 second of illumination at low fields (0.043 T) and low temperatures (1.4 K) [65]. 

In a p-type sample (28Si-Avo) in equilibrium at cryogenic temperature, one 

expects all the donors to be D+ and an equal number of acceptors to also be ionized 

(A−), making resonant D0X creation impossible.  Weak above-gap radiation, here 

supplied by a 1047-nm laser, generates a sufficient concentration of electrons and holes 

to photoneutralize the D+ and A-.  The necessity of having above-gap excitation at 1047 

nm to achieve donor photoneutralization in the p-type sample required changes to the 

previous method of donor hyperpolarization [65], which was used in the preliminary 

study of optically hyperpolarized/detected NMR of 31P in n-type 28Si [137].   
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Figure 3.4 shows the improved hyperpolarization scheme for the specific case of 

a high-power polarizing laser on line 6, which has the effect of pumping D0 from state 

|↑⇓〉 to state |↓⇓〉 (the D0X ionizes with near-unity probability, and some of the 

thermalized electrons are recaptured with opposite spin into |↓⇓〉).  We simultaneously 

applied an NMR field RF↑, such that D0 in |↑⇑〉 were pumped to |↑⇓〉, as well as a low-

power “readout” laser tuned to line 4, pumping population from |↓⇑〉 to |↑⇑〉 (this could 

also be achieved by applying a microwave field at the |↓⇑〉 ↔ |↑⇑〉 energy).  The result is 

that the D0 population is pumped into state |↓⇓〉, where both electron and nuclear spin 

are in the spin-down state. 

 

Figure 3.4: The improved hyperpolarization scheme used here polarizes D0 into 
the hyperfine state |↓⇓〉, with polarizing laser on line 6, readout laser 
on line 4, and RF applied at RF↑.   

 

This fast and efficient hyperpolarization scheme based on combination of optical 

pumping and RF provides an initialization mechanism for these spin qubits (details on 

the amounts of electron and nuclear polarization will be presented in the Results section 

4.5). 
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3.3.2. Manipulation 

For the case of neutral 31P donors (D0) as shown in Figure 3.5, the 500-ms 

polarizing stage hyperpolarizes the system into state |↓⇓〉 (|3〉) (see Fig. 3.4), with 

magnetization in the +Z direction.  The NMR manipulation occurs in the dark (no laser 

present) and begins with a /2 preparation pulse, which rotates the initial polarization 

into the XY plane.  After the -- Hahn refocusing sequence, a second /2 pulse 

projects the remaining coherent magnetization back into the Z direction for readout.  All 

RF pulses are of the same phase (nominally X).  If the nuclear spin has remained 

coherent, all population is returned to state |↓⇓〉 (|3〉); otherwise it becomes equally (and 

incoherently) distributed between states |↓⇓〉 (|3〉) and |↓⇑〉 (|4〉).  The 1047-nm laser and 

then the readout laser are turned on, generating a photoconductive transient with area 

proportional to the population in |↓⇑〉 (|4〉).  A  pulse then swaps the |↓⇑〉 (|4〉) and |↓⇓〉 

(|3〉) populations, producing a second photoconductive transient proportional to the 

population previously in |↓⇓〉 (|3〉).  The readout stage therefore measures the difference 

between the areas of the |↓⇓〉 (|3〉) and |↓⇑〉 (|4〉) photoconductive transients. 

 

Figure 3.5: The optical and RF pulse sequence for a Hahn echo measurement of 
neutral P (D0) including hyperpolarization and readout pulse 
sequence protocols. 
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Figure 3.6, the modified version of Fig. 3.4, shows the optical and NMR 

transitions used to hyperpolarize the nuclear spins (to | state using lines 4, 6 and 

RF↑), fully ionize the donors (to | state using line 4), coherently manipulate the ionized 

donors (D+) nuclear spin (by RF+), reneutralize the D+ donors (using 1047-nm shown by 

blue arrows in Fig. 3.6), and read out the resulting spin populations (using both lines 4 

and 5). 

 

Figure 3.6: The specific optical transitions (lines 4, 5, and 6) and nuclear 
magnetic resonance transitions (RF↑, RF↓, and RF+) used here to 
hyperpolarize, manipulate, and read out the nuclear spins for 
ionized donors.  The magnitude of the D+ Zeeman splitting (RF+) has 
been exaggerated to show the ordering of the D+ states.  Although 
the energy differences between the D0 and D0X levels are precisely 
fixed in 28Si, the D+ energy is not well defined because of the kinetic 
energy of the e–. 
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For the study of D+ as shown in the Figure 3.7, with reference to the transitions 

shown in Figure 3.6, step {1} hyperpolarizes the donor nuclear spins (the same process 

used previously for the study of neutral 31P).  The 500-ms hyperpolarization time is much 

longer than what is required to obtain a good polarization, but is kept long so as to 

remove all history of the previous state of the sample.  The 1047-nm laser is on to 

photoneutralize the donors, and the laser on line 6 quickly converts D0 in state | into 

D0X, which Auger ionize to give e- and D+ in state |.  Electron capture produces either 

| or |, resulting in a buildup of population in |.  In a similar way, the laser on line 

4 moves population from | to |, and RF↑ flips the nuclear spin, moving population 

from | to |, where it is quickly ionized by the laser on line 6.  At the end of step {1}, 

almost all of the donors are either in state | or state |.  Since there is no laser tuned 

to ionize |, we instead flip | to | in step {2}, | to | in step {3}, and then use 

the laser on line 4 to ionize | to | in step {4}.  By step {5} we estimate that over 90% 

of the donors are both ionized and polarized into state |, based on our inability to 

observe any NMR response above the noise level from the other states. 

 

Figure 3.7: The laser and RF sequences used to prepare D+ in the |⇑〉 state 
(steps {1} to {4}), manipulation of D+ spins for the case of a Hahn 
echo ({6} to {8}), and readout of the resulting Z component ({10} to 
{14}…).  At the top are the two temperature profiles: either a 
constant temperature ≤4.2 K or 4.2 K during preparation and 
readout, with a ramp up to 298 K taking ~6min {5}, a constant 298K 
during the D+ manipulation period, and a ramp down to 4.2 K taking 
~4 min {9}.  Each measurement was performed twice, with opposite 

signs of the initial /2 pulse {6}. 
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The manipulation section ({6} to{8}) of Figure 3.7 shows a simple Hahn echo 

sequence, where the +/2 pulse at step {6} places the system in a coherent 

superposition with nominal phase X, the  pulse at {7} refocuses any constant 

dephasing, and the /2 pulse at {8} projects the remaining coherence into a |⇓〉 

population.  This is repeated with a -/2 pulse at {6}, resulting in a |⇑〉 population after 

projection at {8}, so that a difference measurement can be made between the readouts 

generated by the two phase-cycled initial states. 

For T1 measurements, the  pulse of the Hahn echo sequence (step {7}) is 

removed and the two  /2 pulses (steps {6} and {8}) are placed close together in time, 

with the evolution of the system occurring after these pulses, between steps {8} and {9}.  

For the +/2 pulse at step {6} this is equivalent to a + pulse, leaving the system in 

state |⇓〉 at the end of step {8}, while for the -/2 pulse at {6} it is equivalent to no 

operation, leaving the system in state |⇑〉 after step {8}, again allowing for a difference 

measurement after the two readouts.  The Ramsey fringe measurement to determine T2* 

is very similar to the T1 measurement, but the time evolution occurs between the two /2 

pulses, and the RF frequency is offset from the actual resonance frequency by a known 

amount in order to produce fringes with a suitable period. 

We used two different temperature profiles to measure T1 and T2, as shown 

above Figure 3.7; either a fixed temperature at or below 4.2 K, or at room temperature 

(298 K), with the polarization and readout steps at 4.2 K.  The measurement RF pulse 

sequence is shown for a simple Hahn echo (/2 -  - /2).  The temperature is changed 

only while the D+ nuclear spin is in an eigenstate in the Z basis (i.e., in the |⇓〉 or |⇑〉 

state).  This ensures that the nuclear spin is sensitive only to T1 relaxation processes 

while the temperature is changing.  Later we explored a third profile, changing the 

temperature while the nuclear spin was in a superposition state. 

The Hahn echo sequence can only refocus the effects of inhomogeneities which 

are essentially static, and longer coherence times can be obtained using periodic 

refocusing, or dynamic decoupling, with a series of  pulses which can eliminate the 

effects of low frequency noise and drift [157, 158].  We have shown that a repeated, 

relatively simple series of ± rotations around the X and Y axes, known as XY-16 [159], 
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is remarkably resistant to degradation due to pulse errors, and can protect an arbitrary 

coherent initial state against decay [54].  For all the results shown here the delay 

between the  pulses in the XY-16 sequence was 8 ms (more detail in the Results 

chapter, section 4.10). 

3.3.3. Readout 

At a temperature of 4.2 K (or below in the case of the all-cryogenic 

measurements), the ionized donors are neutralized in step {10} of Figure 3.7, but the 

neutralizing electrons have negligible polarization, so for example |⇑〉 polarized D+ would 

result in equal |↓⇑〉 and |↑⇑〉 populations.  Our original readout scheme [54] for studying 

D0 was optimized for measuring the population of a single hyperfine state, and therefore 

only reads out half the polarized D+ after neutralization.  The previous readout scheme, 

shown in the Figure 3.4 and 3.5, also suffers from strong transients, since the readout 

laser on line 4 moves population from |↓⇑〉 to |↑⇑〉 during step {11}, and again after the 

single  pulse at RF↓ (step {12}), moves population from |↓⇓〉 to |↓⇑〉 during step {13}.  

We have improved on this scheme, shown in the Figure 3.6 and 3.7, for these D+ studies 

by adding a readout laser on line 5, so that both the |↓⇑〉 and |↑⇑〉 populations are read 

out simultaneously, doubling the signal and eliminating the transients.  Also, since the 

electron state of individual donors is arbitrary during the readout in our new scheme,  

pulses at all three NMR frequencies are applied at step {12} to flip all 31P nuclear spins.  

Maximum magnitude detection 

When using a simple Hahn echo pulse sequence, a problem known as phase 

noise often appears at long delay times.  This occurs because either the RF frequency 

or the B0 field varies between the first half and the second half of the Hahn echo 

sequence, so that the phase of the nuclear spin echo becomes uncorrelated with the RF 

phase at readout.  In standard magnetic resonance experiments this can be easily 

remedied, since both the in-phase and quadrature echo signals (X and Y) can be 

captured simultaneously, allowing an echo magnitude to be calculated [53].  Our 

projective readout can only measure one particular phase of the echo for each shot, 

precluding this approach.  However, even with a completely random phase, the absolute 

value of the projective readout will be within 98% of the maximum possible echo signal 
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for 10% of the readouts.  We implement this by taking 40 measurements at each delay 

and averaging the 4 largest absolute values to obtain our echo strength.  This method is 

not needed when using decoupling sequences such as XY16, which minimized the 

effects of slow drifts in the NMR frequency. 

3.4. Experimental apparatus 

A schematic of the apparatus is shown in Figure 3.8.  We begin by describing 

those components which are common to both the constant cryogenic temperature and 

temperature-ramp experiments, paying particular attention to improvements which have 

been made to the apparatus used for D0 measurements [54, 137].  Then, the discussion 

of the temperature ramping apparatus will conclude this chapter. 

 

Figure 3.8: A block diagram of the experimental apparatus.  A schematic of the 
hyperfine-resolved optical hyperpolarization and photoconductive 
readout apparatus used to detect NMR of dilute 31P in highly 
enriched 28Si.  The electromagnet system used for the constant 
temperature cryogenic experiments is shown. 
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The three main parts of an optical NMR system are the sample, the NMR 

spectrometer, and readout data collection as shown in Figure 3.8 which will be described 

in detail in the following subsections.  The spectrometer itself consists of RF electronics, 

which is made of the computer controlled direct digital synthesis (DDS) board used as a 

NMR pulse generator/sequencer, switch and amplifier, RF coil, matching and tuning 

circuits, the optical excitation sources plus shutters, and a magnet in which static z 

oriented B0 magnetic field is carefully trimmed by shimming the magnet poles to be 

uniform over the sample volume.  An orthogonal Helmholtz or solenoid coil lying in the 

transverse plane allows small, oscillating B1 magnetic fields (RF pulses) to be applied 

along the perpendicular to B0 in order to manipulate the nuclear spin states.   

Here is the place where the difference between our version of NMR and ordinary 

NMR becomes clear.  In the ordinary NMR experiment, the same coil is also part of the 

tuned circuit which is used to pick up the RF signal generated by the precessing nuclear 

spin (much like how a spinning magnet inductively generates an alternating current in a 

nearby coil).  In our NMR method, the effect on the state of the nuclei will be measured 

through the change in conductivity of sample during the specific excitation condition. 

3.4.1. Sample holders and RF electronics 

Figure 3.9 shows how the samples were mounted in different sample holders for 

specific experiments.  In the sample holder (as seen in Figure 3.9 A) of our preliminary 

NMR with n-type 28Si:P, a slot was cut into the plastic to accommodate the sample and, 

then covered by thick piece of glass, through which the excitation and PL emission take 

place.  The samples were loosely held in the cavities, with their own weight being the 

only force on them to avoid any mechanical strain, in the center of a copper coil which 

can be tuned and matched to present a 50  load at either RF frequency.  The RF field 

was perpendicular to the static field and parallel to the direction of laser excitation and 

PL detection.  Figure 3.9 B shows alternative RF coil configuration (Helmholtz) for better 

B1 field homogeneity and to accommodate contacts for capacitive PC measurement for 

the p-type samples (typical photoconductivity measurement arrangement is shown in 

Figure 3.9 C).  Finally, our more complex sample holder (Figure 3.9 D) for the 

temperature ramp experiment includes heater, sensors and mini glass Dewar which 
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thermally isolates coils from the sample/ heater (schematic illustrated in detail in section 

3.4.5). 

 

Figure 3.9: Different sample holders for PLE, PC and NMR experiments, (A) 
solenoid coil for preliminary n-type D0 experiment, (B) Helmholtz coil 
configuration for better B1 field homogeneity across the sample, (C) 
typical photoconductivity measurement setup, (D) sample holder for 
the temperature ramping form 4.2K to room temperature experiment.  

 

According to Figure 3.9 A, the RF magnetic field B1 is orthogonal to B0, and 

produced by a 10 turn Cu coil with an approximate cross section of 20x40 mm2, and 

length of 40 mm.  The coil was matched to 50  by a tuning circuit external to the He 

dewar at 58.75 MHz, half way between the ~55.847 MHz RF↑ and ~61.677 MHz RF↓ 

frequencies.  The RF excitations were provided by signal generator/synthesizer (Agilent 

E4420B).  Part way through these studies the frequency accuracy and stability was 

improved, to better than one part in 1010, by providing a 10 MHz reference from a GPS-
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conditioned Rb clock.  For all preliminary studies of n-type 28Si samples, the output of 

the synthesizer was used without amplification, and for pulsed NMR it was switched on 

and off using high isolation electronic switches driven by pulses of adjustable widths and 

delays generated with a Spincore Pulseblaster pulse generator. 

In the next stage of improvement to our D+ NMR setup in order to generate and 

apply more accurate RF pulses (at frequencies RF↑ ≅ 55.847 MHz, RF↓ ≅ 61.677 MHz 

and RF+ ≅ 1.4567 MHz) with flexible arbitrary phases, the Agilent signal generator was 

replaced with a Spincore Pulseblaster DDS NMR synthesizer locked to an external Rb 

clock for stability, and amplified to the 10 W level.  A multifrequency tuner external to the 

dewar was used to match the 6 turn RF coil (Figure 3.9 D) to the 50  output of the 

amplifier at both 1.43 MHz and ~59 MHz (half way between RF↑ and RF↓).  Since the B0 

field at the sample could not be set precisely, the three resonance frequencies were 

determined before every experiment by collecting Ramsey fringe scans, and the three  

pulse lengths were determined by collecting Rabi oscillation scans.  Typical  pulse 

lengths were 150 to 160 μs for RF↑ and RF↓, and 90 μs for RF+.  The homogeneity of the 

RF field generated by a coil which must be orthogonal to the static magnetic field is 

crucial and any inhomogeneity can lead to imperfect control of the nuclear system. 

3.4.2. Cryostat and Magnet 

Two main liquid He dewars were used in these studies: A liquid He immersion 

cryostat (with quartz windows) between the pole faces of the iron-core electromagnet 

with 15.2 cm diameter pole faces separated by 9.5 cm for the fixed cryogenic 

temperature (≤4.2 K) experiment and a high homogeneity split-pair superconducting 

magnet system (capable of operating up to 7 Tesla) with a Vari-Temp style sample 

chamber which allows liquid He to be either brought in from or pushed back to a storage 

reservoir, for the results involving ramping the sample temperature between 4.2 K and 

room temperature (for ionized donors).  

The sample sits loosely in a cavity immersed in liquid He coolant.  Sufficient gaps 

were included in the sample holder to ensure He contact of the samples at all times.  

The temperatures given here are those of the He bath as inferred from the vapor 

pressure above the bath (which was not closely regulated).  Most spectra were recorded 
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at temperatures below the -point in superfluid He which has an advantage of improved 

signal-to-noise level as compared to helium at 4.2K.  In the superfluid state, helium boil-

off bubbles disappear and do not interfere with the optical path.  In addition, thermally 

activated excitations in the sample were reduced to a minimum.  The reduced He vapour 

pressures as low as ~1mmHg (Torr) which corresponds to a temperature of T=1.3 K 

were achieved with a mechanical vacuum pump (the vapor pressure of 1 atm, 

corresponds to a temperature of 4.2 K). 

In the first dewar, the sample is centered between the pole faces of the iron-core 

electromagnet which supplies the static magnetic field B ~ 845 G (the field at which RF↓ 

is at a minimum and RF↑ is at a maximum, greatly relaxing the homogeneity and stability 

constraints on B).  For stabilization purposes, B0 is monitored at the center of one pole 

face with a Hall probe Gaussmeter (Group3 DTM-151).  While the stated value of ~845 

G is corrected for the difference of B between the pole face and sample location, the 

exact field at the sample is not known.  The stability and reproducibility of B were better 

than 0.1 G.  The exact resonance frequencies at B0 [137] and the Si band gap energy 

[160], and thus the D0X transition energies, have a small dependence on T and He vapor 

pressure, which had to be taken into account when changing the sample temperature.  

There are many important practical issues which lead to imperfections.  For example, 

spatial inhomogeneities in the static magnetic field cause nuclei in different parts of the 

sample to precess at different frequencies. 

Shim usage in magnetic resonance spectrometry 

A shim is a device used to adjust the homogeneity of a magnetic field.  Originally, 

shims have their name from the purely mechanical shims that are used to adjust position 

and parallelism of the pole faces of an electromagnet.  In NMR and MRI, shimming is 

used prior to the operation of the magnet to eliminate inhomogeneities in its field.  There 

are two types of shimming: active and passive.  Active shimming is done using coils with 

adjustable current.  Passive shimming involves pieces of steel with good magnetic 

qualities.  The steel pieces are placed near the permanent or superconducting magnet.  

They get magnetized and produce their own magnetic field.  In both cases, the additional 

magnetic fields (produced by coils or steel) add to the overall magnetic field of the 

magnet in such a way that the total field becomes more homogeneous. 
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Figure 3.10 shows how using the ring shims (passive shimming) on the 

electromagnet poles improves the homogeneity of the magnetic field around the sample.  

The homogeneity of magnetic field is improved roughly 10 times by shimming.  

 

Figure 3.10: Magnetic field mapping of the electromagnet. 

 

All experiments were done at the same B0 ≅ 845.3 G used in our previous study 

of 31P0 [54, 137].  This is an advantageous field for studying the nuclear spin of 31P0, 

since at this field ∂RF↑/∂B0 = ∂RF↓/∂B0 = 0, making them clock transitions and greatly 

relaxing the requirements for B0 field homogeneity and stability [137].  There is no such 

advantage for 31P+, since RF+ = n B0, where n is the gyromagnetic ratio for 31P+, 17.23 

MHz/T [85].  For experiments at or below 4.2 K the previous electromagnet system was 

used, with the addition of a more precise NMR gaussmeter to stabilize B0 instead of the 

previous Hall Effect gaussmeter.  For experiments above 4.2 K, a Vari-Temp style dewar 

was needed so that liquid He could be moved back and forth between a storage 

reservoir and the sample chamber, and this was provided by a high homogeneity split 

pair superconducting solenoid dewar, operated at B0 ≅ 845.3 G in persistent current 

mode. 
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3.4.3. Excitation sources 

Optical excitation is provided by three lasers through computer-controlled 

shutters.  Above-gap excitation, which is required to generate the free e- (and holes) 

needed (for p-type samples) to photoneutralize the donors during initialization and 

readout, is provided by a 1047nm diode-pumped Nd-YLF (Neodymium doped Yttrium 

Lithium Fluoride) laser, with a nominal intensity of 200 mW.  The two resonant optical 

excitation sources are tuneable, single-frequency distributed-feedback Yb-doped fibre 

lasers centered on 31P D0X transition (~1078nm), both manufactured by Koheras, 

followed by Yb-doped fibre amplifiers capable of providing up to 1 W of output power.  

For the preliminary transient measurements of D0 these lasers are tuned to line 4 

(readout laser) and line 6 (polarizing laser) of the D0X absorption transitions with typical 

powers at the sample of 10 mW cm-2 and 250 mW cm-2 respectively.  We have improved 

the system for the task of D+ readout by adding a third optical beam tuned to line 5, 

which is derived from the line 6 laser by downshifting a portion of the beam by 56 MHz 

(~RF↑) using an acousto-optic modulator (AOM).  The two Yb-doped fiber lasers are 

locked and scanned with respect to a stable reference cavity (made of two mirrors and 

quartz tube inside a copper pipe), which is itself locked to a frequency stabilized HeNe 

laser.  The cavity’s temperature control feedback loop guarantees that the cavity’s length 

will not change over time, giving a long term laser frequency stability and repeatability of 

a few MHz [93].  The four laser beams are turned on and off using fast 

electromechanical shutters, and a fifth global shutter was added to minimize and block 

any above-gap (background) light from reaching the sample during the NMR 

manipulations and the temperature ramps. 

For the 4.2 K preparation and readout used in the temperature ramp 

experiments, the excitation intensities at the sample were approximately 90 mW cm-2 for 

the line 6 laser, 7 mW cm-2 for the line 4 and line 5 lasers, and 0.02 mW cm-2 for the 

above-gap 1047nm laser.  At temperatures below 4.2 K the optimum 1047nm laser 

power and the readout transient times were found to be temperature dependent, which 

we ascribe to the capture of e- onto D0 and free holes onto A0 to form D- and A+ centers, 

since these centers have the ~2 meV binding energies which would explain strong 

thermal dissociation at 4.2 K and binding at lower temperatures [161]. 
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At a given preparation/readout temperature the 1047nm above-gap laser power 

was adjusted to the minimum needed for efficient photoneutralization, since excess 

1047nm laser power has two deleterious effects.  First, by generating more e- and free 

holes it ‘shorts out’ the sample, making the impedance changes from the resonantly 

created e- more difficult to observe.  Second, by creating free excitons which can bind 

onto D0 to form D0X, the above-gap excitation enables a process, which under our low 

field conditions where the e- and donor electrons are essentially unpolarized, drives the 

nuclear polarization towards equilibrium, counteracting our resonant hyperpolarization 

[68].  Capture of the unpolarized e- generated by the above-gap excitation onto D+ could 

also reduce the achievable hyperpolarization. 

3.4.4. Data collection 

The basic PLE apparatus used in this study is almost the same as the one used 

in previous studies [65, 93] with a small modification in the data collection part.  The 

liquid nitrogen cooled Germanium detector was replaced with a photomultiplier tube due 

to higher sensitivity useful for the samples with low 31P concentrations (very weak PL) 

and faster response for studying fast transient processes.  The apparatus is still 

configured to collect any resonantly generated D0X luminescence from the sample, as 

used previously [62, 65, 137] to monitor D0X creation, but the low 31P concentration in 

the p-type 28Si–Avo sample made this luminescence almost impossible to detect (even 

with the photomultiplier tube module).  Instead, the change in conductivity resulting from 

Auger electrons was detected using a noncontact, capacitive photoconductivity 

approach, which is a form of electrically detected magnetic resonance (EDMR) we have 

referred to as Auger electron detected magnetic resonance (AEDMR).  This noncontact 

approach eliminated any possibility of straining the sample, and also eliminated the need 

for ohmic contacts.  As shown in Figure 3.8, the sample was an element in a parallel 

plate capacitor, with no direct electrical contact between the sample and electrodes.  A 

114 kHz sine wave, with amplitude of 20 V PP, was applied to one electrode, and the 

other electrode was connected to a high gain, high impedance amplifier.  A phase-

shifted and attenuated signal was coupled to the same input through a 1 pF capacitor, 

forming an impedance bridge which allowed the signal coupled through the sample to be 

cancelled under any particular illumination conditions.  The out-of-balance bridge signal 
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was then fed to a lock-in amplifier, with the output being the photoconductive signal of 

interest.  For the collection of spectra the readout laser was additionally chopped at 40 

Hz, and a second lock-in amplifier was used to process the photoconductive signal and 

detect only the component resulting from the chopped readout laser. 

3.4.5. Temperature ramping 

Experiments requiring the initialization of the sample at 4.2 K followed by raising 

it to room temperature (e.g. for T2n measurements), and returning it to 4.2 K for readout 

required the construction of a new sample holder, which is shown in Figure 3.9 D and 

Figure 3.11.  A small evacuated glass mini-dewar, which is a snug fit in the Vari-Temp 

sample chamber tube, surrounds the sample holder so that it could be warmed to room 

temperature without needing to warm the entire sample tube/window block/RF coil.  This 

reduces the effect of temperature on the coil to keep the  pulse length as stable as 

possible.  At the top of the sample holder is a standard Cu heater block, with a bifilar-

wound 25 Ohm heater and a rectangular Cu stub pointing downwards.  The sample 

holder itself is made of four strips of sapphire and a strip of high purity natural Si, all 

5mm wide, which are glued to each other and to the Cu stub on the heater block using 

thermally conductive epoxy (Stycast 2850 FT).  The sample fits loosely into the sample 

compartment formed by the four sapphire strips, sitting on the bottom strip under its own 

weight, and with ~150 microns between each 5x4.7 mm2 face and the sapphire.  Two 

temperature sensors are attached to the sapphire using the same thermally conductive 

epoxy, one at the heater end (sensor1) and one below the sample compartment 

(sensor2).  The two open sides of the sample compartment are covered by brass shim 

strips which both enclose the sample compartment and also act as electrodes for the 

capacitive photoconductivity measurement.  The sample and sample holder are 

immersed in liquid He at 4.2 K for initialization and readout. 
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Figure 3.11: The sample holder and mini-dewar assembly used for the 
temperature ramp experiments. 

 

The first step of a temperature ramp is to pressurize the sample chamber and 

open the He needle valve, thus pushing the liquid He from the sample chamber back 

into the He reservoir.  After this the needle valve is closed and the sample remains 

under 1 atmosphere of He gas.  A proportional temperature controller set to 298 K and 

controlled by sensor2 is then turned on, initially providing 25 W to the heater.  The 

sample holder temperature rises very quickly at first due to the low heat capacities at low 

temperature, but as this slows down an increasing temperature gradient occurs along 

the length of the sample holder, and sensor1 throttles the heater power so that the 

temperature at the heater end of the sample holder never rises above 350 K (see Figure 

3.12).  The temperature difference between sensor1 and sensor2 rises to ~150 K during 

the temperature up ramp, but decreases as the bottom of the sample holder approaches 

room temperature and proportional control based on the sensor2 temperature takes 

over.  Two minutes after sensor2 first reaches room temperature the gradient along the 

sample holder has dropped to ~20 K, and at this point the manipulation of the nuclear 

spins begins.  Mounting a temperature sensor directly to the sample is not feasible since 

our optical ensemble measurement is highly sensitive to strain, but we calculate the 



 

57 

thermal time constant of the sample coupled to the sample holder through He gas to be 

seconds at room temperature.  Given the positioning of sensor2, the ~6 minute ramp up 

time, and the 2 minute wait time at room temperature before any measurement, we are 

confident that the sample is at or slightly above 298 K during measurement.  During 

cooldown, the heater power is turned off and the needle valve is opened a controlled 

amount, so that an overpressure on the He reservoir transfers liquid He to the sample 

chamber slowly enough that the boiloff He gas is used to efficiently cool the sample 

holder.  After ~4 minutes the sample, sample holder and both sensors are immersed 

under liquid He, at which point the readout process can begin. 

 

Figure 3.12: Schematic of feedback control loop and the time it takes to ramp the 
temperature of the sample between 4.2K and room temperature. 

 

The reason behind using Sapphire in the Vari Temp sample holder 

The main reason is transparency and extremely high thermal conductivity of 

sapphire.  Sapphire is not only highly transparent to wavelengths of light between 150 

nm (UV) and 5500 nm (IR) but it is also significantly (5 times) stronger/tougher than 

glass (tempered glass/any other optical material) and ranks a 9 on the Mohs Scale.  Also 
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sapphire has a quite low conductivity for electricity, but a much-higher conductivity for 

heat.  Thus, sapphire provides good electrical insulation, while at the same time doing a 

good job at helping to conduct away the significant heat that is generated in the heater to 

the sample very quickly. 
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4. Results and Discussion  

In this chapter, a typical PL spectrum and derived impurity concentrations of n-

type 28Si samples is presented.  By examining PLE spectra of D0X in the n-type and p-

type 28Si-Avo samples, the dependence of the D0X transition linewidth on temperature, B 

field and 1047-nm above band gap light is investigated.  Then, the electron and hole g-

factor variations with respect to the orientation of B field along sample are extracted.  

Next, using the mechanism illustrated in the previous Chapter, hyperpolarization results 

are given.  The results of huge electron and nuclear polarization are followed by an 

investigation of the dynamics of neutral P donor populations in the four hyperfine ground 

states to find T1.  Finally, optical NMR results of D0 and D+ related to the quantum 

coherence time measurement using decoupling techniques are shown in detail along 

with a discussion of the decoherence channels. 

4.1. Photoluminescence spectroscopy of 28Si 

One of application of PL spectroscopy is determining the acceptor and donor 

impurity concentration in silicon.  We have used this technique to map out the 

concentrations of the main impurities in our P-doped n-type 28Si samples cut from “Si28-

10Pr10.6.1PeFz3” crystal.  The PL spectrum using 532-nm green laser excitation on 

each side of each slice is collected and the intensity ratio of phosphorous or boron 

bound exciton (BE) to free exciton (FE) is extracted.  Figure 4.1 shows a typical PL 

spectrum. 
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Figure 4.1: PL spectrum showing the no-phonon (NP) and transverse-optical 
(TO) phonon –assisted P and B bound exciton (BE) transitions for 
the 28Si:P 3.3.2 n-type sample at T=4.2K. 

 

The main difference between 28Si:P (P-doped n-type) and 28Si-Avo (p-type) 

samples’ PL spectra is the much larger FETO peak in the 28Si-Avo due to the lower 

impurity concentration of the Avogadro material.  Using calibration factors (1.3x1013 cm-3 

for P and 4.2x1012 cm-3 for B), the BE to FE ratios can be translated to the [P] and [B] 

concentrations [100] of the 13 slices that make up part of “Si28-10Pr10.6.1PeFz3” 

crystal which is shown in Figure 4.2. 
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Figure 4.2: The P and B concentration map of an n-type 28Si sample.  All slices 
were cut from the Si28-10Pr10.6.1PeFz3 crystal.  The concentration 
of Boron should almost be the same/uniform along the crystal 
(~6x1013).  The phosphine gas is turned on right after crystal got to 
the final diameter (the dashed line shown in the crystal picture) for 
P-doping.  

 

In fact, this is not a very accurate way to determine the concentrations of 

impurities in silicon, and the Boron concentration results below 5x1013 cm-3 are not 

reliable due to high concentration of P.  Usually the electrical conductivity (or resistivity) 

of the silicon crystal ingot is measured to figure out the impurity concentration in the Si 

manufacturing industry.  However, the conductivity ( (.cm)-1) measurement only gives 

NA-ND and cannot give information about the specific types of impurities (n-type or p-

type) or the degree of compensation.  
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4.2. PLE spectroscopy of 28Si 

As mentioned in the previous chapter, the PLE spectroscopy method (pumping 

NP lines and monitoring TO phonon replica), using a tunable single-frequency laser 

source with sub-MHz linewidth, provides a huge increase in instrumental resolution 

compared to the Fourier transform PL method and can resolve all the D0X transitions of 

28Si under a moderate magnetic field.  The Zeeman split hyperfine P D0X lines under low 

magnetic field can be resolved and Figure 4.3 compares PLE spectra of our n-type 28Si 

with the 28Si-Avo sample.  It is clear that hyperfine doublet lines are better resolved in 

the Avogadro sample due to lower impurity content which results in reduction of 

inhomogeneous broadening. 

 

Figure 4.3: Typical unpumped (unpolarized) PLE spectra showing the 12 NP 
transition of P D0X hyperfine components under the magic Bm field.  
Lines are labeled from 1 to 12 in order of increasing energy as in 
Fig. 3.2.  

 

As mentioned earlier, shallow P donor BEs in Si have very low radiative quantum 

efficiencies due to the dominance of nonradiative Auger recombination [103], which is a 

drawback for using optical readout of the P donor spin state [73].  However, the near-

unity efficiency of the Auger process of these BE transitions suggests a mechanism 
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(detecting the free electrons created in the Auger process) for reading out the nuclear 

spin of individual 31P impurities [62]. 

4.3. Unpolarized PC spectra of 31P0X under different 
conditions  

In Figure 4.4, PC spectra of the small 28Si-Avo sample at constant temperature 

(T=4.2K) under different static magnetic fields show no change in the D0X transition’s 

linewidth.  It indicates that the hole lifetime (homogeneous broadening of holes) does not 

depend on magnetic field in this range of field as shown in the Figure 4.4.  B field values 

are calculated from the electron splittings extracted from the PC spectra as measuring 

the static magnetic field at the sample position is difficult because a Gaussmeter is only 

able to measure outside of the cryostat.  Instead these spectra provide more accurate 

value of the field at the sample so these PC spectra can be used for magnetic field 

calibration. 

 

Figure 4.4: PC spectra of 31P D0X transitions under different magnetic fields.  
Lines are labeled from 1 to 12 in order of increasing energy as in 
Fig. 3.2. 
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On the other hand, the resolution of hyperfine splitting changes drastically with 

the temperature as shown in the Figure 4.5 based on their full width at half maximum 

(FWHM).  The FWHM decreases from 190 neV (46 MHz) to 120 neV (29 MHz). 

 

Figure 4.5: PC spectra of 31P D0X transitions at different temperatures. The 
T=subλ refers to the LHe temperatures below superfluid transition. 

 

The temperature dependency of these D0X optical transitions is studied in more 

detail in Figure 4.6.  We pumped on the liquid He (LHe) in the cryostat to reduce the He 

vapor pressure and reduce the temperature of the sample.  The He vapor pressure of 1 

atm and ~1mmHg (Torr) corresponds to temperatures of 4.2 K and 1.3 K respectively.  

As the LHe is cooled down through 2.17 K (superfluid transition point known as  point), 

the boiling suddenly becomes violent, and then stops completely below the  point.  In 

the superfluid state, the thermal conductivity of liquid He is extremely large.  This causes 

heat in the body of the liquid to be transferred to its surface so quickly that vaporization 

takes place only at the free surface of the liquid.  Thus, there are no gas bubbles in the 

body of the sub- liquid He in contact with the sample which could act as a tiny strain 

and broaden the optical transition lines. 
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Figure 4.6: Average linewidth of 31P D0X transitions in 28Si-Avo at different 
temperatures 

 

PLE spectroscopy has previously been applied to experimentally determine the 

band gap dependence on temperature in the limit of T→0.  By measuring the 

temperature shift of the remarkably sharp BE transitions in 28Si across the liquid-He 

temperature region, the low-T behavior of the silicon band gap was determined to vary 

as T4 [160]. 

Apart from going to superfluid temperatures, the power ratio of the resonant laser 

and nonresonant above band gap 1047nm laser excitation is important in achieving the 

best resolution for unpolarized PC spectra with the narrowest linewidth for the D0X 

transitions.  As illustrated in Figure 4.7, a drawback of not using enough above-gap 

1047nm excitation is that the transition lines are slightly broadened.  The above band 

gap excitation both produce photoneutralization, reducing Stark broadening and also act 

to equalize the donor hyperfine population, reducing the saturation effcect produced by 

resonant laser. 
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Figure 4.7: Effect of above band gap light on the D0X spectrum of 28Si-Avo 

 

4.4. Angular dependence of electron and hole g-factor 

A g-factor, also called a dimensionless magnetic moment, is a proportionality 

constant that relates the observed magnetic moment  of a particle to the appropriate 

angular momentum quantum number and the appropriate fundamental quantum unit of 

magnetism, usually the Bohr magneton or nuclear magneton.  In order to investigate its 

angular dependence, PC spectra (examples shown in Figure 4.8) of the sample are 

collected at different orientations with respect to the static magnetic field.  The energy 

splitting of the electron, light hole (jh=1/2) and heavy hole (jh=3/2) can then be extracted 

and plotted in Figure 4.9.  The light and heavy hole splittings, which are responsible for 

the spacing between the doublets in the D0X spectrum depend on the orientation of the 

sample crystal with respect to the static magnetic field B0.  Three different orientations 

are shown in Figure 4.8.  
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Figure 4.8: PC spectra of 31P D0X transitions at different orientation of crystal 
with reference to [001] along the B field.  Lines are labeled from 1 to 
12 in order of increasing energy as in Fig. 3.2. 

 

Once the B field is accurately determined, one can calculate the electron and 

hole g-factors from the D0X PC spectra.  For example, to measure the light hole splitting, 

the simplest way is to subtract the energies of transition lines 1(2) and 5(6) from the 

electron spin up branch, or lines 7(8) and 11(12) from the electron spin down branch, 

which have the same ground states but are excited into the different ±1/2 light hole 

states.  Similarly, the electron splitting can be measured by subtracting energy of lines 

1(2) from 7(8) or 5(6) from 11(12) which have different ground state but same hole 

states.  However, determination of the 3/2 heavy hole splitting cannot be calculated 

directly from the D0X transition lines due to forbidden transitions.   

From Figure 4.10, it can be seen that the heavy (light) hole g-factor is maximum 

(minimum) when B||[100] and minimum (maximum) when B||[110].  It is obvious from 

Figure 4.9 and 4.10 that the electron splitting is independent of the sample orientation 

and only depends on the amplitude of the B0, as expected.  Unlike the hole g-factors, the 

electron g-factor (~1.998) is insensitive to the sample orientation inside the static 

magnetic field. 



 

68 

 

Figure 4.9: Angular dependence of electron and hole splitting 

 

 

Figure 4.10:  Angular dependence of the g-factors (glh and ghh) 
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As shown in the Table 4.1, the hole g-factors, as determined from the spectra, for 

B||[100] are in good agreement with earlier studies of the phosphorus BE at much higher 

fields [162].  The g-factors of the holes can be represented in the following form if 

B||[001] then g1/2h = g1+(1/4)g2 and g3/2h = g1+(9/4)g2 [163].  Table 4.1 compares our g1 

and g2 values extracted from our fits to the glh and ghh according to [163] with earlier 

results. 

Table 4.1: Comparison between our hole g-factor results and earlier studies for 
B||[100]. 

Source glh or g1/2h ghh or g3/2h g1 g2 

Our results 0.87 1.32 0.81 0.23 

Kaminski et. al. 0.86 1.33 0.80 0.24 

 

4.5. Hyperpolarization of the D0X spectra 

Previous PLE studies of the P BE transition under an applied magnetic field led 

to optical pumping experiments which produced hyperpolarization of electron and 

nuclear spins of 31P donors [65].  In our NMR experiments, hyperpolarizing the system is 

a prerequisite to manipulating the populations in the four hyperfine states.  The simplest 

way of optically polarizing the system is fixing the pump laser on a specific line (usually 

pumping line 6 or 8 gives us stronger hyperpolarization [65]).  Figure 4.11 shows two 

spectra of 28Si-avo sample under the same magnetic field; on the bottom is an 

unpumped spectrum, showing the 12 D0X hyperfine components and the expected 

absence of significant equilibrium electron or nuclear polarization.  Above is the 

hyperpolarized spectrum relevant to this study, showing a large electron and nuclear 

polarization obtained by pumping line 8 (shown by arrow), which hyperpolarizes the 

system into the pure state |↑⇑〉. 
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Figure 4.11: Effect of optical pumping: comparing unpolarized PC spectrum with 
the hyperpolarized spectrum by pumping on line 8. 

 

Figure 4.12 shows the difference between unpolarized (bottom) and polarized 

(top) spectra of n-type and p-type (28Si-Avo) samples that have been collected by two 

different methods.  Because the 31P concentration in the p-type 28Si-Avo sample is 3 

orders of magnitude lower than in the n-type samples, a PLE spectrum of p-type 28Si-

Avo sample would be too noisy and not feasible.  The two hyperpolarized spectra 

relevant to this study, showing the large electron and nuclear polarization obtained by 

pumping line 6, which hyperpolarizes the system into the pure state |↓⇓〉 are shown in 

Figure 4.12 (top). 

The reason there is less nuclear hyperpolarization in the p-type sample (Figure 

4.12B) compared to the n-type sample (Figure 4.12A) is the necessity (will be explained 

later) of using a small amount of 1047nm above band gap light when taking the 

spectrum of the p-type sample in order to photoneutralize the positively ionized donors.  

It should be noted that although n-type spectra are collected at much lower temperature 

(at 1.3K) than p-type 28Si-Avo sample spectra (at 4.2K), the resolution is worse (due to 

higher impurity concentrations in the n-type sample). 
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Figure 4.12: Comparison of hyperpolarization of D0X spectra in the n-type (A) and 
p-type (B) samples. 

 

The reduced nuclear (and electronic) hyperpolarization in the presence of above-

gap excitation results from both the increased speed of relaxation processes induced by 

the free carriers, and the Auger ionization of D0 in each of the four hyperfine states by 

the formation of D0X via the random capture of free excitons onto D0.  In order to 

compensate for smaller hyperpolarization in the p-type 28Si-Avo sample, as explained in 

the previous chapter, we have modified our hyperpolarization schemes by adding NMR 

frequencies during the polarization step. 
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Figure 4.13 (top right) demonstrates how choosing the wrong NMR frequency 

(applying RF↓~61MHz while pumping | state) can hurt the degree/amount of nuclear 

hyperpolarization. 

 

Figure 4.13:  Shows effect of adding specific NMR frequency, RF↑ (top left) or RF↓ 
(top right) on the hyperpolarization of D0X spectrum by pumping on 
line 6 (bottom) scheme. 

 

The results of the improved hyperpolarization schemes explained in Chapter 3 

were measured by a noncontact photoconductive detection method as the readout laser 

was scanned across the 12 D0X transitions (low-power above-gap excitation is present 

in all cases) (Figure 4.14 at 4.2K and Figure 4.15 at 2.1K).   
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From the relative intensities in Figure 4.14, we find that 95% of D0 are pumped to 

| (|3〉), resulting in a net electron polarization Pe = 0.99 and nuclear polarization Pn = 

0.90 (Table 4.2).  At this magnetic field and temperature, the electron equilibrium spin 

polarization is 0.013, so the hyperpolarization enhancement is 76; the nuclear 

equilibrium spin polarization is 4x10−4, so the hyperpolarization enhancement is 2,250. 

 

Figure 4.14: Photoconductivity D0X spectra of 28Si-Avo sample at T = 4.2 K and B 
= 845 G, for the largely unpolarized equilibrium case (bottom) and 
using the original hyperpolarization scheme (middle) and improved 
hyperpolarization scheme (top).  The relative intensities of lines 3, 4, 
9, and 10 give directly the relative populations of D0 states |↓⇓〉 (|3〉), 
|↓⇑〉 (|4〉), |1〉, and |2〉, respectively. 

 

In addition, the new polarization scheme also shortened the polarization time 

from ~1 s to 100 ms.  Therefore, this method is much faster and more effective than any 

previous [60, 64, 137] nuclear polarization scheme for impurities in semiconductors. 
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Figure 4.15: Photoconductivity D0X spectra of 28Si-Avo sample at T = 2.1 K and B 
= 845 G, for the unpolarized equilibrium case (bottom), using the 
original (middle) and improved hyperpolarization scheme (top). 

 

The reason why experimental polarization values for the unpolarized case do not 

match with the calculated equilibrium polarization is because of the presence of above 

band gap excitation and also any nonresonant excitation from the probe laser during the 

scan can induce small nonresonant polarizations.  

Table 4.2: Showing the experimental values of the electron and nuclear 
polarizations compared to their calculated equilibrium polarizations 
at 4.2K and 2.1K. 

Polarization (%) 

 

Calculated 
equilibrium 

Experimental 
Unpolarized 

Experimental 
Polarized 

(pump 6 only) 

Experimental 
Improved 

Polarization 

Electron (4.2K) 1.3 -2.5 98 99 

Nuclear (4.2K) 0.04 0.6 -40 -90 

Electron (2.1K) 2.6 3 89 90 

Nuclear (2.1K) 0.07 -15 -45 -89 
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From the results shown in Table 4.2, it seems that our hyperpolarization method 

works slightly better at 4.2K (later in time) than at 2.1K (earlier in time); It is possible that 

our setup and parameters were not optimized when the low temperature data was taken 

or the higher amount of 1047nm excitation we used/needed in the 2.1K spectra 

compared to the 4.2K spectra, is affecting our hyperpolarization efficiency. 

Note that the nonresonant optical hyperpolarization method reported [64, 68] for 

donor nuclear spins would not be useful under the present conditions, since it requires a 

high magnetic field to produce a large equilibrium electron polarization, which is 

transferred to the nuclear spins via the Overhauser effect. 

4.6. Initialization and readout of D0 and D+ for optically 
detected NMR experiments 

The following is an attempt to summarize our understanding of what is happening 

in the Avogadro material during polarization, post-polarization optimization and readout. 

Polarization – This refers to the simultaneous presence of the low power X laser 

on line 4 (pump 4), the high power Y laser on line 6 (pump 6), an optimum level of 1047 

nm light (using an ND=3.5 filter at T=1.9 K) and RF↑ at ~55 MHz (shown in Figure 4.16 A 

under D0 Prep.).  Although 100ms seems sufficient, we often use up to 500 ms.  The 

donors get cycled through ionized and neutral states during this period, and at the end 

virtually all donors, either neutral or ionized, have nuclear spin down (|↓⇓〉 or |⇓〉).  

However, the balance between photoneutralization driven by the 1047-nm light, and 

photoionization driven by pump 4 and pump 6 lasers results in a near 50-50 split 

between neutral and ionized donors at the end of the polarization (step {1}).  The neutral 

donors are almost all in |↓⇓〉 (D0 prep.).  There is no highly efficient way to prepare all the 

donors as D0 in |↓⇓〉. 
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Figure 4.16: (A) The laser and RF sequences used to prepare D0 in the |↓⇓〉 state 

(step {1}) and D+ in the |⇑〉 state (steps {1} to {4}), (B) The specific 
optical transitions (lines 4 and 6) and nuclear magnetic resonance 
transitions (RF↑, RF↓, and RF+) used here to hyperpolarize the 
nuclear spins. 

 

Post-polarization optimization for D0 – If one is looking for polarized D0, the 

polarization procedure can be followed by a brief period of 1047-nm laser exposure to 

neutralize some of the D+.  Our ‘standard’ practice has been to use 10 ms of 1047-nm 

following the polarization stage. 

Post-polarization optimization for D+ – It is actually easier to generate a very pure 

D+ |⇑〉 state than the D0 |↓⇓〉 initial state.  This is done by applying RF+ and RF↓  pulses, 

which flip the nuclear spins of nearly 100% of the donors, followed by 100ms of pump 4 

laser excitation to ionize almost all the D0 (step {1} to {4}).  The result polarizes nearly all 

the donors into spin up D+ (D+ prep.). 

Readout – Single-shot readouts of D+, polarized into either |⇑〉 or |⇓〉 and then 

reneutralized, are shown in Figure 4.17, contrasting our readout method optimized for D0 

(Figure 4.17A) with the improved readout used for D+ (Figure 4.17B).  The fast (~5 ms) 

buildup transient in Figure 4.17B is the time needed to convert D0 to D0X under our 
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excitation conditions (the D0X Auger decay time is 272 ns [103]), and the ~ 25 ms decay 

time is the time taken to recapture e- onto D+, giving a D0 → D0X → D+ → D0 cycle time 

of ~30 ms, in agreement with the transients seen in Figure 4.17A. 

We had still been using the old style approach which works well for the NMR 

experiments, of having a high power polarizing laser (pump) on line 6 and a lower power 

probe laser on line 4 for readout.  This two-laser scheme had the advantage of giving a 

very strong signal for the nuclear polarization, since the repolarization transient lasted 

several seconds.  However, this scheme was not flexible enough and could not measure 

everything we need to know, so we switched over to using one laser at a time, pump 

laser to polarize and probe laser to readout, so we can access the populations in all four 

hyperfine states in individual, single-shot measurements.  There is still enough signal-to-

noise for this to work. 

 

Figure 4.17: Comparing readout schemes; (A) Single shot readout of D+ polarized 
|⇑〉 (red) or |⇓〉 (blue) using our previous method optimized for D0 
readout is compared with (B), the improved scheme for D+ readout.  
The detected signal is proportional to the shaded area.  

 

The Auger decay process is central to both the D0 hyperpolarization and 

hyperfine state readout using resonant D0X photoconductivity, as illustrated in the 

previous Chapter.   
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Analysis of the data in Figure 4.17B and 4.18A, shows that the D0→D0X→D+→D0 

readout cycle can be repeated at least 250 times before the nuclear polarization decays 

by a factor of 1/e (This 30ms time for the donor measurement cycle was combined with 

the decay seen in Figure 4.18A to arrive at the estimate of at least 250 D0X cycles 

before the nuclear polarization decayed to 1/e.), which is an underestimate given that 

much of the decay in Figure 4.18A is due to imperfections in the readout  pulses (which 

are also accumulative).  A similar insensitivity of the nuclear spin polarization to repeated 

donor charge cycles has been reported for the readout of a single 31P nuclear spin [78] 

and for ensemble measurements using electrically detected magnetic resonance [75].  

Figure 4.18B shows the decay of nuclear spin polarization during our continuous readout 

(40 times) indicating the robustness of our nuclear readout. 

 

Figure 4.18: The cycle shown in Figure 4.17B extended to 39  pulse inversions 
(16 s) 

 

4.7. The T1 measurements of neutral D0 and ionized D+ 
spins 

After hyperpolarizing our system, the simplest experiment is to leave the sample 

in the dark under the static B field and examine the evolution of the population in the four 

hyperfine levels, resulting in experimental values for T1e and T1n.  Our results are in 
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agreement with a simple model that governs the population of the four hyperfine states 

assuming there are only two relaxation channels: the electron–electron (e-e) TE and the 

flip-flop Tx (cross) relaxation rates. 

Labelling the hyperfine states in order of decreasing energy (at B<3T) from state 

1 |↑⇑〉, state 2 |↑⇓〉, state 3 |↓⇓〉 to state 4 |↓⇑〉, we use the following standard procedure: 

polarize the system into state 3 (10 seconds of pump laser on line 6) or polarize the 

system into state 4 (10 seconds of pump laser on line 6 +  pulse of ~61MHz RF).  We 

could similarly polarize the system into state 1 or state 2 using pump laser on line10, but 

polarizing into state 3 is sufficient.  We can also completely depolarize the system with 2 

seconds of 200mW 1047nm excitation following the initialization.  We readout all four 

populations by repeating the above sequence and using probe laser on line 9 to read out 

state 1, probe laser on line10 to read out state 2, probe laser on line 3 to read out state 

3, and probe laser on line4 to read out state 4.   

For the T1 measurement of neutral D0 in the n-type 28Si, we have done the above 

described procedure for dark times of 0, ½ hr, 2 hr and 8 hrs after initializing the system 

into state 3 (pure state |↓⇓〉).  Next we have repeated the same dark times when 

initializing the system into state 4. 

4.7.1. T1 results of D0 in the n-type 28Si sample 

The long recovery in the dark scan results from the moderately doped 28Si:P slice 

3.3.6 sample at 1.3K after initialization the system into the |↓⇓〉 pure (|3〉) state is shown 

in Figure 4.19.  Very long electron and nuclear polarization (Pe and PN) decays leading 

to the T1e (8 hours) and T1n (44 hours) results extracted from the data in the Figure 4.19 

are shown in the inset of Figure 4.19.  We have also verified that initialization to the |↓⇑〉 

mixed (|4〉) state decays somewhat faster than pure state, which can only be due to the 

flip-flop channel. 
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Figure 4.19: Evolution of the system polarized into the pure state |↓⇓〉 (|3〉) in the 
dark at T=1.3K for 28Si:P 3.3.6 sample 

 

4.7.2. T1 results of D0 in the p-type 28Si-Avo sample 

Figure 4.20 shows the result for the Avogadro sample at 4.2K in which the 

system is polarized to pure state 3 then followed by the measurement of 4 hyperfine 

states population after variable dark times.  Comparing the T1 resulted from the data in 

Figure 4.20 with the T1 result from the previous section which is hours, clearly indicates 

the temperature dependency of T1 relaxation times.  In fact, temperature is playing an 

important role in determining T1 relaxation times as expected.  This short (~22s) T1e at 

4.2K, which is in good agreement with an earlier experimental result [84], is the main 

parameter that puts the T2n < 2T1e limit [60] on the T2 coherence time of the neutral donor 

at 4.2K and above.  From the data in Figure 4.20, T1n = 450 s, but we know that this is 

extended to hours at low temperature. 
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Figure 4.20: Evolution of the system polarized into state 3 followed by dark time 
at T=4.2K for the 28Si-Avo sample 

 

Discussion: 

Performing these measurements made us realize that the simple idea of 

measuring the 4 populations by looking at the PLE transient at the four different readout 

laser wavelengths was perhaps not the best method.  For one, in the absence of above-

gap light the quadratic Stark effect from the ionized donors and acceptors gives 

asymmetric tails that tend towards low energy and make it more difficult to measure, for 

example, the intensity of line 3 in the presence of a strong line 4, than it is to measure 

the opposite.  Also, when moving the laser from one line to other there are issues as to 

whether the laser is exactly tuned to the peak of each line.  We realized that when 

measuring the nuclear polarization the SNR is higher when we have the laser on the 

high energy component of a doublet (line 4 or line 10) to measure the one component, 

and then simply flipping the nuclear populations with a  pulse to measure the other 

component.  Thus the precision of the laser tuning to the line peak is irrelevant.  We still 
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retain the advantage of the optical method of measuring populations directly, instead of 

population differences.  Ultimately, if we had the ability to apply microwave (MW)  

pulses as well, we would obtain the cleanest result by leaving the laser fixed to line 4, 

and measuring the signal there with and without the appropriate RF and MW  pulses. 

4.7.3. Effect of room light on the ionization of D0 and neutralization 
of D+ in the Avogadro sample 

Photoneutralization: At the low impurity concentrations used here, donor-

acceptor-pair recombination is very slow [164].  After illumination with above-gap light 

the majority of the donors and acceptors will remain neutral for very long times in the 

absence of light capable of photoionizing the impurities, although it is possible that some 

recombination, and thus loss of D0 population, takes place during the long dark times.  

As the temperature was lowered from 4.2K the AEDMR signals rapidly weakened, 

requiring the application of a small amount of 1047nm radiation during the polarization 

and readout periods.  We believe that this change with temperature resulted from the 

formation of overcharged acceptor centers (A+) on the excess boron, since the problem 

was absent in n-type material, and the A+ centers have a very small binding energy 

[161], explaining the temperature dependence. 

Note that the lasers tuned to lines 4 and 6 will, in addition to any resonant D0X 

creation, also cause a very weak nonresonant photoionization of all D0 and A0 via their 

photoionization continua.  The A+ formed by free hole capture on A0 would compete with 

D+ in capturing e‒, forming acceptor bound excitons (A0X), and then via Auger 

recombination A‒ and h+, resulting eventually in all of the donors becoming ionized in the 

absence of above-gap excitation. 

In order to investigate the dynamics of neutral P donors; after preparing the 

system into the |↓⇓〉 state we have looked at the change in the neutral signal (through 

applying phase shifted RF↓ (~61 MHz) /2 pulses) and read out the neutral population in 

the state 3 (|↓⇓〉) and 4 (|↓⇑〉) followed by the variation of dark times.  We have repeated 

the above sequence for the read out except this time the systems is prepared in the |⇑〉 

state and the ionized signal monitored by applying phase shifted RF+ (~1.4 MHz) /2 

pulses.  The results of these experiments are shown in the Figure 4.21. 
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Figure 4.21: P donor’s dynamics before solving the room light problem at 4.2K. 

 

It should be mentioned that the above described experiment was done before 

discovering that even very little room light leakage to the sample is enough to photo-

neutralize the ionized donors (D+) and violate the dark condition.   

Since in the Avogadro sample the concentration of boron acceptors is one 

hundred times that of the 31P donors, one would expect that in equilibrium at 

temperatures of 4.2 K and below all of the donors would be ionized, along with an equal 

number of acceptors, but donor-acceptor-pair recombination in Si is a very slow process 

at such low concentrations [164].  Indeed, during the present study we realized that a 

significant part of the decay of the neutral donor signal seen in our previous study [54] in 

fact resulted from this slow ionization of the D0 (shown in Figure 4.22 red data (2) 

decay).  In our initial efforts to study D+ we observed a slow loss of the ionized donor 

population at 4.2K on a similar time scale (shown in Figure 4.21).  We discovered that 

this was due to photoneutralization from very low levels of above-gap light (referred to as 

room light) reaching the sample, which was eliminated by adding a global shutter 

immediately in front of the dewar window, and taking other measures (the IR absorber 

used in the He stack to keep the black body radiation level very low on the sample) to 
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suppress background light.  After these improvements the loss of D+ at low temperature 

became undetectable, as seen in Figure 4.22 (blue data (1)). 

 

Figure 4.22: P donor dynamics after solving the room light problem at 1.9K for a 
p-type 28Si-Avo sample 

 

Due to the fact that our neutral P0 preparation is not as efficient as our ionized P+ 

preparation, to see the dynamics of neutral P donors more easily, we added a stage (“kill 

ionized signal”) to suppress the ionized signal to our normal neutral preparation 

sequence via applying continuous RF+ frequency for a few milliseconds to scramble the 

P+ signal. 

The dominant process in the dark is the ionization of D0 due to donor-acceptor-

pair recombination (very sample dependent), resulting in a ~20% loss of D0 in 300 s 

(data set #2), even though the actual T1 is expected to be much longer.  Interestingly, 

the build-up/rise in the ionized signal (data set #3) is equal to the ionization process 

decay (which is still happening in the dark) of the neutral signal.  The 1/e of donor-

acceptor-pair recombination is ~17min for our sample in this field and temperature and 

there is no sign of neutralization of the D+ (data set #1). 
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4.7.4. T1 results of D+ in the p-type 28Si-Avo sample 

In Figure 4.23 we show the D+ nuclear spin T1 measured at 1.9 K and room 

temperature.  The Hahn echo sequence is replaced with either no operations, leaving 

the nuclear spin polarization unchanged, or a  pulse, which inverts it (explained in the 

Methods Chapter). 

 

Figure 4.23: The decay of the nuclear spin polarization (along Z), parameterized 
by T1, is shown for 1.9 and 298 K. 

 

The D+ T1 at cryogenic temperature was so long that no decay could be observed 

over 2 hours, and at room temperature T1 was over an hour.  Even a short thermal cycle 

up to room temperature and back resulted in a ~30% loss in nuclear spin polarization as 

compared to the same measurement at a constant 4.2 K, so all room temperature decay 

data are normalized to unity for the shortest time (2 min at 298 K). 

4.8. Measurement of D0 and D+ NMR parameters 

Our preliminary investigation of optically polarized/optically detected NMR of 

neutral 31P donors in n-type 28Si 3.3.6 sample began with the simplest possible 

arrangement, which we refer to as CW NMR [137].  In this setup, the pump and probe 
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lasers are set to pump 6 and probe 4 (or pump 8 and probe 10) and left on continuously.  

The RF signal driving the oscillating B-field is also on continuously and is scanned 

across the expected RF↓ (RF↑) resonance frequency, while we monitor the PLE signal 

generated by the probe laser.  An example of a CW NMR resonance for the RF↑ branch 

is shown in Figure 4.24.  The resonance could be easily detected even when hand 

scanning the RF frequency across the resonance, but note that very low RF power 

levels had to be used in order to avoid power broadening of the resonance. 

 

Figure 4.24: Preliminary result of CW optically detected NMR showing an 
increase in the signal when probing line 10 and pumping line 8 as 
the frequency of RF field is tuned across the RF↑ resonance. 

 

However, we emphasize that the values of RF↑max and RF↓min determined by CW 

NMR and shown in Figure 4.24 are not as precise as those determined later by pulsed 

NMR, for several reasons.  First, a Rb clock reference was added after the CW NMR 

measurements.  Second, the requirement of very low RF power during the CW NMR 

measurements resulted in very long scan times, and spectra which were skewed 

depending on the direction of the RF scan.  Finally, having both lasers on during the 

application of the RF will produce some sample heating, which we will later show may 

affect the precise value of the hyperfine constant, A. 
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4.8.1. Rabi experiment results 

To demonstrate coherent control, we apply a single RF pulse of varying duration 

to observe Rabi oscillations (Figure 4.25).  Usually this simplest pulsed NMR experiment 

is performed after finding the resonance frequency using CW NMR. 

 

Figure 4.25: Shows the Rabi oscillation of three RF frequencies (RF+ for ionized 
P+ (top), RF↓ and RF↑ for neutral P0 (bottom and middle)) at T=4.2K. 

 

As explained in Chapter two, from the frequency of the Rabi oscillation, assuming 

fixed RF power, we can extract the RF  pulse length, while the decay of sinusoidal 

oscillation will give the inhomogeneity in the RF field.  These single shot Rabi oscillation 

results shown in Figure 4.25 are necessary to fine tune the appropriate  pulse length for 

use in subsequent experiments (for instance Hahn echo or XY16 decoupling pulse 

sequences) that measure T2 coherence times. 
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Confirmation that these are in fact Rabi oscillations comes from the observed 

linear dependence of the resonant Rabi frequency with the applied RF amplitude.  

Figure 4.26B shows the expected linear behaviour with RF amplitude of the Rabi 

frequencies extracted from the data in Figure 4.26A. 

 

Figure 4.26: (A) Ionized P Rabi oscillations and power dependence of the Rabi 
frequency at T=2.1K, (B) Rabi frequency versus the radio wave 
excitation amplitude, with a fit displaying the linear relationship. 

 

Away from resonance, the oscillations have a higher frequency and lower 

amplitude.  The is because off-resonance  pulse can be thought of as tipping 

magnetization less than  rads., so the magnetization vector will precess around a 

smaller circle on the Bloch sphere, resulting in a smaller projection, as shown in Figure 

4.27.  Also, Figure 4.27 shows that it is very important to be on resonance before trying 

to find the  pulse length because as the frequency becomes off resonance, apart from 

the obvious drop in the signal intensity, the required  pulse length will be smaller too 

(100s instead of 125s) due to the pulse flipping the spins around the smaller angle in 

the Bloch sphere. 
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Figure 4.27: Comparison of Rabi oscillations on and off resonance frequency at 
T=1.2K. 

 

Coil Geometry 

In a normal NMR experiment, the sample sits inside a coil which is part of a 

tuned circuit which delivers RF pulses to the sample and detects the FID from the 

precessing spins in the sample.  The detection method is not the same in our experiment 

because we are projecting the RF signal onto the polarization axis and are measuring 

the spin dependent recombination through an impedance change in the sample.  The RF 

fields (B1) delivered by the coil must be perpendicular to the static magnetic field, B0.  If 

the coil was big enough or sample was small enough that the RF field seen by the 

sample was completely homogeneous then there should be no decay in the Rabi 

oscillations (or a slower decay at least).  In Figure 4.28, the beating in the Rabi 

oscillation is due to inhomogeneities of the RF magnetic field (B1) felt by the sample. 
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Figure 4.28: Beating in the Rabi oscillations due to inhomogeneities in the B1 
field at T=4.2K. 

 

We then changed the solenoid RF coil to a Helmholtz8 configuration.  As 

expected, the B1 homogeneity inside the Helmholtz coil is much better than previous 

solenoid.  Rabi oscillations of P0 and P+ in the small 28Si-Avo sample for the Helmholtz 

coil shielded by copper tube inside the dewar between the shimmed electromagnet are 

compared with the solenoid ones in Figure 4.29.  For further improvement we could have 

used a Maxwell coil9 at the expense of more complexity. 

 
8
 A Helmholtz pair consists of two identical circular magnetic coils that are placed symmetrically 

one on each side of the experimental area along a common axis, and separated by a 
distance equal to the radius of the coil which is what defines a Helmholtz pair.  This 
arrangement minimizes the nonuniformity of the field at the center of the coils. 

9
 A Maxwell coil which has an extra coil in the middle of two Helmholtz pair, is an improvement of 

a Helmholtz coil; it provides an even more uniform magnetic field than a Helmholtz coil. 
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Figure 4.29: Effect of coil geometry on the beating of the Rabi oscillations.  This 
is due to inhomogeneities of B1 field which is the reason for beating 
in the Rabi oscillations of neutral P0 (A) and ionized P+(B). 
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4.8.2. Ramsey experiment results 

The Ramsey fringe measurement to determine T2
* is very similar to the T1 

measurement, but the time evolution occurs between two /2 pulses, and the RF 

frequency is offset from the actual resonance frequency by a known amount in order to 

produce fringes with a suitable period.  The Ramsey experiment as explained in Chapter 

two is the simplest two pulse free induction decay (FID) experiment.  To perform a 

Ramsey experiment first we polarize the system into a pure state and then prepare a 

coherent superposition state by applying a /2 pulse.  The echo signal (which we are 

using a second /2 pulse to project on to the polarization) is measured for different delay 

times in order to determine the exact resonant frequency of the transition by examining 

the frequency of the Ramsey fringes.  The decay of the echo signal, shown in Figure 

4.30, gives the T2
* for the system which is not the inherent coherence time by any means 

for different temperatures. 

 

Figure 4.30: Ramsey fringes of the neutral P0 in the 28Si-Avo sample at different 
temperatures. 
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It should be emphasized that each data point in Figure 4.30 comes from a single 

measurement, with no signal averaging.  The reason for the temperature dependence of 

T2
* is not completely clear.  Yet Figure 4.30 indicates that by reducing the temperature 

below 4.2K (and the  point (2.1K)) the T2
* of the system can be improved.  This is 

something that needs more examination as it is not simply the broadening of the 

transition lines above the  point that causes the decrease of T2
*.  

It is interesting to note that the T2
* ratio of the p-type 28Si-Avo sample to the n-

type 28Si:31P slice 3.3.6 sample [137] (37.1ms / 16.4ms = 2.26) is in very good 

agreement with the inverse FWHM ratio of their optical transitions at low temperature 

(0.0017cm-1 / 0.00076 cm-1 = 2.24). 

Effect of shimming electromagnet on the Ramsey fringe results of P0 and 
P+ 

Unlike the neutral P case, there does not exist a clock transition for ionized P, so 

the T2
* coherence time will be directly affected by the B0 field homogeneity of the system.  

Hence, we expected to see a drastic change in the T2
* values when using different 

magnets with different static field homogeneities (electromagnet and split pair 

superconducting magnet).   

Comparing the results of our two magnet setup shows that homogeneity of the 

magnetic field for the superconducting magnet (Ramsey results shown in Figure 4.31) is 

far worse than our electromagnet after shimming, as expected; optical-access split-pair 

superconducting magnet dewars are not meant for NMR experiments and the 

homogeneity is not comparable to NMR magnets. 

The fits to the data shown in Figure 4.31 and 4.32 are sinusoidal, which gives the 

fringe frequency, multiplied by an exponential decay, which gives T2
*.  The applied RF 

frequency in each case was the nominal expected resonance frequency plus or minus a 

shift which should equal the observed fringe frequency.  The exact resonance frequency 

under the experimental conditions of the scan is the given by the applied RF frequency 

minus or plus the observed fringe frequency. 
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Figure 4.31: Ramsey Fringes for ionized P in the superconducting magnet at 
T=2.1K. 

 

The increase in T2
* from improving the B0 homogeneity by shimming is large for 

D+, but negligible for D0, as the D0 measurements take place at a clock transition.  

Comparing the Ramsey fringes of neutral P before and after shimming the magnet 

(Figure 4.32A,B) shows no significant change in T2
* (~35ms), confirming that neutral P 

are protected from magnetic field fluctuations by operating at a B0 field corresponding to 

RF clock transitions.  The Ramsey fringe decay results of D+ before shimming show 

beating (Figure 4.32C) due to poor homogeneity of the B0 static magnetic field. 
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Figure 4.32: Ramsey fringe scans for D0 on the RF↓ transition and for D+ are 
shown in A to D before and after improving the B0 homogeneity by 
placing circular ring shims on the electromagnet. 

 

4.9. The T2 coherence time measurements of neutral D0 and 
ionized D+ nuclear spins using the Hahn echo method 

In order to remove the effects of static dephasing and measure T2, we 

implemented a simple three-pulse Hahn echo measurement, as discussed in Chapter 

two.  For this experiment the RF frequency was set exactly to RF↓min or RFmax as 

determined by the previous two-pulse Ramsey measurements, and B was set to B0.  To 

avoid the drift problems inherent in DC measurements, for each delay two 

measurements were taken, one with all three pulses having the same RF phase, and 
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one in which the phase of the first /2 pulse was inverted, with the reported signal being 

the difference between these two measurements. 

4.9.1. Hahn echo T2 results for D0 in n-type 28Si samples 

The preliminary results of the Hahn echo measurement on the RF↓ branch are 

shown in Figure 4.33 for two (n-type) P-doped 28Si samples (slice 3.3.2 and 3.3.6 with 

the latter having higher P concentration). 

 

Figure 4.33: The preliminary results of a three pulse Hahn echo measurement of 
the nuclear T2 on the electron spin down branch at T=1.3K. 

 

A measurement on the RF branch gave identical results within the noise level.  

The T2 coherence time was found to be ~900 ms and 1.6 s for n-type 28Si:P 3.3.6 

([P]~7x1014) and 3.3.2 ([P]~3x1014) samples respectively.  The T2n=1.75 s reported for 

31P in 28Si as measured by an electron nuclear double-resonance (ENDOR) technique at 

a higher field [60] is consistent with our result for the 28Si:P 3.3.2 sample with similar P 

concentrations. 
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4.9.2. Hahn echo T2 results for D0 in 28Si-Avo sample 

The reported T2 is found to be inversely proportional to the donor density [53].  

This motivates the study of coherence lifetimes at even lower donor densities; however, 

densities of 1013 cm−3 are at the limit of detection by conventional electron spin 

resonance (ESR) and ENDOR. 

Two RF↓ pulses were applied to implement the Hahn echo sequence, with a final 

/2 RF↓ pulse for readout.  If the nuclear spin has remained coherent, all population is 

returned to state |3〉 (where we prepared); otherwise it becomes equally (and 

incoherently) distributed between states |3〉 and |4〉.  The readout stage therefore 

measures the difference between the areas of the |3〉 and |4〉 photoconductive transients 

(Figure 4.34A).  By varying the delay  in the Hahn echo sequence, we obtain a T2n of 44 

s at T = 1.74 K (Figure 4.34B). 

 

Figure 4.34: (A) Single-shot photoconductive readout transients for the system 
polarized into either states |3〉 or |4〉 or unpolarized.  (B) Single-shot 
measurements of the Hahn echo decay at T = 1.74 K, with an 
exponential fit for p-type 28Si-Avo sample. 

 

4.9.3. Hahn echo T2 coherence time results for D+ in 28Si-Avo 
sample 

Figure 4.35 shows single-shot Hahn echo decay data at 4.2K revealing 

increasing phase noise with increasing delay time, probably arising from low-frequency 

magnetic field fluctuations.  This phase noise was eliminated from the 1.9K data by 
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using maximum magnitude detection (explained in the previous Chapter).  The Hahn 

echo T2 of about 30s measured at or below 4.2K is well explained by spectral diffusion 

due to the residual (46 parts per million) 29Si nuclear spins present in the sample [86].  

Also shown is single shot Hahn echo data at room temperature, where the long cycle 

time made the use of maximum magnitude detection impractical, so that the phase noise 

could not be eliminated, and the apparent Hahn echo T2 was reduced to ~8 s. 

 

Figure 4.35: Single-shot Hahn echo T2 measurements are shown at 298 and 4.2K, 
the latter (green dots) showing increasing phase noise with 
increasing delay. The effect of phase noise can be suppressed by 
using maximum magnitude detection, as shown for data taken at 
1.9K. 

 

The Hahn echo sequence can only refocus the effects of inhomogeneities which 

are essentially static, and longer coherence times can be obtained by other techniques 

as will be discussed in next section. 
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4.10. T2 coherence time measurement of D0 and D+ using 
XY16 dynamic decoupling in 28Si-Avo sample 

Just as the Hahn echo sequence removes the effects of a static distribution of 

precession frequencies, dynamic decoupling, through a periodic reversal/refocusing of 

the spins’ interaction with the environment, can mitigate/eliminate the effects of 

environmental fluctuations on a time scale slower than this period [157, 158, 165].  We 

have shown that a repeated/periodic, relatively simple series of ± rotations around the 

orthogonal X and Y axes with equal delays () between all  pulses, known as XY-16 

[159], is remarkably resistant to degradation due to pulse errors, and can protect an 

arbitrary coherent initial state against decay.  Figure 4.36 shows that XY16 sequence 

compensates for  pulse length error as long as the error is reasonably small.  

 

Figure 4.36: Readout signal while scanning the  pulse length in the XY16 
sequence with 2 and 16 loops. 

 



 

100 

Figure 4.36 also shows that by increasing number of XY16 loops (i.e. by using 

more  pulses), the  pulse length error tolerance of XY16 gets smaller (i.e. the flat area 

of signal before decaying gets narrower).  This means that in order to use more of these 

 refocusing pulses without introducing the error in the  length to the signal, we need to 

choose  pulse length more accurately. 

Optimizing the parameters in the XY16 pulse sequence 

As the time  between  pulses is reduced, the low frequency B0 noise is 

suppressed to an increasing frequency cutoff, but a tradeoff is reached because of the 

accumulation of pulse errors as the number of pulses grows.  For any given XY16 pulse 

sequence there is an optimal  delay time between  pulses.  It can be obtained by 

scanning the delay time between the refocusing pulses in the XY16 sequence, with the 

fixed number of  pulses (shown in Figure 4.37 for 2 loops of the XY16 which is equal to 

using 32  pulses). 

 

Figure 4.37: The noise profiles of our XY16 sequence for the D0 and D+ systems. 
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4.10.1. T2 coherence time measurement of D0 using XY16 pulse 
sequence 

We confirmed (see Figure 4.38) that the XY16 sequence protects arbitrary initial 

states.  The decay of X and Y initial states is seen to be essentially identical.  The slower 

decay of the Z initial state reflects the fact that it is an eigenstate, not a coherent 

superposition, so it should decay as T1n, not T2n.  At this temperature, T1n is many hours, 

so the observed decay likely results from pulse errors in our XY16 sequence (the 112s 

delay corresponds to 1120  pulses), although some loss of D0 is due to ionization as 

explained earlier in this Chapter. 

 

Figure 4.38: Evaluating the performance of XY16 dynamical decoupling for D0 

nuclear spins at T = 2.64 K with  = 50 ms.   and  label the 

coherent magnetization after preparing the system in state , 
dynamically decoupling for some time, and then measuring in the 

basis of .  The variations in the  ≠  data are indicative of the 
single-shot noise level, not cross-coupling resulting from the XY16 
sequence. 
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The temperature dependence of the XY16 decoupled T2 for D0 

The single-shot coherence decays as a function of sample temperature are 

shown in the Figure 4.39.  Because T2n ≤ 2T1e [60], the T2n = 44 s at 4.2 K is limited by 

T1e, which we measure to be ~22 s, in good agreement with earlier studies [84].  Below 

4.2 K, T1e rapidly becomes very long [84], and the observed T2n must be limited by other 

processes, such as the residual 29Si, or P-P dipolar coupling.  Nevertheless, the 

observed T2n becomes as long as 192 s at 1.74 K. 

 

Figure 4.39: Coherence decays at several temperatures using the XY16 periodic 

decoupling sequence indicated at the top, with a delay of  between 

all  pulses, where  = 50ms for these measurements.  Also shown 
are fits to exponential decays. 

 

The temperature dependence of the XY16 decoupled T2 times shown in Figure 

4.39 can be accurately explained by the sum of a temperature dependent decay rate 

related to T1e [84] and a temperature independent rate of ~1/200 s-1 (illustrated in Figure 

4.40).  The T1e process is easily understood, causing a direct flip of the electron of the 
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central coherent spin, which cannot be recovered by dynamic decoupling given the large 

frequency difference between RF↑ and RF↓.  This process dominates at 4.2 K, limiting 

the T2 of 41 s to two times T1e, which was measured under the same conditions to be 22 

s.  The limiting low temperature T2 of ~200 s may result from several contributions, one 

of which is likely to be direct electron flip-flops between coherent ‘central’ donors which 

have electron spin down with donors having electron spin up, which would again destroy 

the coherence almost instantly, and not be recoverable by dynamic decoupling.  This 

process would be suppressed by the degree of electron polarization, but we have 

determined that under the conditions used in [54], at the beginning of the measurement 

time ~5% of the donors had incorrectly polarized electrons, and ~5% of the donors were 

ionized.  This is a dipolar process which should scale as the donor concentration, and it 

is interesting to note that the 230 ms (900ms later) T2 observed for the n-type sample 

was approximately 1000 times shorter than the 192 s observed for the Avogadro 

sample, in reasonable agreement with the ~1000 times difference in 31P concentration. 

 

Figure 4.40: The temperature dependence of T2n fitted by a simple model. 
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4.10.2. T2 coherence time measurement of D+ using XY16 pulse 
sequence 

The coherence time of ionized 31P was recently observed in natural Si, and while 

the nuclear coherence time was indeed much longer than the electron coherence time 

measured in the same device, it was limited to 18 ms due to both the presence of 29Si as 

well as the readout mechanism being employed [85]. 

In Figure 4.41 we show the results of using XY16 sequence to replace the single 

 pulse of the Hahn echo.  For all the results shown for the D+, the delay between the  

pulses in the XY16 sequence was 8 ms.  At 1.2 K the coherence decay follows a single 

exponential, with a T2 of 180 min, whereas at 1.9 K and 4.2 K there is an early 

component of a faster decay (time constant ~12 min), followed by a decay consistent 

with a T2 of 180 min.  We believe that this initial faster decay is due to charge dynamics 

in the sample after illumination, probably from D– and A+ centers, which are frozen out at 

the lowest temperature [161]. 

 

Figure 4.41: T2 decays using the XY16 decoupling sequence at cryogenic 
temperatures.  The 1.9 and 4.2 K data were fit using biexponentials, 
with the longer component set to 180 min. 
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The low-temperature nuclear spin T2 of ≥180 min demonstrates that the XY16 

sequence is very effective in suppressing decoherence arising from slow spectral 

diffusion caused by the remaining 29Si. 

These long coherence times for the D+ nuclear spin should be achievable even 

when the donor is placed near an interface in a nanodevice, as long as the temperature 

is low enough that flips or flip-flops of electron spins at the interface are suppressed.  In 

addition to the promise of longer cryogenic coherence times, the removal of the 

hyperfine-coupled electron should result in a profound change in the temperature 

dependence of T2.  For the neutral donor, the electron T1 decreases very rapidly with 

increasing temperature, and even at 4.2 K the nuclear T2 is limited by the electron T1 .  

This mechanism is absent for the ionized donor, and we will report on nuclear coherence 

time measurements for ionized 31P at room temperature. 

The BB1 version of XY16 for T2 measurement of D+ at room temperature 

At liquid He temperatures and in the dark there will be no free carriers in the 

sample, but this of course changes as the temperature is raised.  Above ~30 K the 

remaining neutral boron begins to thermally ionize (~1% ionized) and above 70 K 

essentially all the boron is ionized, providing ~5x1013 cm-3 of free holes.  This free hole 

concentration is essentially constant between 70 K and room temperature.  Due to the p-

type doping of the sample, e- do not begin to appear until 230 K (~1 cm-3), increasing to 

~1.2x106 cm-3 at room temperature.  These free electrons and holes could in principle 

have acted to depolarize or decohere the 31P+ nuclear spins, but they are seen to have a 

relatively small effect.  At room temperature the probability of an e- being bound to a D+ 

to give D0 in our sample is ~ 2x10-13. 

A  of 8 ms was near optimal for XY16 decoupling at low temperature and 

worked well for short delays at room temperature (less than ~10 min.), but for longer 

times at room temperature a rapid decrease in the nuclear spin coherence signal 

intensity was observed.  We hypothesized that this was due to a slow warming of the RF 

coil and transmission line for longer room temperature measurements, causing the coil 

tuning to change and making the  pulse length inaccurate beyond the point which could 

be corrected for by the XY16 sequence.  We therefore replaced the simple  pulses with 
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BB1 composite  pulses [144], which give a closer approximation to an exact  rotation 

when the  pulse length is incorrect by a factor which is constant over the duration of the 

composite pulse.  The five individual  pulses of each BB1 composite pulse were placed 

close together in time, with the time evolution of the system taking place during the 8 ms 

between the composite  pulses.  This provided an adequate solution to our inability to 

match coil parameters as a function of temperature.  A better solution would be to 

operate the RF coil and transmission line at a constant temperature, thermally isolated 

from the sample holder. 

In Figure 4.42 we show a room-temperature T2 decay of 39 min.  This is a lower 

bound, because the same XY16 sequence applied to a ± Z state yields a decay constant 

of 50 min, which is substantially shorter than the 78-min T1, indicating that pulse errors in 

the XY16 sequence contribute significantly to the observed decay and are also likely to 

contribute to the 180-min T2 observed at cryogenic temperatures. 

 

Figure 4.42: The T2 decay at 298 K using XY16 decoupling, together with the 
observed decay of a ± Z state using XY16 decoupling under identical 
conditions. 
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The shorter 39-min T2 measured at room temperature could arise from carrier-

induced magnetic field fluctuations, whose effect is not completely suppressed by the 

dynamical decoupling, combined with a higher error in the RF pulses [164].   

The observed room-temperature T2 is also compatible with the accumulated 

phase error from the small probability of the donor being in the D0 ground state at room 

temperature.  The observed room-temperature T2 considerably exceeds that 25 s 

reported for 29Si in natural Si using homonuclear decoupling [166].  Given that 29Si 

should not be more sensitive to free carriers than D+, this probably results from difficulty 

in completely decoupling the 29Si at the high concentration present in natural Si. 

Cycling D+ coherent state from 4.2K to room temperature and back 

We demonstrated the ability to change the sample temperature while the D+ 

nuclear spin was in a coherent superposition state.  Figure 4.43A shows a reference 

measurement at 4.2 K using the sequence shown in Figure 3.7, but with XY16 

decoupling. 

In Figure 4.43B, the D+ nuclear spins are placed into a coherent superposition at 

4.2 K, the XY16 sequence is begun, and then the temperature is ramped to room 

temperature in ~6 min.  It is held there for 2 min before being ramped back down to 4.2 

K in ~4 min.  Once the sample is reimmersed in liquid He, the XY16 sequence ends and 

the remaining coherence is projected back into a ± Z state for readout after 

reneutralization. 

By comparing the two readout signals we see that it is possible to bring a 

coherent state from cryogenic temperature to room temperature and back while retaining 

62% of the coherence signal, which is equivalent to a state fidelity of 81% [167].  This 

loss of coherence can be largely attributed to the ~30% drop in nuclear spin polarization 

observed over one thermal cycle to room temperature and back. 
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Figure 4.43: Cycling D+, while in a nuclear spin superposition state, from 4.2 K to 
room temperature and back.  (A) A measurement at a constant 
temperature of 4.2K, with XY16 decoupling over a 12-min period, is 
compared to (B), where the nuclear spins are placed into a coherent 
superposition at 4.2K and the XY16 decoupling sequence is begun, 
followed by a ~6-min ramp to 298K, 2 min at 298K, and a ~4-min 
ramp back down to 4.2K, after which the remaining coherence is 
read out.  The preparation and readout sequences are as in Figure 
3.4. 

 

4.11. Decoherence mechanisms discussion 

We have already remarked on the near agreement between the observed D0 and 

D+ Hahn echo T2 times, which could have suggested a common mechanism given that 

the same sample material (28Si-Avo) was used, a possibility which is excluded by the 

further observation that XY16 decoupling extends T2 by a factor of 400 for D+ but only 

~4.4 for D0.  Our D+ results are well-accounted for by a combination of B0 inhomogeneity 

and spectral diffusion due to the spins of the remaining 29Si [86], and we now re-examine 

the possible mechanisms limiting the D0 results both for the p-type Avogadro material 

[54] as well as the n-type material used in the original optical-NMR study [137], which 

has the same 28Si enrichment as the Avogadro samples but ~1000 times more 31P. 
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The hyperfine coupling present for D0 allowed nuclear coherence measurements 

[54, 137] to be done at a field (~845.3 G) where ∂RF↑/∂B0 = ∂RF↓/∂B0 = 0, also referred 

to as a ‘clock transition’.  This was done to relax the requirement for B0 homogeneity, 

given our relatively low homogeneity electromagnet.  That this was successful can be 

seen by the fact that improving the B0 homogeneity by adding ring shims to the magnet, 

which improved the Ramsey fringe T2* for D+ from 0.8 ms to 4.2 ms, had no effect on T2* 

for D0, which was 38 ms before and after shimming, as seen in Figure 4.32.  Operating 

at a clock transition additionally makes the frequency very insensitive to small 

fluctuations in B0, greatly suppressing decoherence due to spectral diffusion processes 

[168].  We therefore consider other mechanisms, which do not involve B0 noise, as 

possible sources for the coherence signal decay in the D0 case. 

We have already mentioned that in the early stages of this study of D+ we 

observed decay in the D0 population in the dark after photoneutralization resulting from 

donor-acceptor-pair recombination [164].  This neutral donor population decay makes a 

small contribution to all the decay times reported for the D0 system. 

Given that for D0 the use of the clock transition should suppress the effects of 

noise and inhomogeneity in B0, we believe that the major source of decoherence and 

inhomogeneous broadening for the D0 nuclear spins in our experiments arise from 

modulations of the hyperfine coupling A.  At our B0 and higher, ∂RF↑/∂A ≅ ∂RF↓/∂A ≅ 

0.5, and with A ≅ 117 MHz even very small fractional changes or noise in A can be 

responsible for decoherence.  The hyperfine constant can be affected by electric field 

[169, 170] or strain [171], and it is interesting to note that even changing the sample 

environment from 1.3 K and near-zero pressure to 4.2 K and atmospheric pressure 

changes A for 31P by 3.1 kHz [137], a very large change in frequency on the scale of the 

coherence times observed for neutral 31P. 

The modulation of A by static inhomogeneous fields in the sample arising from 

chemical impurities such as the 31P itself, or electrically inactive impurities such as C and 

O, or even from the remaining 29Si and 30Si [172] can explain the D0 T2* of 38 ms for the 

present sample, which at first seemed surprisingly short given that the measurements 

were done at a clock transition.  This is supported by the observation that a shorter T2* 

of 16.4 ms was observed for the n-type sample [137], and that the ratio of the T2*’s, 2.3, 



 

110 

is almost identical to the ratio of 2.2 between the inhomogeneously broadened bound 

exciton spectral linewidths in the two samples, with a full width at half maximum of 7.6 x 

10-4 cm-1 for the Avogadro sample and 1.7 x 10-3 cm-1 for the n-type sample. 

There must also be a contribution to the low temperature T2 which can be 

lengthened by the XY16 decoupling, which was able to extend T2 from 44 s to 192 s.  

One candidate is spectral diffusion due to indirect donor electron flip-flops, which might 

not be completely suppressed by operating at the clock transition.  Another could be 

modulation of A by electric field noise, as the photoneutralized donors and acceptors 

slowly ionize in the dark by donor-acceptor-pair recombination.  Estimating the size of 

this effect is difficult, since measurements of the hyperfine Stark shift for Sb in Si give a 

value -3.7x10-3 μm2/V2 [169], considerably smaller than the -2 x10-2 μm2/V2 calculated for 

31P [170].  Taking these two values, the ionization of an impurity located 1 μm from a 

coherent donor, as is roughly appropriate for the impurity concentrations in the p-type 

Avogadro sample, would produce a hyperfine shift of the NMR frequency by ~19 mHz or 

~3.6 mHz, which could contribute significantly to the 44 s Hahn echo T2 and still be 

ameliorated by the XY16 dynamical decoupling.  The hyperfine Stark effect due to the 

static electric fields from ionized impurities could also contribute to the observed T2*, but 

even assuming that 10% of the donors are ionized immediately after the 

hyperpolarization process, the resulting electric field distribution [173] would produce a 

frequency broadening of only ~1 Hz or ~0.2 Hz, making a very small contribution to the 

38 ms T2*. 
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5. Conclusions 

We have shown that by eliminating almost all inhomogeneous broadening and 

host spins, highly enriched 28Si approaches a semiconductor vacuum, enabling the use 

of hyperfine-resolved optical transitions, as is standard for atom and ion qubits in 

vacuum, but retaining the advantages of Si device technology, Auger photoionization for 

polarization and readout, and the ability to precisely and permanently place the qubit 

atoms [124]. 

The AEDMR mechanism we introduce here should be extensible to the readout 

of single 31P impurities [62, 174] and could be combined with the already demonstrated 

spin-dependent–tunneling electron spin readout of single 31P [175].  The method can be 

applied to other substitutional donors when 28Si samples become available, and in 

particular Bi, where the much larger hyperfine coupling makes the hyperfine D0X 

structure almost resolvable even in natural Si [68]. 

We have measured a new record cryogenic coherence time of over 180 min. for 

the nuclear spin of 31P+ in 28Si.  To make use of the D+ state as a quantum memory for, 

say, a donor-based electron spin qubit, as has already been done with the nuclear spin 

of D0 [60], it will be necessary to find a way to ionize and neutralize the donor without 

disturbing the coherent state of the nuclear spin.  The measured T2 ≥ 39 min. for 31P+ in 

28Si at room temperature is an improvement of over three orders of magnitude on the 

qubit coherence time of ~2 s reported recently for a 13C nuclear spin coupled to an NV 

center in isotopically enriched diamond [81].  It exceeds by almost two orders of 

magnitude the longest previously reported [166] solid-state nuclear T2 of 25 s for 29Si in 

natural Si obtained using homonuclear decoupling at room temperature (the absence of 

charged states or optical transitions in that system make it difficult to implement a 29Si 

qubit, but a scheme has been proposed [176]). 

These results would be important for the proposed cluster-state quantum 

computing scheme where quantum information is stored in the nuclear spins of ionized 
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donors [177] and support the possibility of truly long term storage of quantum information 

at room temperature.  While 31P donors in 28Si at this time require low temperatures for 

initialization and readout, the ability to bring coherent information reversibly between 

cryogenic and room temperatures already suggests ways to exploit this particular 

system.  It may also be possible to initialize and read out this system at elevated 

temperatures, or to find similar but more robust systems with larger electron binding 

energies, in which charge control can still be used to turn a hyperfine interaction on for 

initialization and readout and off for long term storage.  In Si, one possibility would be to 

use much deeper donors such as chalcogens, where an optically accessible hyperfine 

splitting has already been observed for 77Se+ in 28Si [118], and where the hyperfine 

coupling can be removed by placing the donor into either D0 or D2+ charge states.  

Another promising possibility would be deep systems in wider-gap materials such as 

diamond and SiC [178], which can also be isotopically purified to remove background 

spins, and where the method of charge state control could be combined with initialization 

and readout at room temperature.  
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