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Abstract 

This research compares two-dimensional (2D), three-dimensional (3D), and 2D/ 

3D combination displays (orientation icon, ExoVis, and in-place) for visualization of 3D 

spatial data. Both 2D and 3D views can be valuable for different reasons. 3D views can 

provide an overview of a 3D space, illustrate the 3D shape of objects, and support 3D 

navigation. 2D views can reduce occlusion of specific parts, show undistorted angles and 

distances, and enable precise positioning and navigation. Combining 2D and 3D views is 

valuable when benefits of 2D and 3D are both relevant to the task. 

First, three 2Dl3D combination displays were compared in terms of physical 

integration of views, occlusion, deformation, flexibility, screen space requirements, and 

viewing angles. Orientation icons (i.e., 2D and 3D views separated into different windows) 

offered high flexibility, non-oblique viewing, and low occlusion and deformation, but 

required substantial screen space and had poor integration of 2D and 3D views. In-place 

displays (i.e., clip and cutting planes) were the opposite. ExoVis displays (i.e., 2D views 

surrounding a 3D view in the same scene) had better integration than orientation icons, but 

greater flexibility and less occlusion and deformation than in-place displays. 

A theory describing when orientation icon, ExoVis, and in-place displays would 

be useful was then developed, and experiments that compared 2D displays, 3D displays, 

and 2Dl3D combinations for mental registration, relative positioning, orientation, and 

volume of interest tasks were performed. In-place supported the easiest mental registration 

of 2D and 3D views, followed by ExoVis, and lastly orientation icon displays. 3D displays 

were effective for approximate navigation and positioning when appropriate cues (e.g., 

shadows) were present, but were not effective for precise navigation and positioning except 



in specific circumstances (e.g., with good viewing angles). For precise tasks, orientation 

icon and ExoVis displays were better than 2D or 3D displays alone. These displays had as 

good or better performance, inspired higher confidence, and allowed natural, integrated 

navigation. In-place displays were not effective for 3D orientation because they forced 

users to frequently switch back and forth between dimensions. Major factors contributing 

to display preference and usability were task characteristics, personal strategy, orientation 

cues, spatial proximity of views that were used together, occlusion, oblique viewing of 2D 

views, and methods used to interact with the display. Results of this thesis can be used to 

guide designers to choose the most appropriate display technique for a given task. 
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Chapter 1: 
Introduction 

1 Background 

1.1 Two- and Three-Dimensional Views in Visualization 

Gaining insight from 3D spatial data sets (such as volume data or computer aided 

design (CAD) models) can be challenging because high data density makes it difficult to 

view all the data at once. For example, a typical medical scan might generate a volume with 

5 1 2 ~  voxels. Since our visual system cannot perceive objects occluded in depth, we must 

display the volume as a set of 5 12 two-dimensional (2D) slices if we want to see all details 

of the data set. However, slice-based views have several disadvantages. First, the third 

inherent spatial dimension of the data set is lost in the visualization, forcing the viewer to 

mentally reconstruct a three-dimensional (3D) model of the data. Furthermore, on a typical 

computer monitor, only a few slices could be viewed at once if the user wants to see 

reasonably sized images (e.g., radiologists typically prefer images to be postcard size or 

larger). Displaying volume data is even more challenging when the data is multivariate (has 

more than one dependent variable). For example, the amount of data in the medical example 

above could double if the patient had two types of medical scans (e.g., anatomical and 

functional scans). 

Methods to visualize volume data in 3D have been extensively studied - primarily 

isosurface extraction [29] and direct volume rendering (DVR) [7] [26] [27] [32] 1591 [68]. 

These methods display the entire data set at once and successfully portray the 3D nature of 



Chapter 1 : Introduction 

the data set, but each voxel contributes only a small amount to the final image, so details 

are lacking. 

Similarly, when viewing a CAD model, parts of the model near the front can 

occlude parts at the back, making it impossible to see all features of the model from a single 

viewpoint. For this reason, CAD models are usually displayed from several different 

viewpoints at once, typically from three standard orthogonal directions (2D "orthographic 

views") plus one or more oblique viewpoints (to give an impression of the model's 3D 

structure). In this case, the number of views may be smaller than in the medical example, 

but fitting these views onto a computer screen can still be difficult. More importantly, users 

must mentally relate and integrate information from the various views in order to 

understand and manipulate model geometry. These mental registration and integration tasks 

can be challenging and require cognitive resources [42]. Therefore, even when very large 

displays (e.g., wall displays) are available to fit all relevant views on the screen, it is 

important to consider the arrangement and integration of the various views. 

Both 3D and 2D visualization strategies1 have value for tasks involving 3D spatial 

data. Previous research has shown that each strategy is appropriate for different tasks. For 

example, Springmeyer et al. observed that 2D techniques are often used to establish precise 

relationships between parameters, whereas 3D views are typically used to gain a qualitative 

understanding of the data and present that understanding to others [50]. 

Since both 3D and 2D display strategies can be valuable for different reasons, it 

may be beneficial to integrate both 2D and 3D views into a single display. Surprisingly, 

although this approach is becoming fairly common, little experimental research to compare 

and evaluate different methods of combining 2D and 3D views has been done. This thesis 

addresses that gap in our collective knowledge. 

1. A 2D view is defined here as a slice or fronthack, rightheft, or toplbottom view (e.g., an orthographic projec- 
tion or line drawing showing object edges). 2D views provide information about only 2 spatial dimensions. A 
3D view is defined as any other type of perspective or parallel projection. 3D representations provide infor- 
mation about 3D spatial structure. 3D views include, but are not limited to, stereo projections of objects. 
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1.2 Methods to Combine 2D and 3D Views 

To combine 2D slices (cross-sections) with a 3D overview, three basic methods 

that are representative of the range of possible approaches are: 

Clip or cutting planes (also called in-place techniques): 2D slices are shown 

in their original location within the 3D view, so the slices are "in-place". Slices 

may not be translated, rotated, or scaled relative to the 3D view. 

Orientation icons: 2D and 3D views are shown in separate areas of the screen 

(often in separate windows or viewports) and 2D views are always presented 

non-obliquely (i.e. flat on the screen). 2D views may be translated, scaled, and 

rotated relative to their original location in the 3D scene. 

ExoVis: 2D views are shown in the same window as the 3D scene and may be 

translated and scaled, but not rotated, relative to the 3D view. 

These methods are illustrated in Figure 1.1. 
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(a) Clip Plane 

w w  
(c) Cutting Plane 

clip 
Figure 1.1: Methods to combine a 2D slice with a 3D isosurface. 

plane, (b) orientation icon, (c) cutting plane, and (d) ExoVis. Examples show a 
slice through a Magnetic Resonance Imaging (MRI) head scan. 

Images are reprinted from [55] ,  02003 IEEE. 

1.2.1 Definitions of 2Dl3D combination methods in terms of mental transformations 

2Dl3D combination techniques can be defined in terms of the mental 

transformations (i.e., mental rotation, scaling, and translation operations) required to 

mentally relate one 2D and one 3D view (a process also called mental registration). When 

people compare two scenes to determine if the scenes contain identical objects (that may be 

rotated, scaled, or translated relative to one another), they often transform one scene 

through mental imagery so they can compare it to the other scene at the same orientation, 

distance, and scale. For example, Mental rotation is a type of mental transformation in 

which a mental representation of an object is rotated through intermediate positions in a 

trajectory, as though the object were being rotated in physical space. Mental translation and 
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scaling are analogous. Time required to perform mental rotation has been found to increase 

proportionally to the angle of disparity between the two scenes [47]. Later studies found 

that mental scaling [3] [6] and translation [3] function similarly. These mental 

transformations are expected to play an important role in mental registration of 2D and 3D 

views, and mental rotation is expected to be the most cognitively demanding of the 

transformations. 

2Dl3D combination methods can now be defined as follows: 

In-place techniques: no mental transformations are required to relate a 2D 

view to the 3D view. 

Orientation icon: mental translation, scaling, and rotation may be required to 

relate a 2D view to the 3D view. 

Exofis: mental translation and scaling may be required to relate a 2D view to 

the 3D view, but mental rotation is not necessary. 

1.2.2 Detailed description of 2Dl3D combination methods 

Clip planes show slice details in their exact position in the 3D view (i.e. the details 

are "in place"), but adding a plane automatically removes all data between the clip plane 

and the viewer (see Figure 1. la). Thus, to show a slice deep within a volume, most of the 

3D information would be removed from the image. A similar method that shows a cross- 

section of a volume "in place" is the "planar brush" [70]. Although the planar brush does 

not clip away 3D view information, the 3D view is limited to a simple outline. Another 

alternative to the clip plane is to open up a volume along a cutting plane, using a book, fan, 

or cutting metaphor [lo] [ 1 l][25] [35], as illustrated in Figure 1. lc. Thus the 3D view 

information is not removed, but simply pushed aside. 

ExoVis essentially does the reverse of the cutting plane: the 3D view remains in 

the centre of the display and slice details are shown in the surroundings (see Figures 1. ld 

and 1.2). Because the detail views are "outside" or "surrounding" the 3D overview of the 

world, these views are called "ExoVis" structures (from the Greek "exo-", meaning 

"outside", "outer", or "external"*). 2D ExoVis structures (e.g., Figures 1. ld  and 1.2) show 

2. Webster 's Encyclopedic Unabridged Dictionary of the English Language (New York: Portland House, 1989), 
p. 500. 

5 
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slices of the data and are called "walls". 3D ExoVis structures display subvolumes and are 

called "callouts". 3D callouts will not be discussed further because the thesis focuses on 

combining 2D views with a 3D overview, not 3D subvolurnes. For details of 3D callouts, 

see [58]. 

Figure 12: ExoVis examples. 
ExoVis 6"walsy2 show slice details of a protein (ieft) and a lobster (right). Each wall shows 
a 2D slice of the 3D data set. S l k  pasitions are indicated by mlowed placeholders in the 

3D view. 

in the orientation icon approach, 3D and 2D views are shown in separate ma of 

the screen (Figure 1. lb). The 3D view acts as an "orien.tation icon'" helping users to 

understand positions of the 2D views. Orientation icons are similar to ExoVis since both 

sEparate 2D views &om the 3D v i ~ w  (i.e. the 2D details are "out of place"). However, 

ExoVis slices re& in their correct orientation relative to the 3D view (i.e. they are 

tmaslated and possibly scaled from their original position), whereas orientation icon slices 

are potentially translated, scaled, and rotated from their original location; this allows slices 

to be viewed straight-on, but requires a mental rotation step to relate the 2D and 3D views 

sin addition to the mental translation and scaling that are required by both ExoVis and 

orientation icon methods). 

For "out of place" techniques (orientation icons a d  ExoVis), '>ltxceholders'" 

within the 3D view indicate the positions and orientations of 2D slices. Placeholders are 
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;hown as semi-transparent grey planes in Figure 1.1 (b and d). Terminology and major 

differences between orientation icons and ExoVis are illustrated in Figure 1.3. 

""" ,-- Data slice 

ExoVis 

Separate 
/ screen areas \ 

Data 
slice 

Orientation Icon 

Figure 1.3: Out of place techniques: ExoVis and orientation icons. 

Orthographic 2D views are different fkom slices since they are projections from 

outside the model. As such, they do not have positions within the 3D scene and the clip 

plane approach does not apply. Orthographic 2D views can be displayed using either the 

orientation icon or ExoVis methods. For the orientation icon method, placeholders may be 

used to indicate the position of view planes relative to the 3D view; however, placeholders 

are less important for orthographic views than for slice views since only the plane's 

orientation (not its depth) is important. Figure 1.4 illustrates the orientation icon and 

ExoVis methods of combining a 3D view with several 2D orthographic views. 
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2 Thesis Summary 

2.1 Problem Statement 

The thesis compares several visualizations of 3D spatial data (e-g., volume data or 

CAD data) for common visualization subtasks. Specifically, it compares 2D or 3D views 

i' alone to three methods of combining a 3D view with one or more 2D views: (1) in place 
; 
I (clip and cutting planes), (2) orientation icons, and (3) ExoVis. The focus is on situations 

where the 3D view provides an overview of the scene and 2D views provide details. The 

goal is to determine the circumstances for which each 2D13D combination method is 

appropriate. 

2.2 Importance of the Study 

3D spatial data is common in many different fields, but dense 3D structure can 

make analysis difficult. 2D (slice or orthographic view) strategies are common in many 

disciplines, and 3D approaches are now feasible and are becoming more commonly used 
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and integrated with 2D approaches (e.g., [43],[60]). Presentation layouts and strategies 

must be carefully designed and studied because they can significantly affect speed, 

accuracy, and ease of data analysis. Approaches for presenting 2D views (slices and 

orthographic views) have been studied (e.g., for radiology applications see Van der Heyden 

et al. 1621 and Moise [37]), but approaches for combining 2D and 3D views have not been 

studied in much detail. 

Combining 2D and 3D views into a single display has potential for improving 

speed and ease of data analysis. For example, Pillay found that providing students with 

worked examples including both 2D and 3D views helped them learn to use orthographic 

views to work with 3D CAD models [42]. Using a 3D view as context for 2D views may 

be valuable: 2D views provide detailed information that may be necessary to perform some 

tasks, but a 3D view can help users understand the overall 3D structure of the data and the 

position and orientation of the slice or orthographic view. Providing this 3D context 

information may reduce the need for users to construct and remember 3D context 

information, and may therefore improve performance or make the task easier. Before we 

can make use of this idea, however, we need to learn when 3D context information aids and 

inhibits the task, and what characteristics of 3D context are most valuable in different 

situations. In a more general sense, we need to understand when having both 2D and 3D 

views is valuable, and how to best combine those views to support visualization tasks. 

2.3 Delimitations 

To clarify the scope of this research, this section describes some topics the thesis 

does not cover: 

The thesis is not a comprehensive comparison of all 3D data viewers. It 

focuses instead on characteristics of how 2D and 3D views are combined. 

The thesis does not focus on any application domain. Instead it considers tasks 

that are common to many domains, and draws examples and scenarios from 

several domains. Applying the general results of the thesis to specific 

applications is left to future work. 
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The thesis does not evaluate all aspects of any visualization system. It focuses 

only on 2D and 3D display techniques. 

The thesis does not attempt to show that any method is fundamentally superior 

to all others. Instead, it identifies the circumstances for which each method is 

best suited. 

2.4 Approach and Thesis Outline 

The research process was divided into the stages outlined in Figure 1.5. 

Develop Theory about Combining 2D and 
Chapters 4 & 5 3D Views 

roles of 2D from 2D/3D 
to combine 2D 
and 3D views 

I I Predict which type of combination is I 
I best for each task 

Figure 1.5: Outline of research approach. 

Chapters 8 & 9 

A detailed outline of the steps to complete the thesis (and the relevant chapters) is 

below: 

1. Summarize previous research on uses of 2D and 3D views and on combining 

2D and 3D views. See chapter 2. 

2. Select methodology that is appropriate for answering the thesis questions. See 

chapter 3. 

3. Develop an initial theory about usage of 2D and 3D views: 

Test Theory 

Compare performance at visualization subtasks for 
2D, 3D, and combination views 
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a. Perform a heuristic comparison of the 2D/3D visualization approaches to 

determine the advantages and disadvantages of each. See chapter 4. 

a. Based on a literature search, define major roles of 2D and 3D views, and 

determine what types of visualization subtasks may benefit from a com- 

bination of 2D and 3D views. See chapter 5. 

b. Hypothesize which type of 2D/3D view was most likely to be 

appropriate for each visualization subtask and why. See chapter 5. 

4. Develop a set of experiments to test the remaining thesis questions. An 

overview of the experiments is given in chapter 6. Details are in the following 

chapters: 

a. Refine the theory from step 3 by testing an assumption about ease of 

mental registration. This assumption was empirically tested because it 

was based on theory rather than sound evidence from the literature. See 

chapter 7. 

b. Test the theory. For several visualization subtasks, performance, strategy, 

and perceived difficulty are compared with 2D views alone, 3D views 

alone, and several types of 2DI3D combinations. See chapters 8 and 9. 

5. Discuss the experimental results (chapter lo), identify avenues for future work 

(chapter 1 I), and draw conclusions from the thesis (chapter 12). 

Three appendices are included at the end of the thesis. Appendix 1 provides 

definitions for specialized terminology and acronyms used in the thesis. Appendix 2 

includes detailed questionnaires used in the experiments in chapters 7-9. Appendix 3 

provides complete statistical results from the three experiments. 

2.5 Summary of Major Experimental Results 

Mentally relating 2D and 3D views was most difficult with orientation icons, 

moderate with ExoVis, and easiest with in-place displays. However, this was not always the 

most important factor determining which type of display was best for higher-level tasks. 

Other factors influencing display preference and usability were task characteristics, 
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personal strategy, spatial proximity of views that were used together, occlusion, oblique 

viewing of 2D views, and interaction techniques. 

3D displays with appropriate cues (e.g., shadows) were effective for approximate 

navigation and relative positioning, but precise navigation and positioning were difficult 

with 3D displays. For precise tasks, orientation icon and ExoVis combination 2Dl3D 

displays were better than 3D displays. In addition, compared to 2 0  displays, combination 

displays had as good or better performance, inspired higher confidence, and allowed more 

integrated navigation. Clip plane combination displays were not effective for 3D 

orientation because it was difficult to use more than one slice at a time and challenging to 

integrate information from several slices. Non-oblique 2D views (i.e., 2D views displayed 

flat on the screen, as in orientation icon displays) were useful for some precise judgments, 

whereas oblique 2D views (i.e., 2D views that were not rotated relative to their 

placeholders, as in ExoVis and clip plane displays) were better for understanding 

projections, relating the display to a 3D input device, and for rapidly switching attention 

between 3D and 2D views. Orientation icon displays may be preferred when the task has 

distinct 2D and 3D phases, and ExoVis may be preferred when 2D and 3D are used closely 

together. 
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1 What are the uses of 2D and 3D views? 

3D computer graphics play a major role in visualization, especially for data sets 

that are inherently three-dimensional. Drawing 3D objects using 3D graphics makes sense 

intuitively - we live in a 3D world, so information presented in 3D should be easily 

processed [53]. However, the situation is not that simple. If 3D data is displayed as 2D slices 

or orthographic views, the third dimension alone is ambiguous. By contrast, 2D projections 

of 3D objects leave all dimensions somewhat ambiguous [49]. For example, perspective 

rendering causes distortion of angles and distances, producing challenges for precise 

positioning tasks. Furthermore, viewing 3D widgets on a small, flat, 2D computer screen, 

and interacting with them using a 2D mouse (or other input device), is far different from 

interacting with physical objects in our 3D world. 

Several experiments have compared 3D displays to 2D displays for specific tasks, 

finding advantages for one or the other. Many of these experiments focus on aviation tasks 

(e.g., air traffic control and flight control). For example, Ellis and McGreevy compared 

pilots' collision avoidance strategies with perspective and orthographic view displays. They 

found that pilots made more vertical avoidance manoeuvres with perspective displays, 

resulting in a larger separation between the aircraft [13]. Similarly, Bemis et al. found that 

operators were faster and made fewer mistakes when detecting threats on perspective 

military tactical displays than on orthographic view displays [2]. In an air traffic control 

experiment, Van Orden and Broyles compared four tasks on several different displays. 

They found that 2D displays were as good or better than 3D displays for speed and altitude 



Chapter 2: Related Work 

judgements, but 3D volumetric displays were best for collision avoidance tasks [63]. 

Similarly, Smallman et al. showed that visual search was faster with 2D air traffic control 

displays [49]. 

Comparisons of 2D and 3D displays have also been done outside the aviation 

domain. For precise positioning in telerobotic tasks, multiple 2D (orthographic view) 

displays have been reported superior to 3D monocular and stereo displays (in terms of 

number of errors and subjective user ratings). However, when visual enhancement cues 

were added to the scene (to partially compensate for depth ambiguity in the 3D displays), 

performance on 3D and 2D displays was equivalent [39]. 

These experiments have value for the specific domains and tasks studied, but it is 

hard to generalize from them to identify overall principles about when 2D and 3D views 

should be used. In addition to discussing different application domains and tasks, the 

experiments also vary greatly in terms of display parameters. For example, any of the 

following factors (based on Brown and Slater [5] and Smallman et al. [49]) might affect the 

ability of an operator to perform a task using a 3D display: 

Depth cues (perspective projection, stereo rendering, shadows, occlusion, 

shading, motion, etc.). 

Camera parameters (field of view, elevation, azimuth, etc.). 

Ability to manipulate the viewpoint. 

Exocentric ("through the window") or egocentric (immersion) display. 

Display hardware and input hardware. 

Information availability (i.e., whether important information is visible at all 

times or hidden until the user requests it). 

Additional enhancements (e.g., drop lines to indicate height). 

Fortunately, a few research studies have attempted to elucidate more general 

principles about 3D and 2D displays. The "Proximity Compatibility Principle" (PCP) 

suggests that tasks requiring integration of spatial dimensions (i.e. 3D knowledge) will 

benefit from 3D displays, whereas tasks requiring focused attention on one or two 

dimensions will benefit from 2D displays [16]. In an experimental study, Haskell and 

Wickens confirmed these ideas for airplane cockpit displays [16]. They found that 3D 
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displays improved flight control accuracy (except when there was a disturbance event 

during flight), but 2D displays were better for controlling airspeed (a task not integrated 

with other flight control tasks). In a related study with abstract economic data, Wickens et. 

al. determined that 3D (perspective) representations were better than 2D representations 

only for more integrative questions that required knowledge of several dimensions [69]. 

However, not all experimental evidence agrees with the PCP. St. John et al. [5 11 

claim that usefulness of 2D and 3D views depends on more than simply the level of spatial 

integration required by the task. They showed that 3D displays were better than 2D displays 

for shape understanding tasks, whereas 2D displays were superior for relative positioning 

tasks, even when the positioning tasks required integrated 3D knowledge. The PCP would 

have predicted that 3D displays would be superior for both of these tasks since both require 

integrated 3D knowledge. In a related experiment, St. John et al. compared (1) 3D views, 

(2) 2D views, and (3) a side-by-side combination of 2D and 3D views for a 3D route 

planning task 1521. Time to complete the task was fastest with the side-by-side display and 

slowest with the 3D display, indicating that combinations of 2D and 3D views are valuable. 

The authors report that with the side-by-side display, participants used the 3D display at the 

start of the problem but then concentrated on the 2D display. Participants reported that the 

3D views were useful for interpreting the 2D views. Hence it seems that 3D views are useful 

for gaining an overall impression of a 3D shape or 3D space and for understanding the 

orientation of 2D views. By contrast, 2D views seem more appropriate for precise 

positioning tasks. 

The precise positioning hypothesis may also explain results of a study by Hollands 

et al. In their experiment, participants determined whether two vehicles were converging or 

diverging over time (a task requiring integration of x, y, and time dimensions) [IS]. The 

PCP predicts that 3D displays would be superior to 2D displays since the task requires 

information integration. However, results showed that response accuracy was higher with 

2D displays than with either monocular or stereo 3D displays for medium to high rates of 

convergence/divergence. It is possible that participants had to perform relative position 

judgements to determine whether the vehicles were converging, and that depth ambiguity 

could inhibit these judgements. 
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In general, although users often prefer 3D displays [49], 3D displays are not 

always good for them. Overall, the literature indicates that 3D and 2D displays are useful 

for different tasks. Table 2.1 summarizes these uses. 

Table 2.1: Uses of 2D and 3D Views 

30 views are valuable for. .. 2 0  views are valuable fo r... 

Gaining an overview and orientation information Tasks that require information from only 1 or 2 
(general layout of an information space, positions dimensions at a time. 
of 2D views, etc.). 

Understanding 3D shape. 
Precise positioning and navigation, even when 
they require integration of all 3 dimensions. 

Approximate 3D positioning and navigation. Tasks involving a dense information space (i.e. 
when there is a lot of occlusion in the 3D views). 
2D (slice) views eliminate occlusion for a specific 
region of interest. 

Note that in some cases, adding enhancement cues to 3D displays can partially 

compensate for depth ambiguity and make them useful for tasks that would otherwise 

benefit from 2D displays. Similarly, highly trained individuals (e.g., CAD technicians or 

radiologists) can often work quite effectively with 2D displays alone by mentally 

visualizing the 3D scene. Cine mode is a mechanism that helps radiologists form this mental 

picture by allowing them to scan rapidly back and forth through a series of slices. 

2 How should we combine multiple views? 

Combining 2D and 3D views is a special case of combining multiple views. 

Hence, learning what is known about combining multiple views may help us combine 2D 

and 3D views more effectively. 

Displaying multiple views of a data set can help users analyze data in a number of 

ways. For example, multiple views can [I]: 

Reduce clutter that would be present in a single display, and partition data into 

manageable chunks. 

Help users compare different components or representations of the data (e.g., 

different attributes, models, display styles, or levels of abstraction). 

16 
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Allow users to see details while still keeping track of their overall position 

(detail and context displays). 

However, multiple view systems also have disadvantages, primarily the need for 

context switching. Switching attention between different views requires cognitive effort 

and time for reorientation [I]. In other words, mental effort is required to place a new scene 

into the context of previous scenes and the data as a whole [71], and to integrate information 

from several different views. In addition, extra views generally require extra screen space. 

Difficulty of context switching and integrating data from multiple views depends 

on properties of the views themselves. Woods defines "visual momentum" as a measure of 

this difficulty [7 11. When visual momentum is high, there is a continuity between the views 

that makes transitions between them easy. When visual momentum is low, switching 

between views requires significant mental effort. Properties that can increase visual 

momentum and decrease orientation difficulty include [I] [7 11 : 

Consistent formatting and data organization across different views. 

Consistent interaction techniques across different views. 

Perceptual landmarks: easily discernable features that users can identify in 

each view to aid orientation. 

A global overview. An overview can help users understand positions of other 

views (particularly views of small subsets of the data) and can reduce the need 

to construct and remember a model of the data structure. 

Overlap between displays that illustrate relationships between the displays. 

For example, in "focus + context" displays, an area of interest is magnified 

relative to the remainder of the data set [9] [45]. Between these two regions is a 

transition region with a continuous fall-off in magnification. This overlap area 

helps users orient the views relative to one another. Similarly, for two different 

viewpoints of a 3D scene, displaying additional intermediate stages between 

the two viewpoints can help people understand their spatial relationship [42]. 

Navigational slaving: movements in one view automatically propagate to other 

views. 

Linking: views are connected in some way. Examples include: 
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Connecting lines between views (e.g., common in overview and detail 

displays). 

Consistent colouring of objects. A specific type of colour linking is 

brushing: the user highlights a set of objects in one view and the system 

automatically highlights the same objects in other views. 

Markers indicating positions of other views. For example, in overview 

and detail displays, the position of a detail view is usually indicated by a 

square (or other marker) in the overview display. Similarly, medical 

imaging displays typically include three orthogonal slices of the data 

(axial, coronal, and saggital). Within each view, two lines are drawn to 

indicate the current slice position for the other orientations. 

Physical placement of the views relative to each other for spatially related 

views. Closer spatial integration of views may reduce the mental effort 

required to understand their spatial relationship. For example, "focus + 
context" displays, in which a detail view is spatially located within a global 

overview, may have higher visual momentum than "overview + detail" 

displays, in which detail views and overviews are shown in separate windows 

[8, p. 6341. 

Most of these ideas are common to all multiple view systems and can be directly 

applied to 2D13D displays. However, physical placement of the views relative to one 

another requires study. Methods of physically organizing 2D and 3D views in a 

combination display have not been analyzed or compared. This thesis addresses the 

physical organization issue. 

How can 2D and 3D views be combined perceptibly? 

3.1 How can we clearly identify positions of the placeholders? 

For "out of place" techniques (orientation icons and ExoVis), placeholders are 

needed within the 3D view to indicate the positions and orientations of currently displayed 

slices. Wote: placeholders are not so important with 2D orthographic views.) Examples of 

18 
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placeholders were shown in Figures 1.1 and 1.3. How should these placeholders and the 3D 

view be rendered to make the positions most clear? 

Experimentation with several different ways of rendering placeholders 

(wireframe, solid, semi-transparent, etc.) can begin to answer these questions. When the 3D 

object is opaque (e.g, an isosurface created from volume data), the position of a wall 

placeholder is most clear when the placeholder has an opacity approximately between 0.4 

and 0.75, as shown in Figure 2.1. Similar mid-range opacities have been used for semi- 

transparent objects in other systems. For example, the "Silk Cursor" uses opacities of 0.38 

and 0.6 [72]. (Note that the silk cursor opacities are slightly lower. This is because the 

cursor had a cube shape and the developers wanted the front and back walls of the cube to 

sum to approximately opacity 1.0 so that the cursor would almost occlude objects behind it 

but only partially occlude objects within it.) 

Opacity 0.2 Opacity 1 .O 

Opacity 0.75 

Figure 2.1: 2D placeholder rendering styles with opaque graphics. 
Placeholders with opacity 0.75 (bottom left) show slice position without blocking the 

surface. Wireframe placeholders (bottom right) are less effective. 

When the 3D object is semi-transparent (e.g., with direct volume rendering), wall 

position is most clear with an opaque placeholder. Notice the red placeholder around the 
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lobster in Figure 2.2. When placeholders are wireframe (bottom left image) or semi- 

transparent (top left image), position of the placeholder relative to the lobster is unclear. 

With an opaque placeholder (top right), it is obvious that the placeholder is behind the 

E lobster's front legs and in front of the lobster's tail (yellow arrows in Figure 2.2). Perception 

of the placeholder position can also be enhanced by adding an outline around the 3D object 

(see the yellow outline in the bottom right image of Figure 2.2). 

Opacity 0.7 Opacity 1 .O 

Wireframe Outline on context 

Figure 2.2: 2D placeholder rendering styles with a semi-transparent lobster. 
Placeholder position is best shown with opacity 1.0 (top right). Yellow arrows indicate 

areas that are ambiguous for semi-transparent placeholders (top left). An outline on the 3D 
overview is also helpful (bottom right). 

In general, displaying a 2D placeholder as a filled rectangle is very important. 

Flaceholders drawn as wire frames provide insufficient information for understanding their 

psitions, as shown in Figures 2.1 and 2.2. Position of wireframe placeholders is clearer if 

silhouette edge is added around the global context object where the plane intersects it (see 

the black line along the face in the wireframe image of Figure 2. I), but this is likely only 

effective for opaque objects. 

Experience with the ExoVis prototype also demonstrated that placeholder colour 
' 

must be carefully chosen. Darkly coloured placeholders can block large parts of the 3D 

@ject, especially when it is volume rendered. Negative interactions become even more 

20 
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complicated when a colour transfer function1 is used for the 3D view. Using light colours 

for the placeholders helps to alleviate this problem. 

Furthermore, placeholder colours must be clearly distinguishable from one 

another. Researchers disagree about exactly how many colours can be easily distinguished, 

with estimates ranging from 5 to 30 [61, p. 8 1][66, p. 1351 for viewers with no colour vision 

deficiencies. Most agree, however, that the number of colours that can be used is small. 

Ware suggests using the following set of twelve: {red, green, yellow, blue, black, white, 

pink, cyan, grey, orange, brown, and purple}, with preference for the first six. His 

justification is that the colours are far apart in colour space and map to the most commonly 

named colours in a cross-cultural study. Colour blindness is another important 

consideration when choosing colours. Red-green colour blindness is the most common, so 

combinations of red and green should be avoided. 

According to Healey [17], three criteria are important in choosing colours for pre- 

attentive visual search: 1) Colours should be separated by a maximum Euclidean distance 

in a perceptually balanced colour model. 2) Colours in a display should not be in the same 

named colour category. (People classify colours into common named categories. For 

example, most people might name colours ranging from yellow-green to blue-green as 

"green".) 3) Linear separation should be possible in the CIE LUV colour space. Healey 

found that obeying these rules produced colour sets in which visual search was pre- 

attentive. However, the largest set he could find to satisfl these criteria was seven colours. 

His results showed that visual search was easy with up to five colours, but more difficult 

for 7-9 colours, probably because some colour categories were duplicated. 

Even if colours and transparencies of the placeholders and 3D object are carefully 

selected, there is a limit to the number of layers people can see. With several placeholders 

and possibly also several layers of information in the 3D object, this limit could be 

exceeded. Furthermore, if semi-transparent surfaces are used for the 3D object, perception 

of surface shape could be difficult. To aid user's ability to distinguish multiple surfaces and 

to perceive surface shape, textures on the objects can be used [21]. 

1. A transfer function takes a set of input data values and maps them to a set of colours and opacities. 
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3.2 When should 2D views be displayed at oblique angles? 

With clip planes and ExoVis, 2D views are displayed in their original orientations 

so that they are not rotated relative to the 3D view. For this reason, the 2D views will often 

be viewed obliquely (i.e. not straight on). Will this make information in the 2D views more 

difficult to perceive or interpret? 

An object viewed from different angles produces different shapes on the retina, but 

can often be perceived as the same. For example, doors usually appear rectangular, even 

though they are rarely viewed straight-on. This perceptual phenomenon is called "shape 

constancy" [64]. 

Shape constancy implies that viewing images obliquely (as with clip planes and 

ExoVis) should be possible. Nonetheless, research indicates that perception of images 

viewed at an angle is not perfect. Rosinski and Farber suggest that "observers cannot judge 

that a scene is distorted unless they know what it is supposed to look like. This information 

is not available at the incorrect viewing point" [44]. For example, in a study where 

participants had to determine whether line drawings of boxes were rectangular, 

performance degraded when the pictures were viewed obliquely [4 11. Similarly, Thouless 

showed that people perceive a circle shown at an angle as an ellipse [54]. This implies that 

perception of shape (especially judging whether lines are parallel) in 2D views could be 

slightly impaired with the "in place" and ExoVis techniques. 

Furthermore, certain depth judgements are more difficult when images are viewed 

obliquely. Specifically, although spatial layout of a scene does not change, perceived 

orientation of objects in the scene relative to the observer varies greatly depending on the 

viewing angle [14]. In other words, changing the viewing angle does not change perceived 

positions of objects relative to one another, but does affect the perceived orientation of 

objects. This effect is greater for orientations close to perpendicular to the picture plane than 

for orientations close to parallel to the view plane [14]. (E-g., in some portraits, the eyes 

appear to follow observers as they move around the picture to view it from different angles. 

This effect is greatest when the participant's gaze points directly out of the picture plane.) 

This implies that performance at judging orientation of objects in 2D views may degrade 

when the 2D views are shown obliquely. 
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Before we can compare and evaluate different ways of combining 2D and 3D 

views, we must decide what methodology is appropriate. 

1 Experiment Methodology Overview and Examples 

Both functionality and ease of interaction for visualization systems can be tested. 

Several methods of evaluation are possible, but user studies are the most common. User 

studies involve real users in the testing process, and allow designers to obtain both 

qualitative and quantitative data to evaluate the system. Quantitative data typically 

measures task performance: either (1) time to complete a specific task or (2) accuracy (e.g., 

number of mistakes) while completing the task. User ratings on questions such as task 

difficulty or enjoyment also provide quantitative data, though the measures are subjective 

rather than objective. Qualitative data may be obtained through questionnaires, interviews, 

contextual inquiry, andlor observation. 

Quantitative studies are by far the most common and accepted form of user testing 

in visualization. Few formal published studies are purely qualitative; most studies with 

qualitative results also include a quantitative component. For example, a study could 

measure time or accuracy in addition to obtaining qualitative results, or could quantify 

qualitative statements using ratings such as Likert scales. In a typical study, test conditions 

(e.g., display type) are identified and subjects are asked to perform specific tasks under each 

condition. Both between-subjects and within-subjects designs are common. Measures such 

as time to complete the task and number of mistakes are tracked and compared for the 
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various conditions. Some user studies involve artificial or abstract data sets and controlled 

settings (for greater control over the experiment, higher internal validity, and relevance to 

many domains), while others involve realistic data sets and field settings (for greater 

realism and higher external validity). Examples of quantitative experimental methods 

include: [18][49] (artificial or abstract data sets), [2] [52] [63] [69] (realistic data sets), and 

[5 11 (both real and artificial data sets). An example of a more qualitative study is [28], 

where verbal protocol analysis and questionnaires were used to gain information about 

group dynamics and decision making. 

Additional evaluation methods established in human computer interaction include 

cognitive walk-throughs (where an expert "walks through" a specific task using a prototype 

system, thinking carefully about potential problems that could occur at each step) and 

heuristic evaluations (where an expert evaluates an interface with respect to several pre- 

defined heuristic criteria) [3 11. Similarly, Blackwell et al. developed "cognitive 

dimensions", a set of heuristic criteria for evaluating cognitive aspects of a system [4], and 

Baldonado et al. designed a set of heuristic guidelines specific to multiple view 

visualizations [I]. 

Experiment Design Challenges 

User studies can be time consuming, expensive, and difficult to design. Although 

they quickly highlight problems in an interface (e.g., it is quite obvious from observation if 

a user cannot find the appropriate button to perform a task), user studies do not always 

effectively find problems and benefits of visualization ideas. Benefits of the tool may be 

useful only to experts in the field (who can be difficult to find or may not have time to 

participate in lengthy studies) or following a long practice period. Results of a comparison 

of two tools may be confounded by the many differences between the two tools or by 

participants' previous experience with one or both tools. Missing or inappropriate features 

in the test tool or problems in the interface can easily dominate the results and hide benefits 

of the ideas we really want to test. Thus it seems that user studies can only be useful with 
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an extremely polished tool, so polished that huge amounts of time and resources must be 

invested to test simple ideas that may in the end turn out to be worthless [65, Chapter 21. 

Solutions to the above problem include: 

Focusing on design ideas rather than complete visualization tools. 

Testing specific hypotheses. 

Allowing a long practice period for complex tasks. For example, Park et al. 

had subjects practice a telerobotic tasks for several hours prior to experimental 

testing [39]. 

Running a long-term study. For example, McGrenere added a custom plug-in 

to Microsoft Word and asked subjects to use it for their ordinary word 

processing tasks over a period of several weeks [34]. 

We should first use perceptual and cognitive theories to develop a design idea that 

is predicted to have a specific benefit. For example, we might predict that ordering data 

values by time will improve speed and reduce cognitive load for a task involving finding 

trends in the data over time. This translates easily into a hypothesis that can be tested. We 

can then develop a simple tool designed to test only this hypothesis. Our test should attempt 

to validate the hypothesis that the idea is effective, as well as the hypothesis stating why it 

is effective. Of course, this may not be as easy as it sounds. Taking the idea completely 

out of context may render it useless, or may limit our ability to generalize the results. 

Moreover, choosing an appropriate level of tool complexity may be a difficult decision 

involving many trade-offs. 

Usability inspection methods avoid many of the problems with user studies and 

may be beneficial for evaluating visualizations. However, because these techniques are (for 

the most part) designed for user interface testing and focus on production products rather 

than the underlying concepts, it is not clear how well they will evaluate visualization ideas. 

For example, many visualization tasks are ill-defined. Walking through a complex 

cognitive task is very different from walking through a well-defined interface manipulation 

task. Furthermore, by leaving end users out of the evaluation process, usability inspection 

methods limit our ability to find unexpected errors. 
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3 Methods Used in this Thesis 

3.1 User Study Methods 

This thesis used fairly standard quantitative user study methods (i.e., timing, 

accuracy, and subjective Likert scale measures) and a few qualitative methods 

(questionnaires, interviews, structured observation, and contextual inquiry). Major 

problems mentioned above were avoided by developing theoretical ideas to ground the 

study (see chapter 5), and by testing hypotheses underlying the theory or predicted by the 

theory. User studies were designed specifically to test these hypotheses, and did not attempt 

to test all aspects of a visualization system. Rather than testing complicated, domain- 

specific tasks, generalized visualization subtasks were used. These subtasks were selected 

through a triangulation process (i.e. by examining three different applications and finding 

tasks that were common to these areas); thus, the tasks should be relevant to many fields. 

Using generic tasks also reduces the need for domain-specific knowledge (so that non- 

experts could participate in the experiments). The selected visualization subtasks were also 

fairly simple, so a short practice period was expected to be sufficient. 

The major drawback of this approach is that the results may not be exactly 

identical in particular domains. Further studies may be necessary to validate the results for 

specific tasks and users in field settings, especially when the task is mission-critical (e.g., 

flight control) or user time is expensive (e.g., radiology). However, performing such studies 

for every possible task, user, and application domain is highly unrealistic. Hence, results of 

generalized studies should be valuable for the large percentage of cases where the time and 

cost needed to run a specific study is unwarranted. 

3.2 Statistical Analysis 

Data was analyzed using classic statistical techniques. For a comprehensive 

background on these methods, see Huck [20] or another statistical text. 

When assumptions of parametric methods were met, quantitative (interval) data 

such as timing and error data was studied using t-tests, for comparing two conditions, or 
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analysis of variance (ANOVA), for comparing more than two conditions. When Mauchly's 

test of sphericity indicated it was necessary, the Huynh-Feldt correction was used in 

repeated measures ANOVA analyses. Significant effects identified in ANOVA were 

further investigated by pairwise comparisons (for within-subjects' variables) or Tukey 

Honestly Significant Difference (HSD) tests (for between-subjects' variables) to determine 

exactly which pairs of conditions were significantly different. 

Nonparametric tests were also employed. Mann-Whitney U tests and Kruskal- 

Wallis H tests were used for between-subjects' variables. Friedman tests and Wilcoxon 

matched-pairs signed-ranks tests were used for within-subjects' variables. These 

nonparametric tests were used in the following circumstances: 

Rating scale data Data from subjective rating scales (e.g., 1 = strongly 

disagree, 5 = strongly agree, etc.) do not necessarily reach an interval level of 

measurement because the distance between response options on the 

questionnaire may not exactly correspond to participant's opinions of how 

different the conditions are. Thus, rating scale data was considered ordinal 

rather than interval in nature, such that parametric techniques were not valid. 

Skewed data Parametric techniques assume data is distributed approximately 

along a normal curve. When the data did not fit a normal curve, even when 

transformed, nonparametric methods were used. 

Small or uneven sample sizes. Because nonparametric techniques are more 

robust than parametric methods with very small or uneven sample sizes, they 

were used in these situations. 



Chapter 4: Comparison of 
2Dl3D Combination 

Methods 

Section 1.2 provided an overview of the major techniques to combine 2D and 3D 

views, specifically cliplcutting planes, orientation icons, and a new method called ExoVis. 

In this chapter, the techniques are described in more detail. They are then compared 

heuristically to determine their advantages and disadvantages. 

1 Description of the Techniques 

Clip and cutting planes slice directly through a 3D space to show 2D views "in 

place" (i.e., 2D slices are not moved from their original positions). This requires either 

removing or pushing aside information in the 3D view. By contrast, orientation icons show 

2D and 3D views in separate areas of the screen, so the 2D views are "out of place". This 

allows 2D views to be rotated relative to the 3D view so they are not viewed obliquely. 

ExoVis is a new "out of place" technique. Examples of ExoVis were given in Figure 1.2 

(see chapter 1). ExoVis is similar to the orientation icon, but 2D views are shown in the 

same screen area as the 3D view and may be translated and/or scaled, but not rotated from 

their original positions. Because of this, 2D views in ExoVis are often viewed obliquely. 

Major differences between cliplcutting planes, ExoVis, and orientation icons were 

illustrated in Figure 1.1 (see chapter 1). Notice that for 2D orthographic views (where the 

3D world is projected onto a 2D plane from a standard viewing position), the 2D view does 
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not represent a "cut" through the 3D world. As such, clip and cutting planes apply only to 

slice views, not orthographic views. 

1.1 2Dl3D Methods for Detail and Context 

Because many data sets are large and dense, it can be difficult or impossible to 

view all the data at one time. However, viewing the data in small subsections makes it 

difficult to keep track of the bigger picture. Hence, a major research theme in visualization 

is developing ways to show both an overview (also called context) and details (also called 

focus) simultaneously. With detail-and-context visualization tools, it is possible for users to 

look at details for an area of interest without forgetting where they fit in globally. Detail and 

context techniques exist for a wide variety of data types, and will not be reviewed in detail 

here. For an introduction, see [8] or [66]. 

Two major classes of detail-and-context techniques have been defined. Overview 

+ detail techniques show both a global overview and details of a selected area, but in 

separate windows. An icon (typically a box) in the global view indicates the location of the 

details currently shown in the detail view [8, p. 6341. For some users and applications, 

integrating the two views in overview + detail displays may impose a cognitive overhead. 

For this reason, focus + context (also known as detail-in-context) methods were developed 

to keep the focus view spatially located within the global overview or context. This 

increases continuity between the global and local representations. A common example of a 

"focus + context" technique is the fish-eye lens. Fish-eye lens techniques are based on fish- 

eye camera lenses, which greatly magnifl objects at the centre of the field of view, with a 

continuous fall-off in magnification towards the edges. 

All three 2D/3D combination methods support detail and context. Specifically, 

they show 2D slice or orthographic view details along with their 3D context, so that users 

can easily understand positions and orientations of the 2D views. Clip and cutting planes 

are "focus + context" methods because the 2D details remain spatially located within the 

3D context. By contrast, the orientation icon method is an "overview + detail" technique 

since the 2D and 3D views are spatially separated. ExoVis lies somewhere between these 

29 
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two extremes, but is closest to the overview + detail methods since the 2D views are 

displaced from their original locations. Major differences between the three techniques with 

respect to their ability to display detail and context relate to: 

Occlusion of 3D or 2D views by other views or placeholders, 

Deformation of the 3D or other 2D views by the 2D views, 

Ability to selectively magnify individual 2D views, and 

Ease of mentally registering the 2D and 3D views. Ideally this task should be 

very easy so that users can easily understand positions of 2D views. 

For example, clip planes remove all data between the plane and the viewer, so 

occlusion of the 3D overview is very high. As the overview becomes more occluded, its 

usefulness is reduced. Similarly, cutting planes deform (cut through and separate) both the 

3D overview and other 2D cutting planes. Such breaks may make visualizations more 

difficult to interpret. (E.g., colour perception can be affected by a break in an image, as 

illustrated by the Koffka Ring phenomenon [24] .) Clip and cutting planes also cannot be 

magnified relative to the 3D view because they must remain "in place". However, clip and 

cutting planes have the advantage that mental registration of different views is very easy 

(since the views are not spatially separated). 

With ExoVis, mental registration of 2D and 3D views should be easier than with 

orientation icons since mental rotation, or some other matching strategy, is not necessary to 

register the two views. Mental rotation is a type of transformation in which a mental 

representation of an object is rotated through intermediate positions in a trajectory, as 

though the object were being rotated in physical space. Time required to perform mental 

rotation increases as the angle of rotation increases [47]. Mental rotation has been suggested 

as a common strategy for understanding the relationship between various 2D and 3D views 

of objects in CAD diagrams [42]. Notice that for both orientation icons and ExoVis, slices 

can be translated and / or scaled from their original positions. Thus, mental translation and 

1 or mental scaling operations (which are analogous to mental rotation) may be required to 

register the 2D and 3D views. Time to perform these mental operations also increases with 

the translation distance and scaling factor [3] [6]. This implies that mental registration could 

be more difficult with an ExoVis display where the 2D view is displayed very far away from 
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the 3D view or at a very different scale, as compared to an orientation icon display where 

the 2D and 3D views are close together and have a similar scale. However, when these two 

factors are similar for the two types of displays, mental registration should be easier with 

ExoVis since no mental rotation is required. 

A more thorough comparison of the three techniques with respect to these criteria 

is given in section 2 of this chapter. 

1.2 2D13D Techniques for Relationship and History Tasks 

Another research theme asks how to design visualization tools to support 

relationship and history tasks. In relationship tasks, users need to find and identify 

relationships between objects, data points, variables, etc. In history tasks, users want to 

undo or replay previous actions, or return to previous settings or displays. An example of 

a history function is the "history" tool in many web browsers. Using the history tool, users 

can see a list of web addresses they have visited in the last several hours, days, or weeks, 

and return to any previously visited address by clicking the appropriate item in the list. 

Examples of visualization tools designed for relationship and history tasks in 

volume visualization are graph-based [40], spreadsheet-style [23], Design Galleries 1331, 

and parallel coordinates style [57] displays. The graph-based display provides an external 

representation of the data exploration process (i.e. a complete history), so that users can 

return to previous images without having to remember which parameter settings (e.g., 

transfer functions) they used. In addition, the graph shows transfer function relationships 

between thumbnail views of previously rendered images. The spreadsheet-style interface 

allows users to explore a range of parameter combinations at the same time and compare 

the resulting images side-by-side. Similarly, Design Galleries provides a meaningful layout 

of a wide range of images based on different parameter settings. The parallel coordinates 

style interface tracks the exploration history, displaying all images in a history bar, and 

illustrates relationships between images and their parameters via polylines connecting 

parallel axes (one axis for each visualization parameter). 
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2D13D combination displays can provide limited support for relationship and 

history tasks by displaying multiple images side-by-side. For example, by showing several 

copies of a single slice, we can display: 

Several types of derived data, such as parametric images (common in 

functional medical imaging paradigms such as single photon emission 

computed tomography (SPECT) and positron emission tomography (PET)) or 

other mathematical functions (e.g. sum, count, average) of the data. 

Various variables for multivariate data (e.g., for medical data, we could draw 

magnetic resonance imaging (MRI) data for anatomical information and PET 

data for functional information). 

Several times for time-dependent data. 

Various parameter settings (e.g., colour scales or window and level settings in 

medical imaging). 

Displaying multiple copies of a single 2D view allows users to effectively compare 

different variables or display settings, and integrate information fiom the various views. For 

example, Figure 4.1 illustrates how multiple copies of a 2D view can enhance multivariate 

data visualization. By using two ExoVis walls plus the 3D overview object, the 

visualization is able to incorporate three different variables from a fuel cell simulation: 

temperature, concentration of hydrogen, and concentration of oxygen. 
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Figure 4.1: Visualization of a multivariate fuel cell data set using ExoVis. 
The overview object (a) shows an isosurface of fuel cell temperature. Two copies of a 

slice show concentrations of hydrogen (b) and oxygen (c). Colour scale shows increasing 
concentration from green to blue. 

Determining how well the fuel cell is functioning may require people to identlfy 

areas where hydrogen and oxygen are mixing. By displaying corresponding slices for the 

two gases side-by-side, this integration task becomes easier than with visualizations that 

can only display one variable at a time. 

Furthermore, if multiple copies of a 2D view are used to show different display 

settings, history tasks can be simplified. For example, Figure 4.2 illustrates two copies of a 

slice, each with a different colour scale. Finding good display parameters such as colour 

scales can be a difficult and -frustrating search process, especially if the number of options 

is large. By creating multiple copies of a 2D view, users can store good display settings in 

one copy, while simultaneously trying new settings with other copies. This history function 

can help users avoid losing good settings, and enable them to compare new settings to 

previous ones. 
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Figure 4.2: Wall copies in ExoVis. 
Wall copies can show different rendering styles for the same 2D view. 

Here an MRI slice is displayed with two different colour scales. 

Creating multiple copies of a 2D view is easy with ExoVis and orientation icons. 

With an orientation icon, copies are displayed side-by-side in separate windows, and with 

ExoVis, copies are displayed on a stack of walls, one behind another as in Figures 4.1 and 

4.2. By contrast, since more than one slice cannot be displayed in the same place, multiple 

copies are not possible with the cliphtting plane approach unless the entire world (i.e., 

including the 3D view) is re-rendered for each copy. 

2 Heuristic Comparison of Techniques 
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Table 4.1: Comparison of In-place Methods, Orientation Icons, and ExoVis 
-- 

In-place Orientation 
Methods Icon Exo Crs 

2D views do not occlude each other. x JJ J 

Planes are Each view is Slices can be 
collocated and may displayed in a stacked behind each 
occlude each other. separate space. other. 

2D views do not occlude the 3D X X  or J J x 
view. 

Clip planes remove Placeholders can partially occlude 
parts of the 3D view, the 3D view. ExoVis walls can occlude the 
and cutting planes 3D view. 

push it aside. 

Individual 2D or 3D views can be x J J 
selectively magnified. 

It is possible to show several copies x J J 
of the same 2D view to support 
relationship and history tasks. E.g., Two copies of a Since 2D views are shown "out of place", 
data from several medical imaging plane cannot be several copies of a single view may be 

modalities (CT, MRI, and us)a can shown in the same displayed without creating several copies of 

be compared (a relationship task) location, so the 3D the 3D view. 

and attention can be easily switched view must be re- 

between them (a history task). rendered for each 
COPY. 

2D views are not distorted by being x J x 
viewed obliquely. 

Position and orientation of a 2D Jv' x J 
view is easy to relate to the 3D 
model. 2D views are not 2D views are 2D views are 

moved from their translated and translated but not 
original positions. rotated from their rotated from their 

original positions. original positions. 

When several 2D views are present, JJ x J 
it is easy to determine which view 
correspon~s to each in Discrimination is Specific cues must Can utilize the same 

the 3D overview. trivial since all be added to make cues as an 
views are "in this possible orientation icon, 

place". (colour, standard plus each view is 
layouts, interactive shown in its original 
highlighting, etc.). orientation. 

a. CT = Computed Tomography, MRI = Magnetic Resonance Imaging, and US = Ultrasound. 
Scale:XX x J JJ 
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To summarize, there are several main categories of differences between the 2Dl3D 

combination techniques. We can define evaluation criteria based on these categories: 

High Integration: 2D and 3D views should be closely integrated (spatially) to 

reduce the cognitive overhead required to mentally integrate them. 

Low Deformation: 2D and 3D views should deform each other minimally to 

reduce the cognitive overhead of resolving the deformation. 

Low Occlusion: 2D and 3D views should occlude each other minimally. 

Display Flexibility: desirable capabilities include the ability to display 

multiple copies of a 2D view and the ability to selectively magnify views. 

Minimal Screen Space: Required screen space for a small set of views should 

be minimal. 

Minimal Screen Space Growth: Required screen space should grow 

minimally when extra views are added. 

Minimal Oblique Viewing: display techniques should allow users to observe 

2D views non-obliquely. 

A summary evaluation of cliplcutting planes, orientation icons, and ExoVis using 

these criteria is given in Table 4.2. 
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Table 4.2: Summary Comparison of 2Dl3D Combination Methodsa 

High Integration JJ x J 

Low Deformation x JJ JJ 

Low Occlusion x JJ J 

Display Flexibility x JJ JJ 

Minimal Screen Space JJ x J 

Minimal Screen Space Growth x J JJ 

Minimal Oblique Viewing x JJ x 

a. Legend: JJ (strongly satisfies criterion), J (moderately satisfies 

criterion), X (weakly satisfies criterion or does not satisfy criterion). 

As a final note, hybrids of the three basic approaches are possible. For example, a 

3D view could be displayed in one window as an "orientation icon", and several orthogonal 

slices could be displayed together "in place" in a second window (without any 3D object). 

In this case, the 2D views are "in place" with respect to each other but "out of place" with 

respect to the 3D view. Advantages and disadvantages of such hybrid techniques can be 

inferred from tables 4.1 and 4.2. 



Chapter 5: Task by Display 
Type Analysis 

As discussed in Chapter 2,2D and 3D views are useful for different tasks. 

Therefore, we would expect that the usefulness of 2D/3D combination displays will also 

vary with the task to be perfonned. In addition, different tasks will benefit from different 

types of 2D/3D combinations. This chapter develops a theory that predicts which types of 

tasks may benefit from a combination of 2D and 3D views, and which type of combination 

will be most beneficial. Some predictions made by this theory are tested through user 

studies in the following chapters. 

This chapter is organized as follows. It begins by identifjring common tasks 

involving visualizations. The tasks are general rather than domain specific so that the theory 

and its predictions will be valuable to a wide variety of domains. For this reason, 

visualization subtasks are considered, rather than complicated higher-level tasks. After 

identifying the subtasks, each one is analyzed in detail, including: 

Examples from several application domains, 

Advantages and disadvantages of 2D and 3D views, 

Author's predictions about when 2D/3D combination displays would be 

useful, and 

Author's predictions about which 2D/3D combination displays would be most 

valuable. 
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1 Visualization Subtasks 

To define a set of domain-independent visualization subtasks, visualization tasks 

common to many disciplines were identified and classified into a small number of domain- 

independent categories. Three substantially different domains that make use of both 3D and 

2D visualization techniques were considered: medical imaging, computer aided design 

(CAD), and geographic information systems (GIs). These domains were chosen because 

they have substantially different data, users, and goals. Thus, tasks common to two or three 

of these domains should be common in many other application domains as well; this makes 

them good candidates for a generalized study. 

Books were examined in each area (see [12], [IS], [19], [30], and [36]) to generate 

a list of visualization subtasks performed in each discipline. Subtasks were then organized 

to identify a minimal set of domain independent task categories. The resulting set of 

categories were: 

Search and Filter: search for a target object, location, feature, or pattern. This 

may involve visual search and /or filtering to show only those items that match 

designated criteria. 

Information Look-Up: query for specific information (exact values). 

Navigate: plan and control the position, orientation, and course of a camera or 

manipulable object. 

History: return to previous views or states. Typically related to navigation, 

filtering, or construction. 

Relate: identify relationships between objects, data sets, and/or events (e.g., 

comparisons, connections, relative locations, or trends). 

Construct: Create data through modeling or annotation. 

Measure: estimate or calculate numerical values (e.g., distance or area). 

GroupIClassify: mentally or physically organize objects into meaningful 

categories. 

Mental Registration and Integration: make connections between different 

views of a data set when several views are used to perform a task. 
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The categorization given above is not the only one possible, and represents only a 

small part of the visualization process. Springmeyer et al. conducted an empirical study of 

people doing data analysis in several disciplines, and developed the task characterization 

given in Figure 5.1 [50]. This categorization provides a higher-level view of data analysis 

tasks than the categories above. Springmeyer et al. organize data analysis into two major 

categories: "....exploring the data to extract information or confirm results (Investigation), 

and assimilating the resulting knowledge (Integration of Insight)" [50, p. 2381. A further 

breakdown of these categories yields "interacting with representations" (how people use 

representations of data), "applying math" (deriving mathematical values), "maneuvering" 

(organizing data, choosing tools and representations, and setting up representations), and 

"expressing ideas" (recording and describing observations, ideas, and insight) [50]. 

Scientific Data Analysis 

I nvsstigat ion Integration of Insight 

Figure 5.1: Characterization of the scientific data analysis process1. 
Blue ellipse indicates where my task categories belong in this scheme. 

Because the thesis focuses on how visualization characteristics affect task 

performance, the task classification used in the thesis contains only those tasks involving 

data representations. This categorization fits into the larger scheme under "investigation", 

specifically "interacting with representations". It also has some relationship to "applying 

math" and "maneuvering", but only when those operations involve visual representations. 

1. Based on [50], Figure 2 (Categories of process elements) on p. 238. 

40 
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See the blue ellipse in Figure 5.1. A more specific illustration of the relationships between 

task categories used in this thesis and those from Springmeyer et al. is given in Table 5.1, 

along with an earlier classification system by Wehrend [67]. Categories used in this thesis 

are similar to the subcategories under "interacting with representations", with the addition 

of a few other tasks relating to representations. 

Table 5.1: Comparison of visualization subtask classifications 

I Tory (2004) 

Search and Filter 

Information Look- Up 

Navigate 

I History 

Determine Relationships 

Construct 

I Measure 

1 Mental Registration and 
Integration 

Springrneyer (1 992) 

Examine (Interacting with 
representations) and data 
culling (Maneuvering) 

Query (Interacting with 
representations) 

Orient (Interacting with 
representations) and 
navigate (Maneuvering) 

Compare (Interacting with 
representations) 

Generate (Interacting with 
representations), derive 
new conditions (Applying 
math) 

Calculate (Applying 
Math) 

ClasszJL (Interacting with 
representations) 

Manage data 
(Maneuvering) 

Generate statistics 
(Applying math) 

Wehrend (1 990) 

Identzfi, locate 

Distinguish, compare, 
relations, associate, 
correlate, rank, 
distribution 

Categorize, cluster 
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Table 5.1: Comparison of visualization subtask classifications 

Although the thesis could have used Springmeyer's categories directly, a new 

classification system was created for a number of reasons: 

The new classification system avoids the complexity of being hierarchical. 

Since the thesis only deals with the subset of visualization tasks that involve 

representations, this keeps the classification simple. 

In Springmeyer's classification, "applying math" and "maneuvering" are 

Tory (2004) 

-- 

separate categories from "interacting with representations". However, some 

math and maneuvering tasks involve representations. 

Some tasks in Springmeyer's classification system were not adequately 

represented. For example, determining relationships includes more than 

simply making comparisons. Other types of relationships could be relative 

locations of objects, trends over time, or connections between objects. 

Similarly, measurement can include estimation in addition to computer-based 

calculation. 

2 Task by Display Type Analysis 

Springmeyer (1 992) 

Record and describe 
(Express ideas) 

In this section, the visualization subtask categories are described in more detail, 

with examples from each of the three disciplines studied. Specific predictions are then 

made regarding when 2D, 3D, and combined 2D/3D views would be most appropriate for 

each category. 

Wehrend (1  990) 

-- 

2.1 Search and Filter 

Searching involves looking for a target object, location, feature, or pattern. This 

process may involve visual search and /or filtering to hide or show items that match criteria 

of interest to the user. Examples of search and filter tasks are given below: 
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MEDICAL IMAGING 

Search for a structure (liver, kidney, etc.) or anomaly (tumour, lesion, etc.) 

In functional imaging, search for activity patterns on parametric images or 

search for groups of pixels with similar activity trends. 

In slice viewers, changing which slices are visible. 

Changing visibility of parts (e-g., by moving a clip plane, addinglremoving 

segmented structures from view, or setting isovalues or transfer functions). 

CAD 

Search for a particular object or location in a model. 

Changing visibility of parts (e.g., by setting clipping plane positions, adding1 

removing layers, or switching between wirefiame and surface views). 

GIs 

Search for objects, areas, or volumes with specific features (e.g., homes with a 

certain number of children or ore deposits with quality ratings greater than a 

threshold). 

Route planning - search for the quickest, cheapest, or safest route from A to B. 

Controlling what data items are displayed (e.g., by query or by adding1 

removing layers). 

Changing visibility of spatial areas (e.g., by setting clipping plane positions). 

Table 5.2: 2D and 3D Views in Search and Filter Tasks 

Benefits of 2D views I Benefits of 3D views 

I to scroll through a large number of 

Target will not be occluded in all 2D 
views. 

3D views provide a good overview of 
an entire 3D space, so there is no need 

Combinations of 2D and 3 0  views may be useful when: 

The target has a complex 3D shape and other objects in the scene obscure the 

target in many 3D views. 

Visual search is good at identifying 2D 
patterns. 

- - 

views (e.g., slices). 

Targets with complex 3D shapes may 
be easier to identify with a 3D view. 



Chapter 5: Task by Display Type Analysis 

The number of 2D slices is very large. In this case, the 3D view may function 

as an overview to identify objects that may be the target, and then 2D views 

can be used to confirm this conjecture. 

The general vicinity of the target is known. Here a 3D overview can be used to 

get close to the target and the 2D views can be used for a refined search. 

In addition, filtering sometimes requires navigation (e.g., a user may adjust a clip 

plane for the purpose of filtering out items in front of it, but the act of moving the clip plane 

involves navigation). Hence 2D/3D combinations may be useful when navigation is 

required to perform a search and filter task and the navigation part of the task can benefit 

from both 2D and 3D views. (See section 2.3 for more details on navigation.) 

m i c h  type of 2DBD combination view is best for search tasks? 

Search tasks probably require a minimal number of views (e.g., one 3D view and 

1-2 2D views), so problems with screen space, display flexibility, occlusion, and 

deformation are not likely. 

If both the 2D and 3D views are directly involved in the search task, it may be 

beneficial to have the views closely integrated. Thus, an "in place" approach 

(such as clip or cutting planes) may be best. 

However, if the target has similar shapes to other objects in the scene, it may 

be difficult to identi@ the target at oblique angles, so an orientation icon 

display may be best. 

2.2 Information Look-up 

Information look-up involves querying the system for exact values. Examples of 

information look-up tasks are: 

MEDICAL IMAGING 

Determining disease state of a particular organ. 

Finding the time-activity curve at a certain pixel. 

CAD 

Looking up material properties of an object. 
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Determining exact coordinates of an object. 

GIs 

Finding what exists at a specific geographic location. 

Looking up the name of a street. 

Table 5.3: 2D and 3D Views in Lookup Tasks 

Benefits of 2D views I Benefits of 3D views 

Easy to identify target location by Some properties of 3D objects may be 
represented by their colour, texture, 
etc. This allows us to look up the 
properties by simply viewing a 3D 

I representation. 

Although it is possible that combinations of 2D and 3D views could be useful for 

lookup tasks, an example scenario where this would be expected could not be identified. 

2.3 Navigate 

Navigation involves traversing an interface, virtual world, or data set. It consists 

of two components: a cognitive activity called wayfinding (e.g., Where am I? Where do I 

want to go?) and the actual movement, called travel. Examples of navigation include: 

MEDICAL IMAGING 

In slice viewers, changing which slices are visible and manipulating the 

hanging protocol (how the viewing space is organized). 

Moving the viewpoint in 3D (e.g., along a path through the colon in virtual 

colonoscopy). 

Orienting or translating a slicelclip plane. 

Positioning a cursor (in 2D or 3D) to prepare for other tasks (such as picking a 

point, sculpting, or drawing a region of interest). 

CAD 

Changing the viewpoint in 3D or zoom and pan in 2D. 

Orienting and positioning a view plane or clip plane. 
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Positioning a cursor (in 2D or 3D) to prepare for drawing. 

GIs 

Changing the viewpoint in 3D or zoom and pan in 2D. 

Adjusting the type of display (e.g., map, graph, list). 

Orienting or translating a slicelclip plane in a volume data set (e.g., as in 

stratigraphy), or setting up multiple cross-sections to form a "fence diagram". 

Table 5.4: 2D and 3D Views in Navigation Tasks 

Benefits of 2D views I Benefits of 3D views 

Exact positioning is easy. May provide more natural and more 
immediate feedback for positioning 
viewpoint, cursor, or objects in 3D. 

spatial dimensions simultaneously. 

Combinations of 2D and 3D views may be useful when 3D knowledge is important 

for performing the task, but exact positioning is required. Examples may include: 

Orienting a 2D plane (clip plane, slice plane, or view orientation) within a 3D 

space. 

Placing the cursor at an exact position in 3D space. 

Combinations of 2D and 3D views may also be beneficial when a higher level task requires 

the user to frequently switch back and forth between 2D and 3D views, even if no single 

part of the task requires both types of views at once. For example, a medical imaging task 

might be to find Multiple Sclerosis lesions in the brain and then estimate their volume. 

Searching for the lesions may be easier with 2D slice views since there is a lot of occlusion 

in medical imaging data sets. It may also be easier identify a lesion via pointing with a 2D 

view (because there is no ambiguity). However, it may be easier to estimate volume with 

a 3D model of the identified lesion. Continually switching back and forth between the 2D 

and 3D views may take time and effort for the viewer to understand their relationships to 

one another. By contrast, if both views are visible simultaneously, this switching may be 

avoided or made easier, increasing task performance. 
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Which type of 2Dh'D combination view is best for navigation tasks? 

3D navigation tasks such as positioning a cursor or setting a view plane orientation 

will likely involve one 3D view and several 2D views from different angles (most likely 3 

orthogonal 2D views). Screen space and display flexibility are therefore not too important, 

but occlusion, deformation, ease of integration, and oblique viewing could have effects. 

Because such tasks require significant integration between views, ease of integration is 

probably the most important factor. However, with several 2D views, occlusion and 

deformation could become problematic for "in place" techniques, suggesting that an "out 

of place" method is more appropriate. Although oblique viewing could also have some 

negative effects, these are likely less problematic to users than difficulty integrating the 

various views; therefore, ExoVis is predicted to be the best method. 

For higher level tasks that require frequent switching between 2D and 3D views, 

high integration between 2D and 3D views is less likely to be important, and may even be 

undesirable if the subtasks are better performed on individual views (especially if 

integrating the views causes occlusion or deformation). In this case, any "out of place" 

technique (e.g., orientation icon or ExoVis) is probably most appropriate. Which of these 

"out of place" techniques is best will depend on how much integration among 2D views is 

required by the subtasks. 

2.4 History 

A history task is a specific type of navigation or filtering task, in which the goal is 

to return to a previous view (e.g., to see a previous data set, representation, and/or display 

setting). It may also be a specific type of construction task, in which the goal is to undo 

previous editing. Examples of history tasks are: 

MEDICAL IMAGING 

Returning to a previous image or group of images for a follow-up study. 

Returning to a previous transfer function (3D), camera angle (3D), window 

and level (2D), or other display setting. 

CAD 

Returning to a previous camera angle. 
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Undoing changes to the model being edited. 

GIs 

Returning to a previous camera angle. 

Returning to previous filter or display settings. 

It can be difficult for users to remember all the changes they have made, so 

reversing these changes later on may not be possible. Thus, history tasks are probably best 

supported by tracking and displaying changes users have made (e.g., navigation, filtering, 

and construction changes) and allowing users to go back to any previous state by moving 

through the history representation. Although it may be possible to represent the history 

using a 3D visualization, it is probably easier to represent it using a simple undo button and/ 

or a 2D list, chart, or graph (e.g., like the history list in a web browser). As such, 

combinations of 2D and 3D views may not be useful for history tasks. 

If a dedicated history function is not available, then users perform history tasks by 

reversing previous navigation, filtering, or construction tasks. In this case, 2D and 3D views 

will be valuable if they are useful for the specific navigation, filtering, or construction task 

being performed. (See sections 2.1,2.3, and 2.6 for a description of when 2D and 3D views 

can be useful for filtering, navigation, and construction.) 

2.5 Relate 

Many tasks require users to determine relationships between different data points. 

Several examples are: 

MEDICAL IMAGING 

Identifying physical or functional relationships between structures, including 

containment and connectedness relationships. 

Identifying trends or changes over time. 

Comparing data sets to determine differences (one patient at two times, two 

patients, or two parts of one patient, such as right and left knees). For 

example, the right knee may be considered "normal" so that anomalies in the 

left can be identified by comparison. 
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Integrating information across imaging modalities. 

CAD 

Determining whether two objects are connected or interfere. 

Determining relative positions, orientations, or sizes of objects. 

Determining whether one object is contained within another. 

GIs 

Proximity analysis - determining where an object or set of objects exists 

relative to another. This may be done by comparing two types of objects on 

one map or by comparing two separate maps of the same area. 

Determining if two objects are connected (e.g., by a road). 

Line-of-sight mapping for landscape analysis - can a target be seen from a 

viewpoint? 

Comparison of some variable at two locations (e.g., population or amount of 

greenspace). 

Determining the relationship between object shape and a functional occurrence 

(e.g., 3D topography of a clay layer can affect underground water dynamics). 

Table 5.5: 2D and 3D Views in Relationship Tasks 

Benefits of 2D views I Benefits of 3D views 

Objects are less likely to be occluded 
than in 3D (e.g., it may be easier to see 
containment relationships with slices). 

Overlapping slices for comparison 
may be easier than overlapping 3D 
views since occlusion is reduced. 

Positional relationships may be easier 
to determine because depth is not 
ambiguous. 

3D physical shapes and relationships 
(e.g., connections) may be easier to see 
in 3D. 

Combinations of 2D and 3D views may be useful when: 

Precise positional relationships (e.g., relative position or distance apart) must 

be determined but the relationship is 3D in nature. 
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3D relationships (e.g., physical connections or relationships involving 3D 

shape) must be determined but the target objects are occluded in 3D. 

Multiple relationships must be identified (e.g., 3D connectivity as well as 

containment). 

Which type of 2DBD combination view is best for relationship tasks? 

For 3D positional relationships or connections, close integration of 2D and 3D 

views may be quite important. If several 2D views are involved, however, occlusion and 

deformation could be a problem for "in place" methods. In addition, display flexibility is 

likely to be useful (e.g., we may want to display several slices from the same orientation to 

see if a structure intersects all of them). These trade-offs imply that ExoVis may be the best 

type of 2D/3D combination view for many relationship tasks. 

2.6 Construct (Annotation and Modeling) 

Examples of construction tasks are: 

MEDICAL IMAGING 

Picking or outlining structures (e.g., for segmentation). This may be 2D 

(regions of interest) or 3D (volumes of interest), and may be done by picking 

points, placing primitive shapes, or manual drawing. 

Drawing lines (e.g., for distance measurements). 

Tagging images for future reference. 

Adding and removing structure by either sculpting or placing primitive shapes 

(e.g., for surgery planning). 

CAD 

Modeling by drawing lines and primitives. This may be either 2D or 3D, and 

may involve operations on basic primitives (subtract, union, intersect, etc.). 

Picking points or objects. 

Aligning, rotating, and scaling objects or lines. 

Annotations - dimensions, part numbers, etc. 
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GIs 

Modeling a process over time to predict the effect of some variable on another. 

Constructing a digital map from other digital maps or non-digital information. 

Generating 3D models from a limited number of sample points. This may 

involve both automated modelling and manual editing of the model. 

Table 5.6: 2D and 3D Views in Construction Tasks 

Benefits of 2D views I Benefits of 3D views 

Drawing or picking points on a 2D 
plane is easy. 

Target position or object will not be 
occluded in all 2D views. 

Shape of 3D model may be easier to 
understand 

Positions are not ambiguous. Objects 
can be easily placed and aligned. 

Combinations of 2D and 3D views may be useful for: 

Positioning a cursor in 3D space 

Drawing and positioning 3D objects 

3D information may be valuable for 
positioning the cursor or objects 
relative to other objects in a 3D space. 

Which type of 2DBD combination view is best for construction tasks? 

For drawing arbitrary shapes, non-oblique viewing is likely very important and 

the orientation icon (or some version of another technique where a 2D view 

can be selected and viewed straight-on) is probably best. 

For positioning a cursor or primitive shape, integration of 2D and 3D views is 

probably very important. With a small number of views, "in place" techniques 

are probably best since they provide the best integration. However, with more 

views, occlusion and deformation could cause problems, so ExoVis may be 

more appropriate. 
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2.7 Measure 

Measurements may involve either visual estimation or computer-based 

calculation. Examples include: 

MEDICAL IMAGING 

Measuring distance between two structures. 

Determining area or volume of physical structures or, in functional imaging, 

activated areas. 

In functional imaging, determining uptakelwashout rates, activity counts, or 

timelconcentration curves for a region or volume of interest. 

CAD 

Measuring distance or angle between two objects. 

Determining area or volume of an object. 

Calculating cost of materials for a construction plan. 

GIs 

Measuring distances, thicknesses, areas, and volumes. 

Determining the proportion of certain objects within an area or volume. 

Calculating summary information (e.g., average population in a province). 

For landscape analysis, determining slope, aspect, convexity, concavity, etc. 

Table 5.7: 2D and 3D Views in Measurement Tasks 

Benefits of 2D views 

Distances and angles are not distorted. 
Easier to estimate distance, angles, and 
area. 

Input and output of exact calculations 
may be easier to specifjr and read. 

Benefits of 3D views 

Easier to estimate volume since 
integration between multiple 2D views 
is unnecessary. 

Easier to estimate 3D shape. 

Although it is possible that combinations of 2D and 3D views could be useful for 

measurement tasks, an example scenario where this would be expected could not be 

identified. 
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Classification is a mental or physical activity of organizing objects into 

meaningful categories. Examples include: 

MEDICAL IMAGING 

Grouping pixels or objects into organs and higher level structures - either 

mentally or through modeling or segmentation. 

Organizing medical images into groups to facilitate comparison. 

CAD 

Grouping primitives into higher-level objects. 

Layering. 

GIs 

Layering. 

Organizing data into categories, or re-organizing existing categories (e.g., 

reclassifying points with language data into English-speaking vs. non-English 

speaking). 

Aggregating data into higher level groups (e.g., displaying population by 

province or electoral district). 

Classification is usually a higher-level task involving several subtasks and 

possibly some user interface operations. For example, a physical grouping operation in 

CAD may involve drawing several primitives and selecting them (construction tasks) and 

then specifiing that they belong together (through some interface widget). Similarly, 

mental classification in medical imaging may involve locating certain structures (a search 

task) and determining how they are related (a relationship task). As such, the usefulness of 

2D and 3D views for a grouping/classification task are best determined by the usefulness of 

each type of view for the specific subtasks involved. 
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2.9 Mental Registration and Integration 

Any task involving multiple views requires users to mentally integrate information 

across those views, or at least to understand the relationship between the views 

(registration). Several examples are given below: 

MEDICAL IMAGING 

Rapidly animating a set of 2D slices to build a mental model of 3D structure 

(cine mode). 

Integrating across several imaging modalities (e.g., functional and anatomical 

images). 

Localizing a structure relative to an atlas or other reference image. 

Viewing coronal, saggital, and axial 2D views of the body. 

CAD 

Using overview and detail type displays. 

Using multiple views (typically some combination of orthogonal 2D views 

and 3D views) to study or construct objects. 

GIS 

Registering multiple views of the same area (typically some combination of 

cutting planes from various orientations and several different 3D views). 

Mental registration is a subtask of any task that requires users to make use of 

several physically or temporally separated views of one area. Different ways of combining 

2D and 3D views can be expected to affect the ease of the mental registration subtask. 

Specifically, higher physical integration between the views should make mental registration 

easier. Thus, mental registration should be easiest with "in place" methods, moderately 

difficult with ExoVis, and most difficult with completely separated views such as the 

orientation icon. 
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3 Summary: List of Potential Tasks 

The goal of this chapter was to obtain a list of tasks that may benefit from having 

combinations of 2D and 3D views. These tasks should be generic (i.e. not specific to a 

particular application domain) and should be commonly performed in the course of real 

work. The resulting list is as follows: 

1. Visual search for a target with a complex 3D shape, where other objects in the 

scene obscure the target in many 3D views. 

2. Visual search for a target in a dense space, when the number of 2D slices is 

very large andlor the general vicinity of the target in 3D is known. 

3. Orienting a 2D plane (clip plane, slice plane, or view orientation) within a 3D 

space. [This task was involved in the experimental study in Chapter 8.1 

4. Placing the cursor at an exact position in 3D space. 

5. Drawing and positioning 3D objects in 3D space. [This task was involved in 

the experimental study in Chapter 9.1 

6. Identifying precise positional relationships that are 3D in nature (e.g., relative 

positions of objects or their distance apart). [This task was involved in the 

experimental studies in Chapters 8 and 9.1 

7. Identifying 3D relationships (e-g., physical connections or relationships 

involving 3D shape) when the target objects are occluded in 3D views. 

8. Identifying multiple relationships, where some are easiest to identify with 2D 

views and others with 3D views (e.g., 3D connectivity and containment). 

9. Any scenario that requires users to frequently switch back and forth between 

2D and 3D views. 



Chapter 6: 
Overview of Experiments 

1 Summary Figure 

Figure 6.1 provides an overview of the experiments performed in this thesis and 

the chapters where each experiment may be found. 

Preliminary study 
Experiment 1 : 
Mental Registration 
(Chapter 7) 

Experiment 2: 
Quantitative Comparison 
(Chapter 8) 

r 2 ~ :  Compare methods to 1 
--- I combinethree 2D views 

28: Compare 2D, 3D, and 
2D13D combination displays 

Experiment 3: 
Qualitative Comparison 
(Chapter 9) 

Figure 6.1: Brief description of each experiment. 
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2 Experiment 1: Refining the Theory 

Chapters 4 and 5 developed a theory about when both 2D and 3D displays are 

useful for visualization tasks, and how to combine 2D and 3D views most effectively. This 

theory depended on an important assumption that was not supported (or contradicted) by 

existing empirical evidence. Specifically: 

When various 2D and 3D views are combined, there is a substantial mental 

registration cost if the views are not spatially integrated. This cost is greater 

when 2D views are both translated and rotated from their original positions 

(e.g., with the orientation icon) than when they are translated but not rotated 

(e.g., with ExoVis). 

Experiment 1 tested this mental registration assumption and determined the 

relative difficulty of mental registration for each 2D/3D combination method. First, a 

preliminary study was performed to determine whether view orientation was important and 

to establish criteria for creating experimental stimuli. Then, two main studies were 

conducted: experiment 1A considered 2D orthographic projections and experiment 1B 

considered 2D slices. Results supported the hypothesis above. Details may be found in 

Chapter 7. 

Experiments 2 and 3: Testing the Theory 

Chapter 5 identified several visualization subtasks that were predicted to benefit 

from a combination of 2D and 3D views. Chapter 5 also predicted which type of 2D13D 

combination would be best for each of these subtasks. Chapters 8 and 9 describe two 

experiments that test which display types are best for a few visualization subtasks. 

Experiment 2 (see Chapter 8) compared 2D, 3D, and 2D/3D combination displays 

for two visualization subtasks: 

Relative positioning: Determine the relative position of two objects. 

(A relationship task.) 
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Orientation: Orient a plane in 3D space (e.g., for 3D modelling or to orient a 

clip or view plane). (A navigation and construction task.) 

These tasks were chosen because they are well defined, cover more than one task type, and 

are common in many application domains. Other tasks identified in Chapter 5 do not satisfy 

these criteria. For example, search tasks were predicted to benefit from combination 2D/3D 

displays when the target had a complex 3D shape and the search space was large and dense. 

This task is not well defined because "complex 3D shape" and "dense space" are vague 

concepts. 

Because there were many different displays under consideration, experiment 2 was 

split into two sub-studies to simplify the experimental design: 

Experiment 2A compared three methods for combining three orthogonal 2D 

views in an orientation icon display. The best of these three methods was then 

subjected to further testing in experiment 2B. 

Experiment 2B compared 2D views alone, 3D views alone, orientation icon 

displays, ExoVis displays, and in-place displays. 

Experiment 2 relied primarily on quantitative measures such as timing and errors, 

with limited qualitative analysis. Strict controls were put in place to enable meaningful 

quantitative comparisons of the displays. Interactivity was particularly limited; for 

example, participants could not rotate 3D views or change 2D slice positions. In addition, 

experiment 2 used abstract data sets (block shapes, spheres, tori, etc.) so the results could 

be applicable to many domains. It is not certain that results based on these data sets and 

tasks would be identical for real world situations. Experiment 3 (see Chapter 9) was a 

qualitative exploration that addressed these issues. 



Chapter 7: Experiment 1 - 
Mental Registration 

O 2003 IEEE. Reprinted with slight modifications, with permission, from [55]. 

1 Overview and Objectives 

One important difference between 2D/3D display techniques is how easily users 

can relate and integrate information from different views. Users must understand 

relationships between views to make sense of the data. Mental registration can be defined 

as a mental transformation in which two or more views of the same data are aligned 

spatially. For example, an x-y slice of a volume can be mentally registered with a y-z slice 

by mentally rotating 90' around the y-axis. Mental registration can be challenging and 

requires cognitive resources [38][42]. Since mental registration is performed very often in 

multi-view systems, displays should be designed to make it easy. One factor affecting the 

difficulty is the method of combining 2D and 3D views. The study in this chapter 

investigates mental registration difficulty for different 2D/3D combination displays and 

proposes reasons for the differences. The displays are considered generically so that the 

results are applicable to many visualization domains. 

Specific objectives of this mental registration study are to: 

Determine the relative cost (in time and difficulty) of mentally registering one 

2D and one 3D view when 

They are spatially separated from one another (as with both ExoVis 

and orientation icons), and 
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The placeholder and 2D view have different orientations (as with 

orientation icons). 

Determine how this cost varies with orientation of the 2D view (top, right, or 

front aligned 2D views). 

Determine whether this cost is different for 2D orthographic projections as 

compared with 2D slices. 

Although the eventual goal is to study complex situations (e.g., many different 2D 

views, data sets, etc.), the current study is limited to static displays of block shapes, with 

one 2D and one 3D view and only top, front, and right 2D view orientations. This allows us 

to isolate the factor of interest (mental registration) and avoids complicating the analysis 

with a large number of variables. Also, axis-aligned 2D views are very common in many 

applications. More complicated displays are considered in chapters 8 and 9. 

Preliminary Study 

A preliminary study was run in preparation for experiment 1. This preliminary 

study had several objectives: 

Determine what made the stimuli (block objects) simple or complex, and how 

shape complexity affected mental registration. These results allowed me to 

develop a good set of shapes for the main experiment. 

Determine if there was a measurable difference between top, front, and right 

2D view orientations. 

Verify that the experimental procedures and software were appropriate. 

2.1 Design 

The preliminary study investigated the effect of shape complexity and view 

orientation on a 2D/3D mental registration task. Independent variables were shape and 2D 

view orientation, and dependent variables were time, accuracy, and ratings of difficulty. A 

10 x 3 within-subjects design was used, with one trial of each condition. Order of the 

conditions was pseudorandom. Figure 7.1 illustrates the experimental conditions. 
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: 2D view orientation 

i Top [ Right j Front 

Figure 7.1: Experimental conditions for the preliminary study. 

2.2 Method 

2.2.1 Task 

Participants mentally registered 2D and 3D views of a block shape to identifl a 

corresponding part. Specifically, participants were shown one 3D view and one 2D 

orthographic view of a block shape, placed side-by-side (an orientation icon display). Block 

shapes consisted of small cubes "glued together" to form a larger structure. In the 3D view, 

one cube was red and all others were grey. In the 2D view, all cubes were grey, and five of 

the cubes contained a unique uppercase letter (from A to E). Participants identified the letter 

that corresponded to the red cube. The number of possible answers was limited to five to 

ensure all trials had the same number of possible answers. Three sample trials are shown in 

Figure 7.2. 

Figure 7.2: Sample tasks from the preliminary study. 
Participants mentally register the 2D and 3D views to identifl the letter corresponding to 
the red block. Each trial showed a front, right, or top 2D orthographic projection of the 

block shape. Correct answers are D (Front), B (Right), and E (Top). 
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2.2.2 Stimuli 

Block shapes were modelled in Trispectives Technical version 2.0. Following 

Shyi and Huang [48], the blocks were generated by removing 2,5, or 8 cubes (size 1 x 1 x 

I) from a base shape containing 27 cubes (3 x 3 x 3). Example block shapes are shown in 

Figures 7.2 and 7.4. Removal of cubes was constrained such that: 

The resulting object remained as a single connected component and was not 

allowed to lose its 3 x 3 x 3 structure (i.e., no 3 x 3 slab was completely 

removed). 

Cubes were removed contiguously from either one or two locations, but not 

from more than two locations. 

All 3D views were rendered with isometric projection to make the figures appear 

as small objects (e.g., toys) viewed up close. 2D views were rendered from the top, right, 

and front faces of the object, following the ANSI standard (third-angle projection). 

Cube-based stimuli were chosen so the identification task could not be done 

without mentally registering the 2D and 3D views. Specifically, the target could not be 

identified by simply looking for a particular shape among other shapes. The Shyi and 

Huang [48] shapes were selected for the following reasons: 

The shapes have interesting contours in 2D orthographic views and slice 

views. Block figures such as those used by Shepard and Metzler 1471 do not 

have interesting contours on all 2D slices. This was not important for the 

preliminary study but was necessary for the main experiment, which 

considered both 2D slice views and 2D orthographic views. 

The number of squares on the 2D views does not vary greatly. This equalizes 

the number of possible answers for each trial. This possible confounding factor 

was also reduced by having exactly five possible answers. For views with 

more than five cubes, some of the cubes did not contain a letter and could not 

be the correct answer (e.g., see the spaces without letters in Figure 7.2). 

A total of 13 block shapes were created. 10 were used in the experimental trials 

and 3 were used for practice trials and documentation. In the experimental trials, 

participants saw each block shape 3 times, once with each 2D view orientation (front, right, 
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or top). Stimuli were presented as static images. A text label centred above the display 

indicated the current view orientation, as shown in Figure 7.2. 

2.2.3 Participants 

Five computer science graduate students and one computer science faculty 

member were recruited from Simon Fraser University. One participant was female and the 

others were male. Most participants had some familiarity with 3D computer graphics. 

2.2.4 Experimental Set-Up 

Custom experimental software was written in Java and run on a Pentium laptop 

computer with 160 MB of memory and 800 x 600 display resolution. No other processes 

were run on the computer during the experimental sessions. Participants interacted with the 

computer using an external mouse. The keyboard was not used. 

2.2.5 Procedure 

Participants completed 6 practice trials followed by 30 experimental trials (10 with 

each view orientation x 3 with each shape). Shapes and view orientations were in pseudo- 

random order. All participants completed the same trials. The experimental procedure was 

as follows: 

1. Review instructional materials that explain the 2D and 3D views and give 

example trials with correct answers. Resolve any confusion about the task by 

asking the experimenter for help. 

2. Complete 6 practice trials, asking the experimenter for help if necessary. 

3. Complete 30 experimental trials. 

The experimenter observed participants during the experimental trials but did not interact 

with them. 

Participants were instructed to be as accurate as possible, but were asked not to 

take a break during the middle of a trial since they were being timed. Taking a break 

between trials was permitted. Each trial began when the participant pressed a "Ready" 

button and ended when they clicked one of five buttons at the bottom of the screen (labelled 
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"A7', "B", "C", "D", or "E") to select their answer. No time limit was imposed. Answers 

could not be changed. 

Participants filled out a background questionnaire (see Appendix 2) prior to the 

experimental trials. In a post-trial questionnaire (see Appendix 2), they rated the difficulty 

of performing the study task with each view orientation (top, right, and front) and rated the 

complexity of each block shape. Participants were then invited to ask any questions or share 

any comments with the experimenter. 

2.2.6 Measures 

For each trial, the computer recorded the participant's response and start and end 

times. Total time and accuracy were computed after the experiment was completed. 

Participants recorded self-reports of difficulty (on a 7-point rating scale) and shape 

complexity (on 10-point rating scales) in the post-trial questionnaire (see Appendix 2). 

Participants' comments were recorded by the experimenter. 

2.3 Hypotheses 

H7.1. Shapes rated as more complex would require more time, but errors would 

not be affected. 

H7.2. Kew orientation would not affect task time or errors. 
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2.4 Results 

2.4.1 Ratings of Shape Complexity 

Shape complexity fell into approximately 3-4 categories, as shown in Figure 7.3. 

Shape # 
(sorted by increasing complexity) 

Figure 7.3: Average shape complexity ratings 

An analysis of the shapes themselves indicated that: 

Very simple shapes (shapes 1 and 9) could be created by adding or subtracting 

two block-shaped primitives of arbitrary size. In other words, the shapes 

contained only one "hole" in or "addition" to a size I x n x m base shape. 

Moderately complex shapes (shapes 2,3,7, and 8) could be created by 

adding or subtracting three block-shaped primitives of arbitrary size (the 

shapes contained two "holes" in or "additions" to a size I x n x m base shape). 

Complex & Very complex shapes (shapes 4,5,6, and 10): 

Required at least three block-shaped primitives (of arbitrary size) to 

create the shape, and usually more than three. 

Had a more complex "hole". 

Very complex shapes (shape 10) had some complicated contours that were 

partially hidden around the back or bottom of the object. 
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Examples of shapes with different complexities are given in Figure 4. 

(Shape 4) 

Pigure 7.4: Example shapes with varying complexity ratings 

In summary, the best predictors of shape complexity seem to be (1) minimum 

number of I x n x m primitives required to make the shape, (2) complexity of "holes" and 

(3) hidden contours. 

2.4.2 Timing Results 

Overall, several participants (particularly S2) required the most time for top views, 

as shown in Figure 7.5. This contradicts hypothesis 7.1. A likely explanation is that a larger 

mental rotation [47] is required to align top views with a 3D view as compared with front 

and right views. 

10 
Standard Deviations 8 8 - - -+ - - Front Front Right Top : 6 

'5 - -Right S1 0.4 0.8 0.7 

8 4 , - TOP S2 1.7 3.2 5.8 
E S3 0.6 1.0 1.0 
f 2 u S4 0.7 1.4 2.5 

0 S5 0.5 1.4 0.7 
S6 1.4 1.3 1.4 

Subject hClmber 

Pigure 7.5: Average trial times for each participant. 
Times are broken down by front, right, and top 2D view orientations 

Timing data did not vary much with shape. Average times were all between 3.5 

and 4.5 seconds, with the exception of shape 10 (the most complex shape), which required 

66 
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an average time of 5.4 seconds. Timing did not correlate well with rated shape complexity 

(r = 0.4). More complex shapes possibly required more time; however, this relationship was 

not straightforward. Hence, support for hypothesis 7.2 was unclear. 

Timing data also did not correlate with trial number. In other words, there did not 

seem to be a downward trend (learning effect) or upward trend (fatigue) over the 30 trials. 

Furthermore, some participants reported that they did not realize they had seen the shapes 

more than once. 

2.4.3 Self-Reports of Task Difficulty 

Two participants rated top views the most difficult, two rated right views most 

difficult, one rated front and right most difficult, and one rated all views equally. These 

ratings did not always correlate with the timing data. For example, participant 4 rated top 

views the easiest but required the most time with them (see Figure 7.5). Despite the wide 

range in ratings, top views required the longest time for most participants, with the 

exception of participants 1 and 6. Participant 6 reported difficulty distinguishing between 

left and right, which likely explains why top views were easiest for this participant. 

2.4.4 Errors 

Only one error occurred. It was on a top view of model 5 (the second most complex 

shape). The correct letter was in a comer and the participant picked a letter from a different 

comer, indicating that the view was mentally rotated the wrong way. This agrees with the 

ideas that the task is more difficult with top views and complex shapes. However, it is also 

possible that the mistake was simply a slip. 

2.4.5 Other Observations 

Participants commented that the task was challenging and fun. Some participants 

commented that they felt nervous or intimidated with the experimenter watching. It is likely 

that the task seemed like it should be easier than it actually was, so participants were 

embarrassed about taking a long time or choosing the wrong answer in front of the 

experimenter. 
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Support for hypotheses: 

H7.1. Shapes rated as more complex would require more time, but errors would 

not be affected. 

This hypothesis was not supported. The relationship between shape complexity 

and task difficulty was not straightforward. 

H7.2. View orientation would not affect task time or errors. 

This hypothesis was not supported. Top views appeared to require more time than 

front and right views. 

2.5 Conclusions 

2D view orientation appeared to affect time required for the mental registration 

task. For most people, top views took the longest. 

There was no clear relationship between object complexity and difficulty of 

the mental registration task. However, very complex geometry seemed to 

increase task time, especially when complex geometry was partially hidden. 

There did not appear to be learning or fatigue effects with 30 trials (10 shapes 

shown 3 times). 

People who have difficulty distinguishing left and right could have difficulty 

with front and right views in this type of display. 

Mental Registration Study 

Two experiments compared 2D/3D mental registration difficulty for different 

display types. Experiment 1A considered 2D orthographic projections and Experiment 1B 

considered 2D slices. 

3.1 Design 

Independent variables were display type (orientation icon, in-place cutting plane, 

or ExoVis) and 2D view orientation (parallel to the top, right, or front of the object). 

Dependent variables were time, accuracy, and subjective ratings of difficulty. 
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Experiment 1A used a 2 x 3 within-subjects' design (2 display types x 3 view 

orientations), with the addition of a control condition that did not have various view 

orientations. Experiment 1B used a 3 x 3 within-subjects' design (3 display types x 3 view 

orientations), with the addition of a control condition that did not have various view 

orientations. Figure 7.6 illustrates the experimental conditions. 

Orthographic view experiment Slice view experiment 

i 2D view i 
I orientation i 

I 2D view : 
f orientation 

Figure 7.6: Experimental conditions for Experiment 1 

Participants completed ten repetitions of each experimental condition and 30 

repetitions of the control condition. Trials were grouped by display type. To prevent order 

effects, order of the displays was counterbalanced using a Latin Squares design, and an 

equal number of males and females participated in each order. Orientations were in pseudo- 

random order to prevent participants from simply remembering the spatial relationship 

between 2D and 3D views from one trial to the next. 

3.2 Method 

Experimental setup and procedure were similar to the preliminary study. 

Differences are described in the remainder of this section. 

3.2.1 Tasks 

The 3D view and 2D view were combined using cutting planes, ExoVis, or 

orientation icon methods. Example tasks from the orthographic and slice view experiments 

are shown in Figure 7.7 and Figure 7.8 respectively. 



Chapter 7: Experiment 1 - Mental Registration 

Figure 7.7: Sample tasks: orthographic view experiment. 
Participants identify the letter corresponding to the red block. The correct answer is D. 

(a) Orientation icon display, (b) ExoVis display. 

Figure 7.8: Sample tasks: slice view experiment. 
Participants identiQ the letter corresponding to the red block. The correct answer is A. 

(a) Orientation icon display, (b) ExoVis display, (c) In-place display. 

3.2.2 Control Tasks 

A control task was designed to estimate time required for non-registration parts of 

the task (i.e., moving the mouse and choosing an answer). Participants observed two 3D 

views of a block shape. One view contained one red cube and the other view had unique 

letters on five of the cubes (see Figure 7.9). Participants identified the letter corresponding 

to the red block. This control task measured the time and difficulty of doing an 

identification task without mentally registering 2D and 3D views. It therefore provided a 

baseline. The control task was included in both experiments to allow results of the two 

experiments to be compared. Participants were expected to perform similarly on control 

trials and in-place trials in the slice experiment, since neither task requires 2D/3D mental 

registration. 
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Figure 7.9: Sample control task 
Participants identify the letter corresponding to the red block, The correct answer is B. 

3.2.3 Stimuli 

Because complex, hidden geometry seemed to make the task more difiicu~t in the 

p r e l i m i  study, a constraint was: added to reduce these types of shapes. Blocks were not 

removed from the "back" of the object where the shape's geometry would be hidden 

A total of 34 block shapes were created. 30 of these were used in the experimentid 

trials. The other 4 were used in practice trials and documentation. In the experimental triah, 

participants saw each block shape 3 times (experiment 1A) or 4 times (experiment 1 B), but 

never more than once with the same 2D view orientation (front, right, or top). Each shape 

was shown exactly once with each display type so that the collection of shapes would not 

be a confoundii variable. 

Stimuli were presented as static images. For orientation icon trials of orthographic 

views, the 2D view orientation was given in a text labe1 centred above the 2D view, as in 

Figure 7.7 (a). In all other trials, the 2D view orientation could be inferred fkom the 

orientation of the placeholder or the 2 )  view itself 

3.2.4 Participants 

Participants were recruited from various levels of the computer science student 

population (from first year to graduate level) at Simon Fraser University. Each participant 

was randomly assigned to one of the two experiments. 

Experiment IA (Orthographic Views): 12 university students (6 male and 6 

female) participated. Participants had varied experience with computer graphics. Ten 

participants were in the age group 19-25 and two were 26-35. 
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Experiment 1B (Slice Views): 16 university students (8 male and 8 female) 

participated. Participants had varied experience with computer graphics. Eleven 

participants were in the age group 19-25, four were 26-35, and one was 36-45. Data from 

one participant was incomplete because the participant forgot to complete one part of the 

study. This participant's data is not included in the analysis. 

3.2.5 Procedure 

The procedure for each condition was as follows: 

Review instructional materials that explain the views that will be used in that 

condition. Review example trials with correct answers. Resolve any confusion 

about the task. 

Complete nine practice trials, with help if necessary. 

Complete thirty experimental trials. 

The experimenter helped the participant through the first practice session to ensure 

the participant understood the task and how to operate the software. The participant was 

then left alone to complete the remaining tasks (because participants in the preliminary 

study felt nervous and uncomfortable when they were observed). In the post-trial 

questionnaire (see Appendix 2)' participants rated the difficulty of performing the study 

task with each display type and view orientation. 

3.3 Hypotheses 

H7.3. Mental registration would be easier with more integrated views. That is, 

the best performance was expected with in-place, second best with Exo Ks, 

and worst with OI. 

H7.4. With the 01 display, mental registration would be more difJicult for top 

views than for front and right views (because a larger mental rotation [47] 

would be required). With Exo Ks and in-place displays, mental registration 

difJiculty would be the same for all view orientations. 
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3.4 Results 

This section summarizes the results of experiment 1. More detailed statistical 

tables may be found in Appendix 3. 

3.4.1 Timing Data 

Figures 7.10 and 7.11 show average times to complete the trial task in the 

orthographic projection and slice view experiments. The results (see details below the 

figures), show that mental registration is significantly more time consuming with 

orientation icon (01) displays than with ExoVis displays, and is fastest with in-place 

displays and the control task. 

Orthographic Projection Experiment 

-01 

j -+ Exovis 

- . - - - - - Control 

Standard Deviations 
Front Right Top 

01 1.5 1.7 2.4 
ExoVis 2.4 1.1 1.1 

Control 0.8 

Front Rght TOP 

2D View Orientation 

Figure 7.10: Average trial times for the orthographic view experiment. 
01  = Orientation Icon. 

The data was transformed using a natural logarithm (to improve its fit to a normal 

curve) and analyzed using 2 X 3 repeated measures ANOVA to compare 01  and ExoVis 

displays with three orientations. The sphericity assumption was met. ANOVA showed a 

significant main effect for display type (F(1, 11) = 4 9 . 0 , ~  < 0.001,q = 0.817); hence, 01  

and ExoVis displays were significantly different, supporting hypothesis 7.3. Orientation 

(F(2, 22) = 0.3, p = 0.776, q p2 = 0.023) and interaction between orientation and display 

(F(2, 22) = 0.2, p = 0.782, q p2 = 0.022) were not significant, contradicting hypothesis 7.4. 



Chapter 7: Experiment 1 - Mental Registration 

Bonferroni-corrected (p < 0.025) paired-samples t-tests showed significant 

differences between 01  and control tasks (t = 9.8, df = 1 1,p < 0.001) and ExoVis and control 

tasks (t = 3.6, df = 1 1 ,p  = 0.004). 

Slice View Experiment 

As shown in Figure 7.1 1, the slice view task took the most time with 01, moderate 

with ExoVis, and least with in-place displays. Task time varied with view orientation only 

for the 01  condition. 

Standard Deviations 
Front Right Top 

01 1.9 3.0 3.2 
ExoVis 1.8 1.3 1.4 
IP 0.8 1.2 1.4 

Control 0.5 
- ,  

Front Rght Top 

2D View Orientation 

Figure 7.11: Average times for the slice experiment. 
01  = Orientation Icon, IP = In-place. 

The data was transformed using a natural logarithm (to improve its fit to a normal 

curve) and then analyzed using 3 X 3 repeated measures ANOVA (with the Huynh-Feldt 

correction) to compare orientation icon, ExoVis, and in-place displays with three view 

orientations. ANOVA found significant main effects for display type (F(1.68, 23.53) = 

44.1, p < 0.00 1, q pi = 0.759) and orientation (F(2, 28) = 1 1.9, p < 0.00 1, q p2 = 0.46), and 

an interaction between display type and orientation (F(3.75, 52.5) = 6.1, p = 0.00 1, q p2 = 

0.303). Pairwise comparisons showed that all display types were significantly different 

from each other (p I 0.001 ). The top orientation took significantly longer than the front ( p  

= 0.001). 

Bonferroni-corrected (p < 0.01) paired-samples t-tests showed that orientation 

icon(t = 10.3, df= 14,p < 0.001) andExoVis (t = 5.1, df= 14,p < 0.001) were significantly 

different from the control. In-place was not clearly different from the control: although the 
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p value was small (t = 2.8, df = 14,p = 0.013), the 99% confidence interval for the difference 

included zero so there may be no difference. 

Painvise comparisons showed that all displays were significantly different from 

each other for all view orientations ( p  I 0.001 ), supporting hypothesis 7.3. Front and top 

orientations were significantly different for the orientation icon display ( p  = 0.00 1 )  but not 

for ExoVis or in-place displays. In other words, time to complete the task varied with view 

orientation in the orientation icon case, but was relatively constant with ExoVis and in- 

place. This trend can be clearly seen in Figure 7.1 1, and supports hypothesis 7.4. 

3.4.2 Errors 

Figure 7.12 shows the percent of incorrect answers in the two experiments. ExoVis 

displays had far fewer errors than orientation icon displays, and completely eliminated 

errors in top views, where errors were most prevalent. Thae W ~ L Q  ~ L ~ Q I S  f ~ r  $he in-place 

or control conditions. 

1 
ExoVis 

IB 

ExoVis 

Front 

Rght 

TOP 

Figure 7.12: Percent of incorrect responses in the two experiments. 
Incorrect answers are broken down by display type and 2D view orientation. In-place and 

control had no errors. 

Because the error data was skewed, nonparametric Friedman and Wilcoxon tests 

were chosen. View orientation was left out of the statistical analysis because the Friedman 

test only considers one variable (display) and because some display/orientation 

combinations had few or no errors. Friedman tests showed significant main effects of 

display in both the orthographic view experiment (x = 13.0, df= 2,p  = 0.002) and the slice 
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Orthographic 
View Experimnt 

Slice View 
Experiment 

Experiment and Display Type 
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view experiment (X2 = 25.7, df = 3, p < 0.001). In the orthographic view experiment, one- 

tailed Wilcoxon tests (Bonferroni-corrected; p < 0.017) showed a significant difference 

between 0 1  and control conditions (Z = 2.6, p = 0.005) and between 01  and ExoVis 

conditions (Z= 2 . 2 , ~  = 0.013). ExoVis was not significantly different from the control. In 

the slice experiment, pairwise one-tailed Wilcoxon tests (Bonferroni-corrected;~ < 0,008) 

showed that the 01  condition was significantly different from all other conditions (Z = 2.7, 

p = 0.004). ExoVis and in-place conditions were not significantly different from each other 

or the control. These differences support hypothesis 7.3. 

3.4.3 Difficulty Ratings 

Figures 7.13 and 7.14 show average difficulty ratings for the two experiments. The 

orientation icon condition was rated more difficult than ExoVis, in-place, and control 

conditions, supporting hypothesis 7.3. Because the ratings may not necessarily reach an 

interval level of measurement, nonparametric tests were employed. View orientation was 

left out of the statistical analysis because the nonpararnetric Friedman test only considers 

one variable (display). 

Orthographic Viav Experimint 

Standard Deviation 
Front Right Top - 01 01 1.6 1.4 1.7 

---+--i3.0vis ExoVis 1.5 1.2 1.0 
- - - -. - - control 

Control 0.6 

Front Wght Top 

2D View Orientation 

Figure 7.13: Average difficulty ratings for the orthographic view experiment. 

In the orthographic experiment, the Friedman test showed a significant effect of 

display (x2 = 17.3, df = 2 ,p  < 0.001). Bonferroni corrected (p < 0.017) Wilcoxon tests 

showed that 01, ExoVis, and the control were all significantly different ( p  I 0.015 ). 
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Slice Mew Experiment 

= 1.---------- i 

1 4  
Front Rght Top 

2D View Orientation 

-+ 01 

+ Exovis 

---t-- IP 

.-.---. Control 

Standard Deviation 
Front Right Top 

01 1.875 1.73 1.676 
Exovis 1.231 1.303 1.193 
IP 1.24 1.155 1.279 

Control 0.9 

Figure 7.14: Average difficulty ratings for the slice view experiment. 

In the slice view experiment, the Friedman test showed a significant effect of 

display (x2 = 26.0, df = 3,p < 0.001). Bonferroni corrected ( p  < 0.008) Wilcoxon tests 

showed that 01 was significantly harder than all other displays ( p  I 0.002). ExoVis, in- 

place, and the control were not significantly different from each other. 

Support for hypotheses 

H7.3. Mental registration would be easier with more integrated views. That is, 

the best performance was expected with in-place, second best with Exo Ks, 

and worst with OI. 

This hypothesis was supported. 

H7.4. With the 01 display, mental registration would be more difficult for top 

views than for front and right views (because a larger mental rotation [47] 

would be required). With Exo Vis and in-place displays, mental registration 

difJiculty would be the same for all view orientations. 

This hypothesis was supported in the slice view experiment, but not well- 

supported in the orthographic view experiment. 

3.5 Discussion 

The data strongly supports hypothesis 7.3. Timing, error, and rating data all agree 

that mental registration is easier with more integrated views. There is better performance 
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with the in-place display than with ExoVis, and better performance with ExoVis than with 

the orientation icon. Difficulty ratings also agree with this hypothesis. 

Clearly, in-place techniques support the easiest mental registration. However, they 

are not always appropriate. Clip planes hide large portions of the data and cutting planes 

can cut the 3D view into many pieces, making analysis difficult. A "planar brush" [70] 

through a semi-transparent surface avoids cutting, but the 2D and 3D views overlap and 

occlude each other. ExoVis and 01  techniques avoid these problems because views are 

separated. Thus, views can be moved, adjusted, and managed so they do not interfere with 

each other. 

This experiment indicates that ExoVis may be a good choice when in-place 

techniques cannot be used. Since the mental registration task with 01  displays took 

significantly longer than with ExoVis displays, orientation icons should only be used when 

specifically required. Examples might be for non-oblique viewing of 2D views (e.g., for 

judging whether lines are parallel) or to display a very large number of 2D views (since 

occlusion could then become a problem with ExoVis). 

Support for hypothesis 7.4 is less clear. Timing in the slice experiment (and to 

some extent difficulty ratings in both experiments) indicate that mental registration with 01  

displays was most difficult with top views. With ExoVis and in-place displays, times and 

difficulty ratings did not vary significantly with view orientation. This difference can be 

explained if mental rotation is used to align the 2D and 3D views. In the 0 1  condition, a 

larger mental rotation is required for top views than for front or right views, but with 

ExoVis, no mental rotation is needed. In addition, some participants commented that with 

0 1  top views they could not remember whether to rotate the view left or right. Although it 

was not significant, front views were rated most difficult for orthographic ExoVis displays. 

The reason for this is unclear. It is possible that it is an artifact of the questionnaire; the 

example given for that condition may have been particularly difficult. On the other hand, 

this result may merit hrther investigation. 

Comments by participants indicate that they used two different strategies to 

complete the tasks: (I) amental rotation strategy: the views were mentally rotated until they 

were aligned with one another and (2) a pattern matching strategy: unique features in one 
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view were matched with features in the other. Participants likely combined these two 

strategies, as suggested by Osborn and Agogino [38]. Mental rotation will always work if 

you can remember which way to rotate the view but feature matching can fail when there 

is symmetry in the 2D view. Feature matching may be easier with orthographic views than 

with slices because there are inner contour lines. It is therefore possible that a feature 

matching strategy was preferentially used for this condition. This could explain why there 

was no significant difference in timing between view orientations for the orthographic view 

experiment. Future experiments could veriQ this hypothesis. 

Error analysis further supports the idea that two strategies were used. Most errors 

in 01  displays appeared to be caused by mentally rotating the view in the wrong direction, 

mistaking the view orientation for a different orientation, or choosing the wrong side of a 

symmetric 2D view. ExoVis displays eliminated these common errors, leaving only 

occasional side-by-side errors (choosing a letter next to the correct letter on the 2D view). 

In the slice experiment, results for the in-place and control conditions were very 

similar, as expected. However, some participants found the in-place display condition 

confusing because the task seemed too easy. Although the difference was not significant, 

this confusion may explain why the in-place condition was rated slightly more difficult than 

the control condition. 

As a caveat, notice that the experiment always used orthographic (isometric) 

projection to project graphic scenes to the computer screen. Other types of projection (e.g., 

perspective) may yield slightly different results and could be interesting to study. 

4 Conclusions 

This experiment establishes that mentally registering 2D and 3D views is easiest 

with in-place displays, hardest with orientation icons, and in-between for ExoVis. There is 

also an interaction between display type and 2D view orientation, such that difficulty 

sometimes varies with 2D view orientation for orientation icons, but stays relatively 

constant for in-place and ExoVis displays. 
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Although these differences are now clear, we should not assume that in-place 

displays are always best and orientation icon displays are worst. This experiment tested a 

low-level mental registration task. Real visualization tasks require mental registration 

(when both 2D and 3D views are used), but also include many other mental and physical 

operations (search, navigation, measurement, hypothesis testing, etc.). Therefore, ease of 

mental registration is not the only important property of a display. Other important 

properties may include low occlusion levels and display flexibility, attributes somewhat 

lacking in in-place displays. The next step is to find more complex visualization tasks for 

which 2D and 3D displays are both useful, and then match those tasks to the most 

appropriate display types via further user studies. Some such studies are described in the 

following chapters. 



Chapter 8: 
Experiment 2 - 

Orientation & Position 

The description of Experiment 2B and timing and accuracy results from that experiment 

were published in the ACM Conference on Human Factors in Computing Systems (CHI). 

O 2004 ACM. Reprinted with modifications, with permission, from [56]. 

1 Overview and Objectives 

This chapter describes two experiments that compared 2D, 3D, and 2D/3D 

combination methods for orientation and relative positioning tasks: 

Experiment 2A compared three methods for combining three orthogonal 2D 

views. 

Experiment 2B compared several 2D/3D combination methods to 2D and 3D 

views alone. 

2 Tasks 

Orientation and relative position tasks were chosen because they are common in 

many applications and were expected to benefit from a combination of 2D and 3D views 

since they require both 3D understanding and precision (see chapter 5). 
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The tasks were abstract (i-e. simple shapes such as blocks, spheres, tori, and 

planes) rather than designed for a specific domain ( eg ,  medical imaging or CAD) to 

provide generic results that are hopefully applicable to many fields. In addition, these 

abstract tasks required only simple displays (minimizing conflicting factors), did not 

require domain knowledge (so finding user study participants was easier), and had clearly 

defined correct answers. 

2.1 Relative Position Task 

This task was a variation of St. John et al.'s "over different" relative position task 

[5 11, and was purely perceptual in nature. Participants used 3D views andlor 2D 

orthographic views to estimate the position of a ball relative to a block shape (see Figure 

8.1). Specifically, they determined which sub-block was directly beneath the ball, estimated 

the amount of empty space (vertically) between the ball and block shape, and reported the 

height as their answer. 

Figure 8.1: Relative position task. 
Participants determine the amount of empty space between the ball and block shape. 

Several changes were made to St. John & aL9s ""over differenf'task. A diEerent 

block style was used so the number of possible ball positions was constant for all trials, 

Also, in the St. John task, participants determined which block was directly beneath the ball* 

and reported their answer by clicking on a separate 3D view, Because a 3D view was 

available, the "2D7kondition was really a 2W3D combination. Using this reporting method 

would not allow comparison of a strict 2D candition to a 2Df3D combination. Instead, 

participants determined which block was directly beneath the ball, estimated the amount of 
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empty space (vertically) between the ball and block shape, and reported this height as their 

answer. Correctly identifying the height required understanding the ball's position relative 

to the block shape. This task also involves a truly 3D spatial relationship between the block 

and ball (rather than simply the 2D layout from a top-down view). 

2.1.1 Stimuli 

Scenes were modelled in Trispectives Technical v. 2.0. Like Experiment 1 (see 

chapter 7), block shapes were generated by removing 2, 5, or 8 sub-blocks (size 1 x 1 x 1) 

from a base shape containing 27 sub-blocks (3 x 3 x 3). An example block shape is shown 

in Figure 8.1. Removal of sub-blocks was purposely constrained so that all shapes would 

have similar overall form and complexity. Specifically: 

The resulting object remained as a single connected component and was not 

allowed to lose its 3 x 3 x 3 structure (i.e., no 3 x 3 slab was completely 

removed). 

Sub-blocks were removed contiguously from either one or two locations, but 

not from more than two locations. 

Few sub-blocks were removed from the "back" of the object where the shape's 

geometry would be hidden. 

Sub-blocks were removed from the top down, and no sub-blocks were 

removed from the bottom slab. 

A red sphere (the "ball") was positioned directly above one of the sub-blocks. The 

sphere's diameter was the width of a sub-block. 

Stimuli were presented as static images. Like St. John et al., 3D views were 

rendered with orthographic projection to make the figures appear as small objects (e-g., 

toys) viewed up close. 2D views were rendered from the top, right, and front sides of the 

object (third-angle projection). 

2.2 Orientation Task 

In the orientation task, participants used a 3 DOF input device to orient a plane 

relative to a torus, such that the torus was cut into two identical parts (as if slicing a bagel 

? in half). This task was both perceptual and motor in nature. The task was modelled after 
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slicing plane orientation tasks in medical imaging and other volume data applications. For 

example, medical images of the chest area are usually aligned with the main axes of the 

body. However, because the heart is at an oblique angle, physicians often need to orient an 

oblique slice through the region in order to get a useful view. Orientation tasks are also 

common in other 3D graphics applications such as CAD (e.g., to set the angle of the roof of 

a house). Graphics for the orientation task were generated using the Visualization Toolkit 

[46l. 

2.2.1 Custom input device for the orientation task 

Figure 8.2 illustrates the custom input device used for this task. A 6 DOF 

Polhemus Fastrak device was used to input plane orientation. Position data fiom the Fastrak 

was discarded. To improve stimulus/response compatibility between the display and input 

device, the Polhemus sensor was attached to a square piece of plywood. The orientation of 

the plywood directly mapped to the orientation of the red plane, 

Figure 8.2: Three DOP input device for the orientation task. 

With in-place displays, slices can occlude each other, so participants would likely 

want to turn slices on and off. In addition, participants needed to easily start and end trials. 

To accomplish this, a 3-button mouse was positioned on the plywood; the three slices could 

be turned on and off using the three buttom. Mouse buttons were labelled with colours to 

match the colours of slices on the display. The mouse ball was removed to make room for 

the Polhemus sensor and make only the buttons functional. Mouse buttons were wired to 
18 

the same buttons of a 2nd 3-button mouse; the regular mouse was used for ordinary mouse 
i' actions while the custom input device recorded mouse clicks. 
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3 Experiment 2A: Combining Multiple 2D Views 

When several 2D slices or orthographic projections are viewed at once, they can 

be combined on the screen in various ways. Experiment 2A determined how physical 

integration of several orthogonal 2D views affected performance at relative positioning and 

orientation tasks. The best of these 2D display techniques was then tested with and without 

a 3D view in experiment 2B. 

The orientation task compared 3 methods for displaying 2D slices (see Figure 8.4): 

In-place: views were overlapping in space, unmoved from their original 

locations. After considering various options by trial-and-error, the slices were 

made semi-transparent so they did not completely occlude each other. 

Box: views were translated from their original locations so they did not 

overlap. This formed a box shape. 

Separated: views were displayed flat on the screen in an L-shape, as if the box 

view had been cut along one edge and laid flat (3rd angle projection). 

The position task compared only box and separated displays because in-place 

displays do not apply to orthographic projections (see Figure 8.3). 

3.1 Design 

A 2 x 3 within-subjects design (2 display types x 3 ball heights) was used for the 

position task and a one-way within-subjects design (with 3 display types) was used for the 

orientation task. Trials were grouped by task and then by display. Order of the two tasks 

and the displays within each task were counterbalanced. Ball heights in the position task 

were ordered pseudorandomly. Participants completed 4 repetitions of each condition in the 

position task and 6 repetitions of each condition in the orientation task. 

Time, accuracy, and subjective difficulty ratings were measured. 
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3.2 Method 

3.2.1 Participants 

Twelve university students in computer science or engineering (9 male, 3 female) 

took part in the experiment. 

3.2.2 Relative Position Task 

Example displays for the relative position task are shown in Figure 8.3. The empty 

space between the block and ball was always 0, 1, or 2 sub-block sized units. 

(a) Box display (b) Separated display 

Pigure 8.3: Displays for the experiment 2A relative position task. 
A 3D view was shown with 2D orthographic projections in either (a) a box configuration 
or (b) a separated configuration. Participants reported the vertical space between the red 

ball and block. The correct answer for this example is 1. 

Orthographic 2D views were rendered from the top, right, and front sides of the 

object. Box and separated methods for combining these three views (in-place methods do 

not apply to 2D orthographic projections) were compared. An additional 3D view was 

shown for both conditions to help participants gain an overall sense of the space and how 

the 2D views related to each other. 

Participants completed 6 practice trials followed by 12 experimental trials (4 with 

each of the 3 ball heights) for each display. Heights were in pseudo-random order. Display 

order was counterbalanced. Block shape, ball position, and ball height changed for each 

trial. The same block shapes were used for each display condition, but ball positions and 

heights were different to prevent learning effects. 
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Participants first reviewed instructions that explained the task and views and gave 

examples with answers. Participants were assisted with practice trials to ensure they 

understood the task, and then completed the experimental trials on their own. 

Participants were instructed to be as accurate as possible. Breaks were permitted 

only between trials. Trials began when participants pressed a "Ready" button and ended 

when they clicked a button to report the ball height (see Figure 8.9 under the description of 

Experiment 2B). No time limit was imposed. Answers could not be changed. In a post-trial 

questionnaire (see Appendix 2), participants rated task difficulty with each display, gave 

opinions of the displays, and commented on usefulness of the 2D and 3D views. 

3.2.3 Orientation Task 

In-place, box, and separated displays were compared (see Figure 8.4). 2D views 

were slices through the centre of the 3D scene. 

(a) 3D view (b) In-place (c) Box (d) Separated 

The 
Figure 8.4: Displays for the experiment 2A orientation task. 

3D view (a) was shown with the in-place (b), box (c), or separated (d) 2D slices. 
Participants oriented the red plane so it matched the orientation of the torus. 

Participants completed 4 practice trials and 6 experimental trials with each display 

type. Torus orientation changed pseudorandomly for each trial. Orientations were always 

incorrect in more than one 2D view. All participants completed the same 30 orientations in 

the same order while display order varied between participants; thus, torus orientations 

were counterbalanced across display types. 

Participants were asked to be as accurate as possible. Breaks were permitted only 

between trials. Trials started by clicking any button on the input device and ended by 

clicking any two buttons simultaneously. No time limit was imposed. In a post-trial 
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questionnaire (see Appendix 2), participants rated task difficulty with each display, gave 

opinions of the displays, and commented on usefulness of the 2D and 3D views. 

3.3 Hypotheses 

3.3.1 Relative position task 

H8.1. Box would be faster than separated. 

H8.2. Box and separated would have similar accuracy. 

H8.3. Box would be preferred because the 2 0  views would be easier to relate to 

the 3 0  view. 

3.3.2 Orientation task 

H8.4. In-place would require the most time, have the most errors, and be least 

preferred. This would occur because overlapping views would be difJicult 

to interpret and users would turn the views on and of i  

H8.5. Box and separated would have similar accuracy, but box would be faster. 

H8.6. Box would be preferred over separated because the 2 0  views would be 

easier to relate to the 3 0  view. 

3.4 Results 

This section summarizes the results of experiment 2A. More detailed statistical 

tables may be found in Appendix 3. 

Unless otherwise specified, timing and error data were analyzed using analysis of 

variance (ANOVA) followed by pairwise comparisons. When Mauchly's test of sphericity 

indicated it was necessary, the Huynh-Feldt correction was used. To reduce skew, timing 

and error data were transformed using a natural logarithm. Rating scale data was analyzed 

using nonpararnetric techniques, specifically Friedman tests followed by Bonferroni 

corrected Wilcoxon Signed Ranks tests. 
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3.4.1 Relative Position Task 

One participant's data was dropped from the analysis because s h e  made so many 

errors that it was unclear whether slhe understood the task. It is interesting to note, however, 

that this participant made more errors with the separated than with box display even though 

she  started with the box display (and therefore had more practice before using the separated 

display). Among the other participants, only one error was made, so accuracy data could 

not be analyzed. 

Average task time increased significantly with ball height, as shown in Figure 8.5 

(F(1.9,17.6) = 4 3 . 5 , ~  < 0.001, q p2 = 0.829). All heights were significantly different from 

each other ( p  L: 0.005 ). The separated display took longer on average than the box (as 

predicted by hypothesis 8. l), but this difference was not significant (F(1,9) = 1 . 3 , ~  = 0.28 1, 

q := 0.128). 

Separated 

Box 

Q) 
U) 
Y 

E Standard Deviation 

-I- 
Height Separated Box 

0.0 8.5 5.8 
0 1 2 1.0 8.4 7.5 

Ball height 2.0 10.1 7.0 

Figure 8.5: Timing data for each display and ball height. 

For average task time, there was also a significant interaction between display and 

display order (F(1.9) = 6 . 6 , ~  = 0.03 1, q := 0.422), as illustrated in Figure 8.6. Participants 

who started with the box display performed well on both displays, but participants who 

started with the separated display took significantly longer with that display than with the 

box (p = 0.022). Participants who started with the separated display also varied more in the 

time required with that display than participants who started with the box display. This 

uneven learning effect indicates the box display is better for novice users, and also partially 
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explains why the separated display required more time on average overall (even though the 

difference was not significant). 

Separated first 

Box first 
U) 
Y 

Standard Deviation 
Separated Box 

0; Sep first 10.8 7.6 
separated box Box first 5.3 6.0 

Figure 8.6: Timing data for each display and display order. 

In addition, the task was rated significantly easier with the box display (Wilcoxon 

Signed Ranks test: Z =  2 . 3 , ~  = 0.021), as predicted by hypothesis 8.3. As shown in Figure 

8.7, average ratings were 2.5 for box and 3.5 for separated, on a scale from 1 (very easy) to 

7 (very difficult). Participants commented that the box display made it easier to relate 2D 

and 3D views, allowed them to perform the task without mental rotation, and helped them 

from confusing the 2D views with each other. 

Box Separated 

Figure 8.7: Subjective ratings of difficulty with box and separated displays. 

However, not all participants preferred the box display; overall, 7 preferred box, 3 

preferred separated, and 1 had no preference. One participant who preferred the separated 

display felt it was "more direct" than the box. This variability among participants suggests 

we should include both displays as options in any visualization system. 

90 
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Participants considered both 2D and 3D views to be valuable for the task, 

indicating that further experiments with 2D13D combination displays were worthwhile. 3D 

views were usefbl for understanding the shape of the block figure, building a 3D mental 

model of the space, and making an initial guess at the ball position and height. 2D views 

resolved ambiguity and were therefore useful to determine the precise position and height 

of the ball. 

Support for Hypotheses 

H8.1. Box would be faster than separated. 

This hypothesis was not supported. Although box was faster on average, the time 

difference was not significant. However, the uneven learning effect suggests that the box 

display is faster for novice users. 

H8.2. Box and separated would have similar accuracy. 

Box and separated had similar accuracy on average, but statistical differences 

could not be tested because there were very few errors. 

H8.3. Box would be preferred because the 2 0  views would be easier to relate to 

the 3 0  view. 

This hypothesis was supported (though the reason why box was preferred is 

speculative). 

3.4.2 Orientation Task 

Average time, error, and subjective ratings of difficulty for the orientation task are 

given in Table 8.1. Error values represent the maximum angle between participants' final 

solution and the correct solution. Error averages include only 7 participants because error 

values for 4 participants were corrupt and one participant was very inaccurate on all 

displays and was therefore left out of the error analysis. 
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Table 8.1: Experiment 2B Orientation Task Results 

Separated 1 24.5 f 16.0 1 2.0 f 5.0 1 3.4 f 1.0 

Time (s) 

(n= 1 2) 

There were significant differences between displays only for difficulty ratings 

(Friedman test: x = 10.6, df = 2, p = 0.005). Bonferroni corrected ( p  < 0.01 7) Wilcoxon 

Signed Ranks tests showed that in-place was rated significantly more difficult than box and 

separated displays (p 10.005), as predicted by hypothesis 8.4. Furthermore, 10 out of 12 

participants rated the in-place display least preferred, and only 1 rated it most preferred. 

Participants disliked the in-place display because it was too cluttered, forcing them to turn 

slices on and off. Participants were almost evenly split over whether they most preferred the 

box (5 participants) or separated display (6 participants). Advantages of the box display 

were orientation cues that indicated which slice was which and a natural correspondence to 

input device motion. By contrast, some participants found the separated display more 

simple and clear, and felt it allowed them to more easily focus on one dimension at a time. 

As in the relative position task, participants considered both 2D and 3D displays 

useful. 3D was used to gain a general understanding of the scene and to orient the plane 

approximately, while 2D was helpful for fine-tuning. Since both 2D and 3D appeared to be 

helpful, this idea was tested by comparing 2D13D combination displays to 2D and 3D 

displays alone (see experiment 2B). Either the box or separated display could have been 

selected for further testing; the box display was chosen because it was rated slightly easier 

(even if not significant) and because this would be consistent with the relative position task. 

Error (degrees) 

(n=7) 

Box 

In-place 

Difficulty Rating 
(1 = easy, 7 = difficult) 

(n= 1 2) 

25.3 f 19.2 

23.1 f 16.8 

1.9 f 2.7 

2.2 + 3.2 

3.2 + 1.3 

5.7 f 1.2 
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Support for Hypotheses 

H8.4. In-place would require the most time, have the most errors, and be least 

preferred. This would occur because overlapping views would be difficult 

to interpret and users would turn the views on and OH 
This hypothesis was partially supported. In-place was rated significantly more 

difficult that the other displays and was least preferred. However, there were no significant 

differences in time or error results. 

H8.5. Box and separated would have similar accuracy, but box would be faster. 

This hypothesis was partially supported. No significant differences in timing or 

accuracy were found, suggesting that box and separated have similar accuracy. 

H8.6. Box would be preferred over separated because the 2 0  views would be 

easier to relate to the 3 0  view. 

This hypothesis was not supported. Approximately half the participants preferred 

the box display and half preferred separated. However, those participants who preferred the 

box display appreciated that it made relating the views easier. 

4 Experiment 2B: Combining 2D and 3D Views 

Experiment 2A considered different ways of displaying multiple 2D views in an 

orientation icon 2D/3D combination display. Experiment 2B compared the best of these 

orientation icon displays to other 2D/3D combinations (ExoVis and in-place) and 2D and 

3D displays alone. The same two tasks were studied. 

4.1 Design 

A between-subjects design was used for display type because learning effects were 

observed in experiment 2A (see Figure 8.6); with five displays, such learning effects could 

overshadow display differences. Other factors were within-subjects. A 5 x 5 (display x ball 

height) design for the position task and a 5 x 3 (display x trial type) design for the 
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orientation task were used. Note that there were several design differences from experiment 

2A: 

Between-subjects design (instead of within-subjects). 

Five displays were compared and all but one of these displays differed from 

displays in experiment 2A. 

Five ball heights in the position task (compared to 3 in experiment 2A). 

Trial type (orientation of the torus relative to the view vector) was considered 

in the orientation task analysis. Note that trial type was a post-hoc analysis and 

was not built into the experimental design. 

Each participant completed both tasks with one type of display. Task order was 

counterbalanced. Time, accuracy, and subjective difficulty ratings were measured. For each 

trial, participants also rated their confidence in their answers (for the position task) or 

estimated their error (for the orientation task). 

4.2 Method 

Forty university students (20 male, 20 female) took part in the experiment. 

4.2.1 Relative position task 

Five displays were compared, as described below and shown in Figure 8.8: 

1. 20: orthographic projections from the top, front, and right. These were 

arranged in a box shape so that their orientation matched the direction of pro- 

jection. 

2. 3 0  rotated: two 3D views, rotated 90" relative to one another (similar to St. 

John et al.'s [5 11 "3D" condition). 

3. 30 shadow: a 3D view with a directional light centred above the scene, so a 

shadow of the ball projected directly downwards onto the block beneath it. 

4.  Exol"is: 3D view with 2D projections surrounding it. 

5. Orientation icon ( 0 0 :  side-by-side 3D and 2D views. 2D views were 

arranged as in the 2D condition. This is the closest condition to St. John et al.'s 

"2D" condition (but their 2D views were not arranged in a box shape). 
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3D Shadow Orientation Icon ExoVis 

Figure 8.8: Displays for the experiment 2B relative position task. 

The procedure and task were the same as experiment 2A, with the following 

exceptions. Because participants in experiment 2A were very good at estimating ball height, 

the task was made more difficult by allowing half unit heights. Five answers were possible 

(0, 0.5, 1, 1.5, or 2). Participants completed 5 trials and 20 experimental trials (4 

with each of the 5 ball heights) with one of the 5 displays. The same sequence of blockhall 

scenes was shown for each display, so only the type of view differed. Following each trial, 

participants rated their confidence in their answer for that trial (on a 7-point rating scale). 

In a post-trial questionnaire (see Appendix 2), participants gave opinions of the display and 

rated the difficulty of task components (overall difficulty, mental effort, understanding 

block shape, understanding which cube the ball was above, and estimating the ball's 

height). A sample screenshot of the experimental software is shown in Figure 8.9. 
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Figure 8.9: Screenshot of the position task experimental software. 
Participants press one button at the bottom of the screen to choose their answer. This 

example shows the setup for Experiment 2B (5 possible answers). Experiment 2A had a 
similar setup with only 3 possible answers. 

4.2.2 Orientation task 

Five displays were compared, as described below and shown in Figure 8.10: 

1. 20: slices through the middle of the torus, perpendicular to the three major 

axes. Slices were arranged in a box shape so their relative orientations were 

unchanged. 

2. 30: Projection of a 3D scene containing the torus and plane. Orthographic pro- 

jection was used so the objects appeared as if they were viewed up close. 

3. Clip Plane: 3D view that users could interactively cut through the middle with 

clipping planes perpendicular to the three major axes. Clip planes removed 

everything in front of them. 

4. ExoVis: 3D view with 2D slices surrounding it. 

5. Orientation icon ( 0 0 :  side-by-side 3D and 2D views. 2D views were 

arranged as in the 2D condition. 
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Figure 8.10: Displays for the experiment 2B orientation task. 
Approximately correct orientations are shown. Clip plane display shows a torus that has 

been cut by two orthogonal clip planes (yellow and cyan). 

The procedure was the same as experiment 2A, with the following exceptions. 

Because participants in experiment 2A found some orientations very awkward with the 

input device, orientations were constrained to be less than 56' from horizontal; this angle 

was determined by trial and error. The series of torus orientations was identical for all 

participants. Participants completed 5 practice trials and 16 experimental trials. Because 

participants in experiment 2A occasionally had trouble clicking two buttons at once, trials 

were ended by double-clicking. After each trial, participants estimated their error (in 

degrees) and typed this number at a prompt. In a post-trial questionnaire (see Appendix 2), 

participants rated the difficulty of task components and gave opinions of the display. 

4.3 Hypotheses 

4.3.1 Relative Position Task 

H8.7. 2 0  would be faster and more accurate than 3 0  rotated. (This is a replica- 

tion of the results of St. John et al.[5 11). 
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H8.8. 3 0  shadow would be fastest, but estimating height would be difJicult so 

there would be many errors. 

H8.9. 01 and Exo Vis would have fewer errors than all other displays and be 

faster than 3 0  rotated and 2 0  displays. 

H8.10. 01 and Exo Vis would evoke the highest confidence that answers were cor- 

rect. 

H8.11. OI, Exo Vis, and 3 0  shadow displays would be liked better than 2 0  and 3 0  

rotated displays. 

4.3.2 Orientation Task 

H8.12. 3 0  would be fastest but least accurate. 

H8.13. Clip plane would be slow and inaccurate because users would switch 

slices on and offto reduce occlusion. 

H8.14. 20,  01, and Exo Vis displays would be equally accurate, but 01 and Exo- 

Vis displays would be faster since 3 0  supports approximate navigation. 

H8.15. 2 0  display users wouldpredict they were less accurate than they actually 

were (because they would not have a good understanding of the scene and 

would therefore not be confident in their answers). Other display users 

would accurately predict their own accuracy. 

H8.16. 01, Exo Vis, and 3 0  would be liked better than 2D and clip plane displays. 

4.4 Results 

This section summarizes the results of experiment 2B. More detailed statistical 

tables may be found in Appendix 3. 

Unless otherwise specified, quantitative (interval data) results were analyzed using 

ANOVA followed by pairwise comparisons (for within-subjects' variables) or Tukey HSD 

post-hoc tests (for between subjects' variables). To reduce skew, timing and error data were 

transformed (square root for position task errors and natural logarithm for timing data and 

orientation task errors). Rating scale results were analyzed using Kruskal-Wallis tests 

followed by Bonferroni corrected Mann-Whitney tests. 
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4.4.1 Relative Position Task 

Timing and total error data were analyzed by 5 x 5 (ball height x display) ANOVA. 

Average trial time is shown in Figure 8.1 1. ANOVA found significant main effects for 

height (F(4,140) = 2 1 . 9 , ~  < 0.001, q pZ = 0.385) and display (F(4,35) = 8 . 3 , ~  < 0.001, q ,2 
= 0.485) and a significant interaction between height and display (F(l6,14O) = 2.5, p = 

0.002,q p2 = 0.225). Notice that both the F value and q p2 value are rather low for the 

interaction, indicating that the interaction effect is small and the significant result probably 

occurs partially because of the large number of samples. Thus, display and height effects 

are likely relatively independent. On average, 3D shadow was significantly faster than all 

other displays (p < 0.0 15), as predicted by hypothesis 8.8.2D, 3D rotated, ExoVis, and 0 1  

were not significantly different, contradicting hypotheses 8.7 and 8.9. On average, height 

0.0 was significantly faster than all other heights (p < 0.003), and height 0.5 was faster than 

heights 1 .O and 2.0 (p < 0.0 1). 

Position Task Timing Data 

3D rotated 

2D 
or 
ExoVis 

3D shadow 

0 0.5 1 1.5 2 
Ball height 

Standard Deviation 
Height 20 30 Rotated ExoVis 01 30 Shadow 

0 13 13 6 13 1 
0.5 12 28 7 10 3 

1 16 19 14 12 9 
1.5 21 20 15 12 4 

2 16 22 12 12 5 

Figure 8.11: Timing data for the experiment 2B relative position task 

Details of the display * height interaction follow. At heights 0.0 and 0.5,3D 

shadow was significantly faster than all other displays ( p  < 0.0 16 ). At heights 1.0 and 1.5, 
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3D shadow was significantly faster than 2D and 3D rotated displays (p I 0.029 ). At height 

2.0,3D shadow was significantly faster than 3D rotated (p = 0.036). For the 2D display, 

height 0.0 was significantly different from height 1 .O (p = 0.039). For 3D rotated, height 0.0 

was significantly different from all other heights except 1.5 (p I 0.036). For ExoVis, height 

1.0 was significantly different from heights 0.0 (p = 0.017) and 0.5 (p = 0.04). For 3D 

shadow, height 0.0 was significantly different from all other heights (p 5 0.021 ) and height 

0.5 was significantly different from heights 1.0 (p = 0.001) and 2.0 (p < 0.001). Heights 

were not significantly different with the 01 display. 

Position Task Errors 

Total errors (sum over all participants) are given in Figure 8.12. ANOVA found 

significant main effects for height (F(3.7,128.5) = 6 . 2 7 , ~  < 0.001, q ;= 0.152) and display 

(F(4,35) = 5.1, p = 0.002, q pZ = 0.367) and a significant interaction between height and 

display (F(14.7,128.5) = 3 . 3 , ~  < 0.001, q p2 = 0.273). Notice that the q pZ value is much 

larger for display than for height or the interaction between height and display, indicating 

that display has the largest effect on errors. 

0 0.5 1 1.5 2 
Ball height 

Figure 8.12: Errors for the experiment 2B relative position task. 

01  had significantly fewer errors on average than 3D rotated and 3D shadow (p < 

0.041) and marginally significantly fewer than 2D (p = 0.056). ExoVis had significantly 

fewer errors than 3D rotated (p = 0.048). These results support hypotheses 8.8 and 8.9. 

Height 1.5 had significantly more errors than heights 0 and 0.5 (p = 0.0041, and marginally 
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significantly more errors than 2.0 (p = 0.089). There were no significant differences 

between displays for height 0.0. At height 0.5,3D rotated had significantly more errors than 

all other displays (p < 0.026), supporting hypotheses 8.7 and 8.9. At 1.0, 3D rotated had 

more errors than 0 1  ( p  = 0.03). Displays were most different at height 1.5, where 01  was 

better than 3D rotated and 3D shadow (p = 0.002) and marginally significantly better than 

2D (p = 0.062), and ExoVis was marginally significantly better than 3D rotated and 3D 

shadow (p = 0.09). At height 2.0,OI was significantly better than 3D shadow (p = 0.035) 

and ExoVis was marginally significantly better than 3D shadow (p = 0.054). 

Figure 8.13 shows average error size (in sub-block-sized units) for each display 

type. Although 3D shadow had a large number of errors (see Figure 8.12), almost all of 

these errors (34 out of 36) were incorrect by only 0.5 height units (see Figure 8.13). This 

indicates that participants understood the ball's position, but slightly misjudged the height. 

The size of errors for 0 1  and ExoVis tended to be large (see Figure 8.13), but these methods 

had far fewer errors than the other displays (see Figure 8.12). 2D and 3D rotated displays 

had both large numbers of errors and fairly large error amounts. 

Figure 8.13: Average error size in the experiment 2B position task. 
Correct answers (i-e. zero error) are not included in the averages. 

Error bars show standard deviation. 

Since the number of errors varied for different displays, sample sizes for the error 

amount measure differed and some samples were very small. Error amount data was 

therefore analyzed using nonparametric tests because they are more robust than parametric 

tests with these conditions. The Kruskal-Wallis test showed an overall significant 

difference between displays (X = 16.0, df = 4, p = 0.003). One-tailed Bonferroni corrected 
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(p < 0.005) Mann-Whitney tests, corrected for ties, showed that 3D shadow had 

significantly smaller errors than all other displays ( p  I 0.005 ). 

Subjective Ratings 

Subjective ratings showed similar trends for all questions. As shown in Figure 

8.14,OI and ExoVis were well liked and evoked high confidence that answers were correct. 

3D shadow was next best, then 3D rotated, and lastly 2D. The Kruskal-Wallis test showed 

marginally significant differences between displays for confidence (X = 9.2, df = 4, p = 

0.055) and significant differences for likeability (X = 17.2, df = 4, p = 0.002). One-tailed 

Bonferroni-corrected (p < 0.005) Mann-Whitney tests, corrected for ties, showed that 2D 

was significantly less likeable than ExoVis (p = 0.001) and 01 (p = 0.002). 

Likeability rn Confidence 

di 
2D 3D 3D ExoVis 01 

rotated shadow 

Figure 8.14: Display likeability and inspired confidence for the experiment 2B 
position task. 

Subjective ratings of difficulty are summarized in Figure 8.15. Difficulty trends 

were similar to confidence and likeability, except that 3D rotated displays were rated quite 

easy for understanding the block shape, but very difficult for understanding ball position 

and height. 



Chapter 8: Experiment 2 - Orientation & Position 

- -+ - -2D  ---t-- 3D rotated - + - 3D shadow 

- - - A - - - l 3 o V i s  u 0 1  

Standard Deviation 
Overall Mental Block Ball Ball 
Difficulty Effort Shape Position Height 

2 0  2.0 1.7 1.8 1.6 1.8 
3 0  rotated 1.4 1.5 I .5 1.6 1.6 
3 0  shadow 1.3 1.6 1.4 0.7 1.4 
Ex0 Vis 1.3 1.6 1.3 1.7 1.6 
01 0.8 1.1 1.1 1.0 1.1 

Figure 8.15: Ratings of difficulty for the experiment 2B position task. 
ExoVis and 3D rotated are sorted in increasing order. 

Kruskal-Wallis tests showed significant differences between displays for overall 

difficulty (X = 13.4, df = 4 ,p  = 0.01 I), understanding block shape (X = 12.2, df = 4,p = 

0.016), and understanding ball position (x = 10.4, df = 4, p = 0.034). One-tailed 

Bonferroni-corrected (p < 0.005) Mann-Whitney tests, corrected for ties, were used to 

perform pairwise comparisons. The overall task was significantly more difficult with 2D 

compared to 01  (p = 0.005) and with 3D rotated compared to 01  (p = 0.002). Understanding 

block shape was significantly more difficult with 2D than with 0 1  Cp = 0.003) or ExoVis (p 

= 0.004). 

As a caveat, note that subjective rating scale results in this study are compared 

between-subjects. Hence, there is a possibility the differences between displays are a result 
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of differences in how individual participants answered the rating scale questions (e.g., an 

answer that is considered high by one participant may be considered low by another). 

Support for Hypotheses 

H8.7. 2 0  would be faster and more accurate than 3 0  rotated. 

This hypothesis was partially supported. 2D was significantly more accurate than 

3D rotated for height 0.5.2D was also faster on average, but this difference was not 

significant. 

H8.8. 3D shadow would be fastest, but estimating height would be difJicult so 

there would be many errors. 

This hypothesis was supported. 

H8.9. 01 and Exo fis would have fewer errors than all other displays and be 

faster than 3 0  rotated and 2 0  displays. 

This hypothesis was partially supported. 0 1  and ExoVis had the fewest errors and 

were faster on average than 3D rotated and 2D displays. However, the timing difference 

was not significant. 

H8.10. 01 and Exo Es would evoke the highest confidence that answers were cor- 

rect. 

This hypothesis was supported by the general trends, but pairwise comparisons for 

confidence did not show any significant results. 

H8.11. 01, Exofis, and 3 0  shadow displays would be liked better than 2 0  and 3D 

rotated displays. 

This hypothesis was supported by the overall trends and the differences were 

significant for 01 and ExoVis compared to 2D displays. 
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4.4.2 Orientation Task 

Based on observations and participants' comments, in the 3D condition, trials 

where the side ofthe torus was visible seemed to be easiest. Participants knew the plane was 

aligned when it became a simple line and/or aligned with the symmetry of the torus. Thus, 

trials were divided into 3 types: side trials (the torus hole was not visible), top trials (full 

extent of the hole was visible), and other trials (the hole was partially visible). Examples of 

these three trial types are shown in Figure 8.16. Note that the three trial types were 

distributed relatively evenly over the duration of the experiment, so order effects should 

balance out even though this was not built into the design. Timing and error results were 

then analyzed by 3 x 5 (trial type x display) ANOVA. 

Figure 8.16: Trial types in the experiment 2B orientation task. 

Orientation Task Timing Data 

Average trial time is summarized in Figure 8.17. ANOVA found significant main 

effects for trial type (F(1.9,67.8) = 4 . 9 , ~  = 0.01 1, 11 := 0.124) and display (F(4,35) = 3.9, 

p = 0.01, q p2 = 0.308) and a significant interaction between trial type and display 

(F(7.7.67.8) = 4 . 5 , ~  < 0.001, 11 : = 0.340). 
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Plane 
Standard Deviation 

Side Top Other 
20 19 15 18 
30 9 13 14 
Ex0 Vis 20 32 24 
01 14 22 18 
Clip plane 22 34 28 

oc -77 
Side TOP Other 

Figure 8.17: Timing data for the experiment 2B orientation task. 

The clip plane took significantly longer than the 3D display (p = 0.008), and 

marginally significantly longer than ExoVis (p = 0.059), supporting hypothesis 8.13. Side 

trials were faster than other trials (p = 0.012). Differences between displays were only 

significant for top trials, where clip planes took significantly longer than 2D, 3D, and 

ExoVis (p < 0.034). The difference between 01  and 3D was marginally significant (p = 

0.052). There were marginally significant differences between 3D and clip plane (p = 

0.05 1) and 3D and 2D (p = 0.095) for side trials. These results support hypotheses 8.12 and 

8.13, but contradict hypothesis 8.14 (since there was no significant differences among 2D, 

ExoVis, and 01). For 2D displays, top and other trials were significantly different (p = 

0.046). For 3D displays, other trials were different from both top and side trials (p < 0.008). 

For clip planes, top trials were different from side and other trials (p < 0.009). No significant 

trial type differences were found for 01  or ExoVis displays. 

Orientation Task Error 

Error data are given in Figure 8.18. ANOVA found significant main effects for 

trial type (F(2,70) = 1 5 . 4 , ~  < 0.001, q p2 = 0.305) and display (F(4,35) = 7 . 3 , ~  < 0.001, 

q pZ = 0.454) and a significant interaction between trial type and display (F(8,70) = 3 . 6 , ~  

= 0.002, q pZ = 0.291). 
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Standard Deviation 
Side Top Other 

30 2.1 3.8 3.7 
Clip plane 2.0 3.7 4.4 
Ex0 Vis 1.6 1.9 1.5 
20 1.1 1.6 1.4 
01 1.0 1.2 0.8 

Side TOP Other 
Trial Type 

Figure 8.18: Error in the experiment 2B orientation task. 

The 3D display had significantly more error than 2D and 01  (p < 0.006), 

supporting hypothesis 8.12. Clip plane had more error than 01  (p = 0.008) and marginally 

significantly more error than 2D (p = 0.052), supporting hypothesis 8.13. Side trials had less 

error than top and other trials (p < 0.002). No significant differences between displays were 

found for side trials, suggesting that 3D can be just as accurate as 2D and combination 

displays for these trials. However, for top and other trials, 3D displays were significantly 

worse than all displays except clip planes (p < 0.05). Clip planes were worse than 0 1  for 

other trials (p = 0.002) and marginally significantly worse for top trials (p = 0.069). Trial 

types were only significantly different for 3D and clip plane displays. For 3D displays, side 

trials had significantly less error than all other types (p < 0.001), and for clip planes, side 

trials had less error than top trials (p = 0.021) and marginally significantly less error than 

other trials (p = 0.075). 

Ability to Predict Error 

By subtracting the actual error on each trial from the participant's estimated error 

(typed at a prompt following each trial), we obtain a measure of how well participants could 

predict their own accuracy, as summarized in Figure 8.19. For this measure, ANOVA 

showed significant differences between displays (F(4, 35) = 2.7, p = 0.045, q pZ = 0.238) 

and trial types (F(2, 70) = 4 . 5 , ~  = 0.014, q p2 = 0.1 15) and a significant interaction between 

display and trial type (F(8, 70) = 3 . 8 , ~  = 0.001, 11 pZ = 0.301). Low q values for both 

main effects indicate that the interaction between display and trial type may have a larger 

effect on ability to predict error than either factor alone. 
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BN Side .Top Other Standard Deviation 
Side Top Other 

20 2.788 2.508 2.854 
30 3.021 4.43 4.723 
EXoVis 1.998 2.67 2.226 
01 2.574 2.708 2.277 
Clip Plane 4.725 6.797 6.415 

Figure 8.19: Ability to predict orientation accuracy. 

As shown in Figure 8.19,2D and 01 participants consistently overestimated their 

error, whereas 3D participants underestimated their error. These results support hypothesis 

8.15 for 2D, but contradict the hypothesis for 3D and 01. The results suggest potential 

problems for 3D displays (because users may be overconfident in their accuracy) as well as 

2D and 01 displays (because users may take excessive amounts of time before they feel 

confident in their performance). The problem with 3D displays was likely that participants 

could not always see changes in plane orientation, depending on the orientation of the 

camera relative to the torus. For 2D, participants may have overestimated their error 

because they did not feel confident in their 3D understanding of the scene; however, this 

does not explain why 01 participants had similar results. ExoVis and clip plane participants 

were best able to predict their own accuracy. 

For this measure, there was a significant difference between 3D and 2D (p = 

0.041), and a marginally significant difference between 3D and 01 ( p  = 0.079). However, 

these differences did not exist for all trial types. For top trials, 3D was significantly different 

from both 2D (p = 0.028) and 01 O, = 0.021) and for other trials 3D was marginally 

significantly different from 2D (p = 0.071). There were no significant differences between 

displays for side trials, suggesting that people can closely predict orientation accuracy with 

3D displays when a good view is available. 

Subjective Rating Scale Results 

Subjective rating scales did not show significant differences between displays. 
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Support for Hypotheses 

H8.12. 3 0  would be fastest but least accurate. 

This hypothesis was supported. 

H8.13. Clip plane would be slow and inaccurate because users would switch 

slices on and offto reduce occlusion. 

This hypothesis was supported. 

H8.14. 20,  01, and Exo Yis displays would be equally accurate, but 01 and Exo- 

Yis displays would be faster since 3 0  supports approximate navigation. 

This hypothesis was partially supported - there were no significant accuracy 

differences between 2D, 01, and ExoVis, as expected, but times were also not significantly 

different. 

H8.15. 2 0  display users would predict they were less accurate than they actually 

were. Other display users would accurately predict their own accuracy. 

This hypothesis was partially supported. As expected, 2D display users 

overestimated their error and ExoVis and clip plane display users predicted their error quite 

closely. However, 01  display users unexpectedly overestimated their error and 3D display 

users underestimated their error. 

H8.16. 01, Exo Yis, and 3 0  would be liked better than 2 0  and clip plane displays. 

This hypothesis was not supported by rating scale results, but was supported 

qualitatively. 

4.5 Discussion 

4.5.1 Relative Position Task 

Overall, the results indicate that 3D rotated displays are not effective for relative 

positioning, replicating the results of St. John et al. [5 11. Based on observations and 

participants' comments, common problems with this display were difficulties estimating 
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ball height (especially for high heights and 112 unit heights) and difficulty relating the 2 

views. Four of the eight participants who used the 3D rotated display felt the 2 views 

sometimes conflicted with one another, even though they knew otherwise. This occurred 

because the ball position was ambiguous in any one view, and one possible ball position 

sometimes visually dominated over other possibilities. It is possible that this type of 3D 

display may be substantially improved by allowing interactive rotation rather than only 

mental rotation, since relating the views should be easier. However, the time cost associated 

with rotating the view could be large. 

Unlike 3D rotated, the 3D shadow display was very fast and received moderate 

ratings. Almost all participants who used this display commented that the major difficulty 

was estimating ball height. Error data also indicated this difficulty. Several participants 

either requested a ruler or were observed using their hand as a measuring tool, indicating 

that 3D shadow displays could be very effective for relative positioning with the addition 

of measurement tools. Alternatively, designers could use a point light instead of a 

directional light so the shadow size would indicate height. Because estimating height was 

users' biggest difficulty with this display, likeability, confidence, and ease of use would be 

expected to increase if measurement cues were added. 

Nevertheless, shadows would not always be effective because the light must be 

placed in a very specific location relative to the objects of interest (e.g., if the light was 

slightly off to the side the light may be less effective). In addition, shadows can be hard to 

interpret and costly to render in scenes with complex or dense geometry (e.g., volume data 

sets). As computing power increases, we can compute, collect, and store larger and larger 

amounts of data, such that complex and dense information spaces are becoming 

increasingly common. Thus it is useful to consider 2D displays as an alternative way of 

resolving position ambiguity. ExoVis and 01 had few errors, moderate time, and high 

ratings on all scales, indicating that combination 2Dl3D displays are a better choice than 2D 

alone for relative positioning tasks and should be chosen when 3D + shadow displays are 

not practical and/or 3D measurement tools are unavailable. 

A fairly small number (8) of participants were in each experimental group in this 

study. This restriction was necessary for practical reasons: running a large multivariate 
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study with many participants is difficult. Having a smaller number of participants per group 

allowed the study to include more groups and hence examine a broader scope of variables. 

However, the small group size also means that differences in spatial ability could be a 

potential confound in the experiment. To check for this, the groups' previous experience 

with 3D computer graphics were compared (based on the background questionnaire in 

Appendix 2). All groups had very similar average experience, except the ExoVis group, 

which had slightly lower experience. Furthermore, timing data trends were checked after 

removing outliers (exceptionally slow or fast participants). The only difference was that 2D 

became slower than 3D rotated. This indicates that the conclusion that 2D/3D combination 

displays are better than 2D or 3D rotated displays is sound. If anything, with larger groups 

we might expect better performance with ExoVis and worse performance with 2D displays. 

4.5.2 Orientation Task 

Participants' comments and the experimenter's observations provided interesting 

insight into the displays. Most people using the 2D display did not appear to naturally 

understand how to move the input device to progress towards their goal. Progress was 

generally made by trial and error, and by focusing on one dimension at a time. Availability 

of the 3D view produced more directed and coordinated movements. 

01  and ExoVis participants tended to move quickly to an approximate solution 

using the 3D view, and then fine-tune individual dimensions using the slices. Some clip 

plane participants used a similar strategy, turning off all slices to get an approximate 

solution, and then using one slice at a time to adjust each dimension. Other clip plane 

participants started with the default view (2 slices); however, this view was only liked by 

one participant. It is likely that the others used it only because it did not require changing 

any settings. Most participants found it difficult to work with more than one clip plane at a 

time, and found switching between dimensions difficult and annoying, for at least two 

reasons. First, to switch dimensions users either had to randomly try input device buttons 

to find the correct one or move their eyes from the screen to the input device to match up 

the colours. Second, users would often correctly orient the plane in one dimension and then 

find that this action had altered the orientation in other dimensions. 
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As for the position task, time and error data were analyzed without outliers in case 

differences in spatial ability strongly influenced the results. Removing one very slow 

participant resulted in a faster average time for ExoVis (similar speed to the 3D display). 

This matches the prediction that ExoVis participants might perform more poorly than other 

groups because they had less 3D graphics experience. No other changes in timing or error 

trends were found, indicating that the conclusions reached in this experiment are valid. 

5 Conclusions 

These experiments suggest that 3D displays with appropriate cues (e.g., shadows) 

are good for approximate orientation and positioning tasks. 3D displays were not useful for 

precise positioning (although this might change if measurement tools were added) or 

precise orientation (except when a good view was available). Clip planes and in-place 2D 

slices were also not useful for precise orientation, probably because users had to switch 

back and forth between different slices and could not use several slices at once. Although 

2D displays were reasonably effective for precise orientation and relative positioning, users 

were more comfortable with ExoVis and orientation icon displays. Box orientation icon 

displays were slightly better than separated orientation icon displays for relative positioning 

by novice users, but both box and separated displays had advantages and were well-liked 

by some people. 



Chapter 9: 
Experiment 3 - 

Qualitative Exploration 

1 Overview and Objectives 

Experiments 1 and 2 imposed severe limitations on interactivity to carefully 

control experimental conditions. For example, participants could not rotate 3D views or 

change 2D slice positions. These restrictions allowed collection of good quantitative data 

to compare the displays, but restricted the practical value ofthe results since most real world 

systems are interactive. In addition, the experiments used abstract data sets (block shapes, 

spheres, tori, etc.) so the results could be applicable to many domains. However, it was 

uncertain to what extent the results would be similar for real world data sets and situations. 

Experiment 3 was a qualitative exploration that addressed the issues above. 

Objectives of the experiment were to: 

Compare display types in interactive situations. 

Consider a more specific domain (volume visualization) to see whether the 

results would be similar to results with abstract data sets. 

Identify important factors that contribute to preferences and usefulness of 2Dl 

3D displays. 

Results of Experiment 2 (see chapter 8) indicated that both 2D and 3D views were 

valuable for orientation and relative positioning tasks. However, the results did not show 

clear quantitative differences between orientation icon and ExoVis 2Dl3D combination 
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displays. Hence, in experiment 3 these two displays were compared qualitatively, to try to 

identify when each display is most useful. The separated 01 display was chosen rather than 

the box 0 1  display to expose participants to the widest possible range of display ideas 

(including the idea of viewing slices straight-on), to determine which display features were 

important. This also allowed the experiment to consider whether it would be better to view 

slices straight-on or at an angle in interactive situations. 

2 Design 

ExoVis and 01  displays were compared (see Figure 9.1 and Figure 9.2). A within- 

subjects design was used so participants could give opinions of both displays. Order of 

presentation was counter-balanced. Subjective ratings of preference and difficulty were 

obtained along with qualitative inquiry results. 

3 Method 

Participants positioned a green box-shaped "volume of interest" (VOI) around an 

anomaly in a volume data set. Such VOI tasks are common in 3D imaging; they allow users 

to study interesting subregions separately from the volume as a whole. A tomato data set 

was selected so that detailed domain knowledge (e.g., medical knowledge) would not be 

necessary and university students could be participants. 
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Figure 9.1: ExoVis display for experiment 3. 
Placeholders are shown as wireframe planes. 
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colour (yellow, cyan, or magenta) and placeholders were assigned the same colour as the 

slice they represented. Participants could hide the placeholders or change their rendering 

style (solid, semi-transparent, or wireframe). The 3D view (for the orientation icon display) 

and the entire ExoVis scene (for the ExoVis display) could be rotated via mouse input. 2D 

views showed grayscale images of the current slices, where the anomaly appeared as a 

bright white spot. Slices could not be reoriented, but could be translated back and forth via 

mouse input to scroll through the entire data set. Slices could also be hidden using check 

boxes. A green wirefiame box represented the VOI. Its position and size in the 3 dimensions 

could be altered via sliders. Sliders were coloured to match the three slices (yellow, cyan, 

or magenta) so that colours could be used to identi@ the slider that would move the green 

box along a particular axis. Interaction methods were identical for both displays. 

Interaction techniques were largely separated from the display to make the 

interaction consistent and focus on display organization. These interaction methods were 

not expected to be well liked, but were expected to be sufficient to compare the two 

displays. Furthermore, participants' discontent with the interaction methods were used to 

initiate discussions about how they would like to interact with the displays they had 

experienced. 

During the experimental task, the experimenter used contextual inquiry (asking 

questions while the task was being performed) to understand what strategy participants 

were using, what parts of the display they were viewing, and any problems they were 

having. After participants tried the task with both displays, the experimenter conducted a 

semi-structured interview, asking both open-ended questions and closed-ended rating scale 

questions regarding how much participants agreed or disagreed with the following 

statements about each display: 

The display was.. . 
Easy to learn 

Clearly organized 

Easy to use 

With the display it was easy to.. . 

Complete the assigned task 
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Relate 2D and 3D views 

Move the slices 

Determine whether the anomaly was enclosed by the box 

Adjust the box size 

Interview questions and observation guidelines used by the experimenter may be found in 

Appendix 2. 

Six computer science or engineering graduate students (3 male and 3 female) and 

two computer science professors (1 male and 1 female) participated in the experiment. Half 

of the participants had taken part in either experiment 2A or 2B; the others had not taken 

part in either previous experiment. All participants were previously known to the 

experimenter and were selected for their strong communication skills, to ensure the 

interview would be informative. 

4 Results 

Average rating scale results are shown in Figure 9.3. ExoVis was rated better on 

average than 01 for all rating scale agreeldisagree questions. In addition, five out of eight 

participants said they preferred ExoVis overall. Of the other three, two preferred 01  and the 

other had no preference. Wilcoxon Signed Ranks tests showed that ExoVis was rated 

significantly easier for relating 2D and 3D views (2 = 2.3, p = 0.023), learning (2 = 2.3, p 

= 0.023), and overall use (2 = 2 . 1 , ~  = 0.038). For more detailed statistical tables, see 

Appendix 3. 
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Standard Deviation 

Clearly organized 
Relate 20 & 30 
Easy to learn 
Easy to use 
Complete task 
Move slices 
Determine if anomaly enclosed 
Adjust box size 

Ex0 Vis 
0.9 
1.5 
1.2 
1 .o 
1.5 
1.7 
1.6 
1.6 

Figure 9.3: Rating scale results, sorted by decreasing average rating for ExoVis. 

Participants liked ExoVis because relating the 2D and 3D views was easier. 

Relying on colours alone (in the orientation icon display) was possible but required more 

effort. One participant said ExoVis was especially helpful for relating the views when the 

3D view was rotated, an important factor in interactive systems. A second major advantage 

of ExoVis was that people could see all parts of the display at once, so they did not have to 

move their eyes back and forth between 3D and 2D views. This was especially helphl when 

translating slices back and forth. In addition, one participant commented that ExoVis was 

"more natural to use", and a second participant said ExoVis gave a better feeling of control 

over the actions. The participant who had no display preference claimed that she  did not 

use the 3D view. Notice that viewing 2D slices obliquely (in ExoVis) did not appear to be 

a detriment for this participant. 

118 
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I observed several different approaches to complete the VOI task, including: 

Widest slice strategy: first translate the three slices back and forth until each 

slice shows the largest possible white spot. Then adjust the box position and 

size so that it encloses the anomaly in these slices. 

30  approximation strategy: first use the 3D view to get the box in 

approximately the correct position. Then use the slices for fine-tuning and 

confirmation. 

Slice approximation strategy: first translate the slices so they show part of the 

anomaly. Translate the box to approximately the correct position. Rotate the 

3D wirefiame view andlor translate the slices to confirm box placement. 

30  only strategy: Rotate the 3D wirefiame view so the camera points directly 

down one of the major axes. Adjust the box position so it is correct in the other 

2 dimensions. Then repeat with the camera pointing down a different axis to 

complete the task. 

Strategies that focused primarily on 2D views (e.g., widest slice strategy) worked 

quite well with both displays. Strategies that only used the 3D view a little also worked 

reasonably well (e.g., slice approximation and 3D approximation strategies). However, 

ExoVis caused serious problems for the 3D only strategy because of occlusion. 

Specifically, when the camera was positioned so it pointed along a major axis, either the 3D 

view occluded one of the slices or vice versa, making the task very difficult. The other two 

slices were seen from the side so they appeared as lines. Seeing slices from the side or from 

oblique angles was annoying to participants who used both 2D and 3D views and wished to 

view the slice contents. However, the participant who chose the 3D only strategy actually 

found the lines helpful because the colours identified which slider would move the box in 

a particular direction (the placeholders also served this function but the participant found 

both together useful). This meant that slhe did not want to turn the slices off permanently. 

At the same time, s h e  did not want to manually move slices or turn them on and off every 

time s h e  changed the view orientation, and instead wanted them to move automatically as 

the camera was moved to reduce occlusion. Such an automated placement algorithm is an 

interesting topic for future work. 



Chapter 9: Experiment 3 - Qualitative Exploration 

Displaying slices straight on was the main advantage of the 01 display and the 

main disadvantage of ExoVis. Flat slices were considered useful for precise positioning 

(because of higher resolution and lower distortion) and for comparing more than one data 

set (because slices could be placed side by side). Three participants suggested that the best 

display would be ExoVis with an option to view slices straight-on. However, participants 

disagreed on how to specify when straight-on viewing should be used; some participants 

wanted to use a mouse click, but others wanted a less intrusive mechanism. One participant 

suggested having both oblique and non-oblique slices visible simultaneously to reduce the 

need for mouse clicks; however, this would require extra screen space that may not be 

available. Hence, future studies are needed to consider the best method of switching 

between ExoVis slices and non-oblique versions. 

One important problem with the 01  display was that slices were too far away from 

the 3D view, so users had to make large eye movements. Slices were organized in an L- 

shape to represent an open box (like with CAD multi-view projections); however, most 

participants did not realize this or find it useful. Instead, they suggested placing the slices 

in a vertical row or surrounding the 3D view (as in the ExoVis display except with slices 

flat on the screen) to bring them closer to the 3D scene. 

Another important factor was interaction technique. Participants wanted direct 

manipulation for all scene components. Mode buttons (to spec@ which object was being 

manipulated) were annoying and distracted users from their task. Hence, the best interaction 

technique would probably allow users to specify which object to manipulate by simply 

pointing at the object or a specific part (e.g., an edge). Implementing this type of direct 

interaction may be more challenging with ExoVis because there are more objects in the 

scene. Additional research is needed to determine how many objects could be placed in a 

scene before this interaction technique would no longer be manageable. 

5 Conclusions 

Experiment 3 identified many factors that influence which display is most 

appropriate for a task. These factors were ease of relating views, interaction technique, 
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personal strategy, physical proximity of views that were used together, viewing slices from 

oblique angles, and occlusion. Neither display used in this experiment was ideal for the VOI 

positioning task, so both require modifications. ExoVis had problems with occlusion and 

oblique viewing of slices, whereas the orientation icon display was difficult for relating 

different views and some views were too far apart. A modified ExoVis display may be a 

good choice for this VOI positioning task, but future work is needed to automatically reduce 

occlusion as the camera is moved and to allow users to interact directly with slices and view 

them straight-on without occluding other parts of the scene. 
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Discussion 

Experiment 1 showed that organizing 2D and 3D views in different ways affects 

the difficulty of mentally registering 2D and 3D views. Specifically, mental registration was 

easiest with in-place displays, moderate with ExoVis displays, and most difficult with 

orientation icon displays. From these results, we might be tempted to naively assume in- 

place displays are always best and orientation icon displays are always worst. However, 

Experiments 2 and 3 showed that this was not the case. Participants in Experiment 2B 

performed very poorly with the in-place (clip plane) display; participants also disliked in- 

place displays in both experiments 2A and 2B because they had serious occlusion problems. 

No conclusive quantitative difference between orientation icon and ExoVis displays was 

found. Qualitative results showed that the best display for a task depended on many factors, 

such as user preference, strategy, temporal separation of 2D and 3D task components, 

physical proximity of views, and difficulty of precise judgements with oblique views. 

(More details of these factors are below.) Mental registration was only one of these many 

factors, and often not the most important one. 

Experiments 2A and 2B (see chapter 8) showed value in combining 2D and 3D 

views for relative positioning and orientation tasks. 3D views were very useful for building 

a 3D understanding of the scene and getting an approximate solution, while 2D views were 

better for precise judgments. Precise judgments with 3D displays were only sometimes 

possible (e.g., when a good viewpoint was available). Experiment 3 (see chapter 9) agreed 

with these uses of 2D and 3D views, but also showed the importance of individual variation. 

For example, some users could perform precise tasks with 3D views alone by using rotation, 
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whereas others found this too confusing and preferred to use 2D views alone or, more 

commonly, both 2D and 3D together. Allowing more interaction also led to wide variations 

in task strategy. 

Since having both 2D and 3D views can be useful, what is the best way to combine 

them? The orientation task results indicate that 01  and ExoVis methods are better than clip 

planes, because clip planes force users to physically and cognitively switch between 

individual slices and a complete 3D view. Hence, for tasks that require integrating 

information from several slices, clip planes are not appropriate. Clip planes may be more 

useful when only one slice is needed, when slices can be used sequentially, or when 

complete slices are unnecessary (e.g., when users can work with a small box cut out of a 3D 

scene). 

Orientation cues provided by ExoVis and 01  box methods were valuable, 

especially while participants were learning the tasks and displays. This was particularly 

important for novice users with little 3D graphics or CAD experience. Orientation cues 

were also important for understanding projections (e.g., for the block shapes in the position 

task), relating the 3 DOF input device to the display in the orientation task, and for rapidly 

switching attention between 3D and 2D views. 

At the same time, viewing slices at an angle was sometimes challenging for precise 

judgments. This problem was more pronounced with interactive rotation because viewing 

angles could be very oblique. Interactive rotation also caused occlusion problems with 

ExoVis. In addition, personal preferences for the displays varied. A system that allows users 

to switch between ExoVis, 0 1  box, and 01  flat displays may resolve these issues. ExoVis 

may also benefit from an automated placement algorithm that moves objects to reduce 

occlusion as the view angle changes. 

Another important factor was proximity of views that were used simultaneously. 

For the orientation task, a few participants complained that with ExoVis they could not see 

more than one 2D slice without moving their eyes. This forced them to use a strategy that 

focused on one slice at a time. By contrast, for the VOI task, some participants felt ExoVis 

was better because slices were closer to the 3D view. In this task, many users found they 

had to frequently look back and forth between 2D and 3D views while adjusting slice 
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positions; this was easier with ExoVis. These observations illustrate the importance of 

matching the display type to the task and strategy. For many participants, the orientation 

task was divided into two distinct phases: approximation with the 3D view followed by 

fine-tuning with the 2D views. Here, 0 1  may be best because it separates the 3D and 2D 

views to match the strategy. Similarly, ExoVis may be better for tasks that require frequent 

switching between 3D and 2D views (e.g., to reposition slices and veriQ the box position 

in the VOI task). 

The "Proximity Compatibility Principle" [16] stated that tasks requiring 

integration of spatial dimensions (i.e. 3D knowledge) would benefit from 3D displays, 

whereas tasks requiring focused attention on one or two dimensions would benefit from 2D 

displays. Directly extending this concept to 2D/3D combination displays would suggest 

that tasks requiring integrated 3D knowledge or actions would benefit from the more 

integrated 2D/3D displays (i.e., in-place or ExoVis), and tasks requiring focused attention 

on one or two dimensions would benefit from more separated displays (i.e., orientation icon 

or ExoVis). Results of this thesis confirm that this principle has some validity, but at the 

same time illustrate that it is probably an over-simplification, since many other factors (e-g., 

personal strategy, precision vs. approximation, and oblique viewing angles) also affected 

display usability. 
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Future Work 

This thesis began an investigation into when and how to combine 2D and 3D 

views. The theories and results presented in the thesis provide a useful starting point, but 

many avenues of future work are apparent. 

1 Enhancements to the ExoVis Technique 

Results of experiment 3 indicated that interactively switching between oblique 

ExoVis 2D views and non-oblique versions would be valuable. Several methods to switch 

between oblique and non-oblique versions are possible, including: 

Clicking an oblique slice to have it animate so it could be viewed straight-on. 

Mousing-over an oblique slice to have it animate so it could be viewed 

straight-on. 

Automatically displaying oblique or non-oblique slices depending on the task 

andlor the user's experience. 

Providing an option to manually switch the entire display back and forth. 

Furthermore, oblique and non-oblique views could be displayed either simultaneously 

(side-by-side) or sequentially. Future user studies could compare these alternatives. 

Experiment 3 also showed that occlusion can be a serious problem for ExoVis 

when interactive rotation is allowed. Manually manipulating objects to reduce occlusion 

can be time consuming and distract users from their primary goal. An automatic layout 

algorithm that adjusts positions of walls and callouts based on the current view direction 

could help to resolve this issue. However, such an algorithm should be under user control 
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so users can switch it off if they have particular positioning requirements ( e g ,  some objects 

may be more important than others). 

Additional User Studies 

Future user studies could consider many issues that were beyond the scope of this 

thesis, including: 

Domain-specific experiments. For the most part, experiments in this thesis 

involved generalized tasks so the results could be relevant to more than one 

application domain. Future experiments could consider more domain-specific 

tasks and include domain experts as participants, to determine to what extent 

these general results apply in each domain. 

Interactions between tasks, display types, and interaction methods /devices. 

Jacob et al. [22] suggest that input devices and techniques should be chosen to 

match the integrality of the task. This idea likely extends to visualization 

displays and tasks, and would be an interesting area to explore. For example, 

we might expect 6 DOF input to work best with 3D displays and tasks that are 

integrated in 3 dimensions. By contrast, 2D mouse input might work best for 

2D displays or tasks that require the use of one or two dimensions at a time. 

Discrete and/or non-spatial data, Different criteria for selecting 2D, 3D, and 

2D13D combination display techniques may apply to discrete or non-spatial 

data sets such as 3D scatterplots. Hence the experiments should be repeated for 

those types of data. 

E m s  of display type on task strategy. Experiments 2 and 3 began to consider 

different strategies people use to complete tasks, and how different displays 

affect those strategies. For example, in the orientation task of experiment 2, 

participants who used the 2D display tended to adjust two dimensions at a 

time, whereas those who had a 3D view tended to adjust all dimensions 

simultaneously. However, much more work could be done in this area. 

Protocol analysis and eye-tracking may help investigate these issues. 
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Other visualization subtasks. In the experiments, a few visualization subtasks 

(orientation, positioning, and volume-of-interest tasks) were selected. These 

subtasks were expected to benefit from both 2D and 3D views. Additional 

studies could consider the other subtasks described in chapter 5. A particular 

question of interest is whether having both 2D and 3D views visible 

simultaneously is a detriment for tasks that are expected to be performed best 

with either 2D or 3D views but not both (i.e. is the extra information 

distracting?). 
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Conclusions 

1 Experimental Conclusions 

Mental registration of 2D and 3D views was most difficult with orientation icons, 

moderate with ExoVis, and easiest with in-place displays. However, mental registration 

was often not the most important factor determining which type of display was best for a 

given task. 3D displays with appropriate cues (e.g., shadows) were effective for 

approximate navigation and relative positioning, but precise navigation and positioning 

were difficult with 3D displays. Appropriate lighting, viewing angle, and measurement 

tools may alleviate this difficulty in some situations. For precise tasks, orientation icon and 

ExoVis combination 2D/3D displays were better than 3D displays or 2D displays alone. 

Compared to 2D displays, combination displays had as good or better performance, inspired 

higher confidence, and allowed more natural, integrated navigation. Clip plane combination 

displays were not effective for 3D orientation because it was difficult to use more than one 

slice at a time and challenging to integrate information from several slices. 01 displays with 

non-oblique 2D views were useful for some precise judgments, whereas 01 box and ExoVis 

displays were better for understanding projections, relating the display to a 3D input device, 

and for rapidly switching attention between 3D and 2D views. 01 displays may be preferred 

when the task has distinct 2D and 3D phases, and ExoVis may be preferred when 2D and 

3D are used closely together. 
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2 Guidelines for Designers 

Based on the theory and experimental results of this thesis, several guidelines are 

offered to designers of visualization tools for 3D spatial data. The guidelines should be used 

as a starting point, not as absolute rules. Tasks that are time or safety critical should be 

carefully tested with all possible displays rather than using these guidelines. 

Guidelines for use of 2D and 3 0  views of 3D spatial data: 

Unless there are occlusion problems, use 3D views alone for understanding or 

identifling 3D shapes, understanding the layout of objects in a 3D space, 

approximate 3D navigation / orientation / positioning, and estimating volume. 

Use 2D views for seeing details within a dense space, reading text, estimating 

area, precise navigation / orientation / positioning, or when only 2 dimensions 

are needed at a time (e.g., 2D positioning). 

2D views may be used alone when 3D is not needed for the task (see first point 

above) and/or the user is very comfortable with the 2D views (e.g., a simple 

display such as one standard 2D view orientation and/or the user is very 

experienced with the 2D views). Otherwise, a 3D view should be provided. 

When possible, render shadows and provide measurement tools for relative 

positioning tasks. When this is not possible, both 3D and 2D views may be 

needed. 

If in doubt about whether to provide 2D or 3D views, provide both. 

Integrate 2D and 3D views more closely (in-place or ExoVis displays) when 

the task requires users to go back and forth between them frequently. Use less 

integrated displays (orientation icon) when the task has distinct 2D and 3D 

phases. 

Use clip planes only when the task does not require switching frequently 

between slices or using several slices at once. 

Allow direct manipulation within all views. 

Coordinate the views. When the user changes one view, automatically update 

all other views. Coordinate 2D and 3D views by providing placeholders and 
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landmarks. Coordinate 3D views by linking their cameras ( e g ,  rotation in one 

view performs the same camera movement in all other views). 

Provide options so users can choose the display that suits their preference and 

individual work style. 

Thesis Contributions 

This thesis made several research contributions: 

Theory and experimental results about 2D/3D combination displays: 

Provided theoretical reasons, quantitative evidence, and qualitative results 

indicating when and why 2D, 3D, and various 2D/3D combination display 

techniques are useful. These results should help guide designers to choose the 

most appropriate display technique for a given task. 

ExoVis method: Introduced the ExoVis technique for coordinating 2D and 3D 

views. ExoVis offered better integration between 2D and 3D views than the 

orientation icon method, and greater flexibility and less occlusion / 

deformation than in-place techniques. 

Methodology: Although the thesis used standard evaluation techniques from 

human-computer interaction, it demonstrated how these methods can be used 

to evaluate visualization tools. User studies were not previously common in 

the visualization field and are non-trivial to apply to visualization tasks; hence, 

this demonstration is a valuable contribution. Furthermore, the thesis 

summarized (in chapter 3) the challenges of designing systematic, controlled 

studies in visualization. This summary of challenges is itself a useful 

contribution. 
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Appendix 1: 
Definitions and Acronyms 

2 0  View: a slice or orthographic fronthack, righvleft, or tophottom projection. A 2D view 

is a representation of an object or data set that provides information about only two spatial 

dimensions. 

3 0  View: any representation of an object or data set that directly provides information about 

3D spatial structure (depth information). A 3D view is typically a perspective or 

orthographic projection of an object from a viewing angle other than fronthack, righvleft, 

or tophottom. 3D views include, but are not limited to, stereo projections of objects. 

ACM: Association for Computing Machinery. 

CAD: Computer Aided Design. 

Callout: In ExoVis, a structure that shows details of a 3D subvolume. 

Clip Plane: A method for seeing inside objects in computer graphics. When placed in a 3D 

graphic scene, a clip plane makes all objects in front of it invisible. No mental 

transformation is needed to register a clip plane and 3D view. 

Cutting Plane: A method for seeing inside objects in computer graphics. When placed in a 

3D graphic scene, a cutting plane opens up an object (like a book) so it is possible to see 

inside. No mental transformation is needed to register a cutting plane and 3D view. 
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dfi Degrees of freedom (in statistics). 

DOF: Degrees of freedom (for input devices). 

ExoVis: A method of providing overview and detail views of 3D data. ExoVis presents a 

trade-off between orientation icons and in-place detail views such as clip planes and 

distortion lenses. In ExoVis, the detail view can be translated and scaled from its position 

in the global view, but cannot be rotated. Hence, mental translation and scaling may be 

required to register an overview and detail view, but mental rotation is not required. 

IEEE: Institute of Electrical and Electronics Engineers. 

In-place techniques: A class of detail and context techniques in which the detail views are 

displayed in their exact locations relative to the overview (i.e. the details are "in-place"). 

Examples include clip planes, cutting planes, apd distortion lenses. 

Mental integration: A mental task in which two or more views of a data set or object are 

combined into a higher order mental structure. For example, five consecutive slices of a 

medical image volume may be mentally integrated so the person can examine the higher 

order 3D structure. 

Mental registration: (a) A mental transformation in which two or more views of the same 

data are aligned spatially, and/or (b) knowledge of the transformation required to align two 

or more views. In other words, understanding how two or more views relate to one another 

spatially. 

Mental rotation: A type of mental transformation in which a mental representation of an 

object is rotated through intermediate positions in a trajectory, as though the object were 

being rotated in physical space. 
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Mental scaling: A type of mental transformation in which a mental representation of an 

object is scaled through intermediate sizes, as though the object were growing or shrinking 

in physical space. 

Mental translation: A type of mental transformation in which a mental representation of 

an object is translated through intermediate positions in a trajectory, as though the object 

were being translated in physical space. 

Orientation icon: A view that provides context for other views, but is spatially separated 

from the other views. (E.g., In a video game, a small map in the corner of the screen with a 

dot showing the player's position in the virtual world would be an orientation icon.) 

Overview and detail views may be translated, rotated, andlor scaled relative to one another, 

so any of these mental transformations may be needed to mentally register the views. 

Out-of-place techniques: A class of detail and context techniques in which the details are 

not displayed in their exact locations relative to the overview (i.e. the details are "out-of- 

place"). Examples include orientation icons and ExoVis. 

Placeholder: An object that indicates the position of an area or volume of interest within a 

larger context. Used by out-of-place techniques such as orientation icons. For example, in 

a video game, a dot showing a player's current position on a map icon is a placeholder. 

Reference: Same as a placeholder. 

ROI: Region of interest. A 2D area of interest. 

Slice view: A plane that shows data from a planar cut or cross-section through a data set. 
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Transfer function: A function that takes a set of input data values and maps them to a set 

ofcolours and opacities. Used in direct volume rendering to determine how the data set will 

appear when rendered. 

VOI: Volume of interest. A 3D subvolume. 

Wall: In ExoVis, a structure that shows details of a 2D region of interest (typically a slice 

or 2D orthographic projection). 
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Questionnaires 

1 Background Questionnaire 

This background questionnaire was completed by all participants in both 

experiments 1 and 2: 

How often do you use the following 3D graphics software tools and techniques? 

Never 

3D video games or vir- 
tual worlds 

3D visualization /data 
display tools 

3D modeling sofhvare 
(e.g., AutoCAD, Tri- 
spectives, ACIS, 3D 
StudioMax, etc.) 

3D graphics program- 
ming 

Rarely 

What is your gender? Male Female 

What is your age? 19-25 26-35 36-45 46-55 

Very Often 
(at least once 

per day) 
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2 Questionnaires for Experiment 1 

Orthographic View Experiment 
How difficult was the study task with the following types of views? 

Very easy Very difficult 
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Front 

Tor, 

Slice View Experiment 
How difficult was the study task with the following types of views? 

Very easy Very difficult 
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Ria ht 1 2 3 4 5 6 7  

Tor, 
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3 Questionnaires for Experiment 2A 

Position Task Questionnaire 
How easy was the study task with the following types of views? 

Closed Box Display Difficult Easy 

Open Box Display 

Which did you prefer: 
Why? 

open-box display 

How help&] was the 3D view? Not helpful 1 2 3 4 5 6 7 
What was the 3D view useful for? 

closed box display 

How helpful were the 2D views? Not helpful 1 2 3 4 5 6 7 
What were the 2D views useful for? 

Very helpful 

Very helpful 

During the experiment, how many times did you see the following shapes? 
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Orientation Task Questionnaire 

I. Displays 
How easy was the study task with the following types of 2D views? 

Very difficult 

Separated Display 

Very easy 
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W c h  display did yo= 

Why? 

prefer: 
h t  p f m :  

separated 
separated 

box in-place 
box in-place 

How helpfbl was the 3D view? 
What was the 3D view useful for? 

Nothelpful 1 2 3 4 5 6 7  Very helpful 

How helpful were the 2D views? Not helpful 1 2 3 4 5 6 7 Very helpful 
What were the 2D views useful for? 

2. Input Device 
Using the input device was.. 

Very difficult 
Boring 
Uncomfortable 
Frustrating 
Very tiring 

1 2 3 4 5 6 7  Very easy 
1 2 3 4 5 6 7  Fun 
1 2 3 4 5 6 7  Comfortable 
1 2 3 4 5 6 7  Satisfying 
1 2 3 4 5 6 7  Not at all tiring 

If you have any comments on the input device, you may add them here: 

4 Questionnaires for Experiment 2B 

Position Task Questionnaire 
Rate the study task according to the following criteria: 

Mental Effort I Low effort 1 2 3 4 5 6 7 High effort 

Overall Difficulty Very easy 1 2 3 4 5 6 7 very 
difficult 
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Understanding the block's 
shape 

Very easy 1  2 3  4  5 6  7  Very 
difficult 

Not 1 2 3 4 5 6 7  Very 

Understanding which 
cube the ball was above 

important important 
for task for task 

Very easy 1  2 3  4 5  6  7  Very 
difficult 

Not 1 2 3 4 5 6 7  Very 

Estimating the ball's 
height 

What are the main advantages of the display? 
What are the main disadvantages of the display? 

important important 
for task for task 

Very easy 1  2  3  4  5 6  7  Very 
difficult 

Not 1 2 3 4 5 6 7  Very 

Display 

What would you change about the display (if anything)? 

important important 
for task for task 

Strongly 1  2 3  4 5 6  7  Strongly 
dislike like 

How helpful were the 3D views? Not helpful 1  2  3  4 5  6  7  Very helpful 
What were 3D views useful for? 

How helpful were the 2D views? Not helpful 1  2  3  4 5 6  7  Very helpful 
What were 2D views useful for? 

Orientation Task Questionnaire 
Rate the study task according to the following criteria: 

Overall Difficulty 

Mental Effort 

Physical Effort 

Very easy 1  2 3  4  5  6 7  Very difficult 

Low effort 1  2 3  4  5 6  7  High effort 

Low effort 1  2  3  4 5  6  7  Higheffort 
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Understanding the 
torus's orientation 

Understanding the 
plane's orientation 

Orienting the plane 
approximately 

Orienting the plane 
precisely 

Display 

Very easy 1 2 3 4 5 6 7 Very difficult 

Not important 1 2 3 4 5 6 7 Very important 

Very easy 1 2 3 4 5 6 7 Very difficult 

Not impor- 1 2 3 4 5 6 7 Very important 
tant for task 

Very easy 1 2 3 4 5 6 7 Very difficult 

Not important 1 2 3 4 5 6 7 Very important 

Very easy 1 2 3 4 5 6 7 Very difficult 

Not important 1 2 3 4 5 6 7 Very important 

Strongly 1 2 3 4 5 6 7 Strongly 
dislike like 

What are the main advantages of the display? - 
What are the main disadvantages of the display? 

What would you change about the display (if anything)? 

How helpful was the 3D view? Not helpful 1 2 3 4 5 6 7 Very helpful 
What was the 3D view useful for? 

How helpful were the 2D slices? Not helpful 1 2 3 4 5 6 7 Very helpful 
What were 2D slices useful for? 
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5 Questionnaires for Experiment 3 

Observation Guide 
These categories were used to structure the observation and contextual inquiry: 

Confusion about the display, especially how views relate 

Occlusion - Annoyance with and activities to resolve 

(e.g., rotation, turning views on and off, turning placeholders on and off) 

Strategy to complete task 

What each view is used for and when 
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lnten/iew: Subjective Rating Scale Questions 

Display - was.. . 
Easy to learn 

Clearly organized rn 
Frustrating to use I 

Disagree Agree I Disagree Agree I 

Display A 
(Orientation 

Icon) 

I 

With display - it was easy to: 

Complete the assigned 1 task 

Display B 
(ExoVis) 

Understand how the slices 
and 3D view related to each 
other 

Comments 

Move the slices where you 
wanted 

Determine whether the 
box enclosed the anomaly 

Adjust the size of the box 
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Interview: Open-ended Questions 
What was the hardest part of this task? Why do you think it was hard? 

Which display did you prefer? Why? 

What would you change about display A? Display B? 

Can you think of a situation where you would prefer to use the other display? 

Did you use both the slices and the 3D view? What for? 



Appendix 3: 
Statistical Details 

This appendix provides detailed statistical results for experiments 1 and 2. 

Chapters 7 and 8 described and discussed the statistically significant experimental results, 

but left out the non-significant results. This appendix provides complete results (as tables 

from SPSS). P-values for significant results are shaded dark grey, and p-values for 

marginally significant results are shaded light grey. Note that in some cases 2-tailed test 

results in this appendix were divided in half, so a one-tailed result was reported in Chapter 

1 Experiment 1A: Orthographic View Experiment 

Key: ori = orientation, F = front, R = right, T = top 

1.1 TimingData 

Descriptive Statistics 

Orientation Icon (front) 
Orientation Icon (right) 
Orientation Icon (top) 
ExoVis (front) 
ExoVis (right) 
ExoVis (top) 

Mean 
1.2617 
1.2667 
1.2717 
.9417 
.9208 
.9508 

Std. 
Deviation 

,28530 
,29404 
.33978 
.22530 
,24814 
.25557 

N 
12 
12 
12 
12 
12 
12 
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Mauchly's Test of sphericit$ 

Tests of Within-Subjects Effects 

Measure: MEASURE 1 

Measure: MEASURE 1 

Source 
display Sphericity Assumed 

Green house-Geisser 
Huynh-Feldt 
Lower-bound 

Error(display) Sphericity Assumed 
Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

ori Sphericity Assumed 
Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

Error(ori) Sphericity Assumed 
Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

display * ori Sphericity Assumed 
Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

Error(display*ori) Sphericity Assumed 
Greenhouse-Geisser 
Huyn h-Feldt 
Lower-bound 

I Partial I 

Sig. 

.868 

.656 

Within Subjects Effect 
display 
ori 
display * ori 

I Eta I Observed 

Approx. 
Chi-square 

.OOO 

,284 
,842 

Mauchly's 
W 
1 .OOO 

.972 
,919 

a. Computed using alpha = .05 

df 
0 
2 
2 

~ p s i l o n ~  
Greenhous 
e-Geisser 

1.000 
.973 
,925 

Huynh- 
Feldt 
1.000 
1.000 
1.000 

Lower- 
bound 
1.000 
,500 
,500 
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Painnrise Comparisons 

Measure: MEASURE 1 

Based on estimated marginal means 

*. The mean difference is significant at the .05 level 

a. Adjustment for multiple comparisons: Bonferroni. 

1.2 Error Data 

Test Statistic5 

a. Friedman Test 

Test Statistic& 

I 1 o i a  - I exo-all - I exo-all- I 

a. Based on positive ranks. 

b. Based on negative ranks. 

c. Wilcoxon Signed Ranks Test 

1.3 Difficulty Ratings 

Test Statistics"L 

a. Friedman Test 
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Test Statistic* 

I I Orientation I ExoVis - I ExoVis - 1 
I lcon - Control I Control I Orientation lcon 

Z I -2.937a 1 -2.677a 1 -2.443b 

a. Based on negative ranks. 

b. Based on positive ranks. 

c. Wilcoxon Signed Ranks Test 

Asymp. Sig. (2-tailed) ,003 

2 Experiment 1B: Slice View Experiment 

2.1 Timing Data 

,007 

Descriptive Statistics 

- .  

.015 

Orientation lcon (front) I 
Orientation lcon (right) 
Orientation lcon (top) 
ExoVis (front) 
ExoVis (right) 
ExoVis (top) 
In place (front) 
In place (right) 
In place (top) 

Mean 
1.3253 
1.4300 
1.5600 
,9880 
,9747 

1.0273 
,5193 
,5540 
.5440 

Std. I 
Deviation & 

Mauchly's Test of sphericit$ 

Measure: MEASURE 1 

Within Subjects Effect 
display 
ori 
display * ori 

Mauchly's 
W 

,693 
,950 
,368 

Approx. 
Chi-square 

4.763 
,663 

12.410 

df 
2 
2 
9 

Sig. 
,092 
.718 
,195 

~ ~ s i l o n ~  
Greenhouse 

-Geisser 
.765 
.953 
.727 

Huynh 
-Feldt 

,840 
1.000 
,937 

Lower- 
bound 

.500 
,500 
,250 
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Tests of Within-Subjects Effects 

Measure: MEASURE 1 

7 

Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

Error(disp1ay) Sphericity Assumed 

Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

ori Sphericity Assumed 

Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

Error(ori) Sphericity Assumed 

Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

display * ori Sphericity Assumed 

Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

Error(display*ori) Sphericity Assumed 

Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

a. Computed using alpha = .05 

I Partial I 
1 Eta I Observed 

Sig. I Squared I powera 
,000 1 .759 1 1 .ooo 
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Pairwise Comparisons 

Measure: MEASURE 1 

Based on estimated marginal means 

*. The mean difference is significant at the .05 level. 

a. Adjustment for multiple comparisons: Bonferroni. 

Pairwise Comparisons 

Measure: MEASURE 1 

95% Confidence Interval for 

Based on estimated marginal means 

*. The mean difference is significant at the .05 level. 

a. Adjustment for multiple comparisons: Bonferroni. 
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Pairwise Comparisons 

a. Adjustment for multiple comparisons: Bonferroni. 
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Pairwise Comparisons 

Measure: MEASURE 1 

Based on estimated marginal means 

*. The mean difference is significant at the .05 level. 

a. Adjustment for multiple comparisons: Bonferroni. 

Error Data 

Test Statistic8 

a. Friedman Test 
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Test statistic& 

I In place - 
Orientation Orientation In place - I ExoVis - I I I 

I lcon 

a. Based on negative ranks. 

Icon I ExoVis 

Asymp. Sig. 
(2-tailed) 

b. Wilcoxon Signed Ranks Test 

Z I -2.716a 1 -2.714a 1 -1 .OOOa 

2.3 Difficulty Ratings 

.007 

Test Statistics? 

a. Friedman Test 

Test Statistics? 

.007 ,317 

Z 

a. Based on negative ranks. 

b. Based on positive ranks. 

c. Wilcoxon Signed Ranks Test 

Asymp. Sig 
(2-tailed) 

3 Experiment 2A: Combining Multiple 2D Views 

Orientation 
Icon - Control 

-3.41 Oa 

3.1 Relative Position Task 

,001 

Key: DISFIRST = display participants saw first, SEP = separated display, BOX = 

box display, start-sep = separated display first, start-box = box display first. Numbers 1-3 

ExoVis - 
Control 

-1 .654a 

,098 

In place - 
Control 

-.211 

.833 

ExoVis - 
Orientation 

Icon 
-3.418b 

.001 

In place - 
Orientation 

Icon 
-3.112b 

In place - 
ExoVis 

-1.296" 

.002 ,195 
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represent ball heights (Note: subtract 1 from these ball heights when comparing this data 

with results in chapter 8). 

3.1.1 Timing Data 

Descriptive Statistics 

I I Std. 
DlSFlRST I Mean 1 Deviation I N 

SEP-1 start-sep 1 2.0594 1 .74052 1 6 
start-box 1.7898 .46805 5 
Total 1 1.9368 1 61776 1 11 

I I I 

BOX-2 start-sep 1 1.9883 1 .50547 1 6 

SEP-2 start_sep 
start-box 
Total 

SEP-3 start-sep 
start-box 
Total 

BOX-1 start-sep 
start-box 
Total 

start-box 2.1340 ,49868 
Total 2.0545 .48271 

2. 1467 ,52435 
start-box 2.2560 .51685 
Total 2. 1964 ,49758 11 

Mauchly's Test of sphericit$ 

2.3079 
1.861 9 
2.1052 
2.5034 
2. 1769 
2.3550 
1.9400 
1.7420 
1.8500 

,64344 
.46135 
,58855 
.69810 
.56575 
,63307 
,64770 
,41937 
.53926 

Measure: MEASURE 1 

6 
5 

11 
6 
5 

11 
6 
5 

11 

Within Subjects Effect 
DISPLAY 
HEIGHT 
DISPLAY * HEIGHT 

Mauchly's 
W 
1 .OOO 

,678 
.794 

Approx. 
Chi-square 

,000 
3.109 
1.846 

df 
0 
2 
2 

Sig. 

.211 
,397 

~ p s i l o n ~  
Greenhouse 

-Geisser 
1.000 
.756 
,829 

Huynh- 
Feldt 
1.000 
,978 

1.000 

Lower- 
bound 
1.000 

.500 

.500 
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Tests of Within-Subjects Effects 

Measure: MEASURE 1 

I 
Source 
DISPLAY Sphericity Assumed 

Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

DISPLAY * DlSFlRST Sphericity Assumed 
Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

Error(D1SPLAY) Sphericity Assumed 
Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

HEIGHT Sphericity Assumed 
Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

HEIGHT * DlSFlRST Sphericity Assumed 
Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

Error(HEIGHT) Sphericity Assumed 
Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

DISPLAY * HEIGHT Sphericity Assumed 
Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

DISPLAY * HEIGHT * Sphericity Assumed 
DlSFlRST Greenhouse-Geisser 

Huynh-Feldt 
Lower-bound 

Error(DISPLAY*HEIGHT) Sphericity Assumed 
Greenhouse-Geisser 
Huynh-Feldt 

- 

Partial I 

a. Computed using alpha = .05 
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Pairwise Comparisons 

Measure: MEASURE 1 

I I 
ence Interval for 

a. Adjustment for multiple comparisons: Bonferroni. 

Pairwise Comparisons 

Measure: MEASURE 1 

Based on estimated marginal means 

a. Adjustment for multiple comparisons: Bonferroni. 

DISPLAY (I) DISFIRST (J) DISFIRST 
SEP start-sep start-box 

start-box start-sep 
BOX start-sep start-box 

start-box start-sep 

a. Adjustment for multiple comparisons: Bonferroni. 

Mean 
Difference 

(I-J) 
,347 

-.347 
-.019 

1.900E-02 

Measure: MEASURE 1 

Std. 
Error 
,367 
,367 
.315 
,315 

DlSFlRST (I) DISPLAY (J) DISPLAY 
start-sep SEP BOX 

BOX SEP 
start-box SEP BOX 

BOX SEP 

Based on estimated marginal means 

*. The mean difference is significant at the .05 level. 

~ i ~ . ~  
$22 :. 

' ,022 
.363 
,363 

~ i ~ . ~  
,369 
.369 
.953 
,953 

Mean 
Difference 

(I-J) 
.265* 

-.265* 
-.I01 
.I01 

Std. 
Error 
.096 
.096 
,106 
,106 

95% Confidence Interval for 
~ i f ference~ 

95% Confidence Interval for 
~ i f ference~ 

Lower Bound 
4.720E-02 

-.483 
-.340 
-.I38 

Lower Bound 
-.484 

-1.178 
-.731 
-.693 

Upper Bound 
.483 

-4.720E-02 
,138 
.340 

Upper Bound 
1.178 
,484 
,693 
.731 



Appendix 3: Statistical Details 

3.1.2 Difficulty Ratings 

Test statistic&' 

I box - sep 
Z 1 -2.30ga 
Asymp. Sig. (2-tailed) 1 ,.a21 

a. Based on negative ranks. 

b. Wilcoxon Signed Ranks Test 

3.2 Orientation Task 

Key: SEP = separated display, BOX = box display, IP = in-place display. 

3.2.1 Timing Data 

Descriptive Statistics 

I Mean I Deviation I N 
SEP 1 3.0100 1 .45154 / 12 

Mauchly's Test of sphericit$' 

BOX 
IP 

2.9653 
2.9475 

Measure: MEASURE 1 

,57393 
,45661 

12 
12 

df 
2 

Approx. 
Chi-square 

,554 
Within Subjects Effect 
DISPLAY 

Mauchly's 
W 

,946 
Sig. 
.758 

~ p s i l o n ~  

Greenhouse 
-Geisser 

,949 

Huynh 
-Feldt 
1.000 

Lower- 
bound 

,500 
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Tests of Within-Subjects Effects 

Measure: MEASURE 1 

Source 
DISPLAY Sphericity Assumed 

Greenhouse-Geisser 

Huynh-Feldt 
Lower-bound 

Error(D1SPLAY) Sphericity Assumed 
Greenhouse-Geisser 

Huynh-Feldt 
Lower-bound 

a. Computed using alpha = .05 

3.2.2 Error Data 

Descriptive Statistics 1 Mean 1 D{::;;8 1 N 1 
.7685 

BOX ,6239 ,64467 
.6837 ,471 17 

Mauchly's Test of sphericit$ 

Measure: MEASURE 1 

Within Subjects Effect 
DISPLAY 

df 
2 

Mauchly's 
W 

.817 
Sig. 
,545 

Approx. 
Chi-square 

1.214 

~ ~ s i l o n ~  
Greenhouse 

-Geisser 
,845 

Huynh- 
Feldt 
1.000 

Lower- 
bound 

500 
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Tests of Within-Subjects Effects 

Measure: MEASURE 1 

Source 
DISPLAY Sphericity Assumed 

Greenhouse-Geisser 
Huynh-Feidt 

Error(D1SPLAY) Sphericity Assumed 
Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

a. Computed using alpha = .05 

3.2.3 Difficulty Ratings 

Test Statistic@ 

Partial 
Eta Observed 

df 1 F I Sig. I Squared 1  owe? 
2 1 ,408 1 ,673 1 .055 1 .I03 

Test Statistid 

a. Friedman Test 
- 

b. Based on positive ranks. 

c. Wilcoxon Signed Ranks Test 

4 Experiment 2B: Combining 2D and 3D Views 

4.1 Relative Position Task 

Key: 2D = 2D display, 3D R = 3D rotated display, 01 = orientation icon, 3D S = 

3D shadow display, numbers (0.0 - 2.0) represent ball heights. 
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4.1.1 Timing Data 

Descriptive Statistics 

Std. Deviation 
,68738 
,60965 
,40433 
.45692 
.37761 
.79032 
,53677 
,7961 1 
.44072 
,38901 
.42202 
.74001 
,56202 
5691 9 
,57963 
,56308 
,59099 
.67227 

Mauchly's Test of Sphericit$ 

Measure: MEASURE 1 

Within Subjects Effect 
HEIGHT 

Mauchly's 
W 

,669 

Approx. 
Chi-square 

13.430 
df 
9 

Sig. 
,145 

~ p s i l o n ~  

Greenhouse 
-Geisser 

,853 

Huynh- 
Feldt 
1.000 

Lower- 
bound 

.250 
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Tests of Within-Subjects Effects 

Measure: MEASURE 1 

Source 
HEIGHT Sphericity Assumed 

Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

HEIGHT * DISPLAY Sphericity Assumed 
Green house-Geisser 
Huynh-Feldt 
Lower-bound 

Error(HEIGHT) Sphericity Assumed 
Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

Partial 
Eta 

Squared 
,385 
,385 
,385 
,385 
,225 
,225 
,225 
.225 

0 bse wed 
powera 
1.000 
1.000 
1.000 
.995 
.990 
.978 
.990 
.657 

a. Computed using alpha = .05 

Tests of Between-Subjects Effects 

Measure: MEASURE-1 

a. Computed using alpha = .05 
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Multiple Comparisons 

Measure: MEASURE-? 

Mean 
Difference 

(I-J) 
-.I667 

,2548 

,0666 

1.0522* 

,1667 

,4216 

,2334 

1.2189* 

-.2548 

-.4216 

-. 1 882 

.7973* 

-.0666 

-.2334 

. I  882 

Std. 
Error - 
.2352 

,2352 

.2352 

.2352 

.2352 

.2352 

.2352 
,2352 

,2352 

,2352 

.2352 

,2352 

.2352 

,2352 

,2352 

Sig. 
,953 

,814 

,394 

.394 

.999 

.857 

.929 

95% Confidence Interval 
Lower Bound I Upper Bound 

-.8428 1 .5093 

Based on observed means. 

*. The mean difference is significant at the .05 level. 
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Pairwise Comparisons 

Measure: MEASURE 1 

[I) HEIGHT (J) HEIGHT 
.o .5 

1 .o 
1.5 

2.0 

.5 0 
1 .o 
1.5 

2.0 

1 .o 0 
.5 
1.5 

2.0 

Mean 
Difference 

(I-J) 
-.298* 

-.551* 
-.509* 

-.538* 
.298* 

-.253* 

-.211 
-.240* 

.551* 

.253* 

.042 

.013 

means 

95% Confidence Interval for 

Std. I I Diffe 7cea 

Jpper Bound 
-.083 

-.350 
-.256 
-.320 

*. The mean difference is significant at the .05 level. 

a. Adjustment for multiple comparisons: Bonferroni. 
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Pairwise Comparisons 

Measure: MEASURE 1 

I 
HEIGHT (I) DISPLAY (J) DISPLAY 
.O 2D 3D R 

ExoVis 
01 
3D S 

3D R 2D 
ExoVis 
01 
3D S 

ExoVis 2D 
3D R 
01 
30  S 

01 2D 
3D R 
ExoVis 
3D S 

3D S 2D 
3D R 
ExoVis 
01 

.5 2D 3D R 
ExoVis 
01 
3D S 

3D R 2D 
ExoVis 
01 
3D S 

ExoVis 2D 
3D R 
01 
3D S 

01 2D 
3D R 
ExoVis 
3D S 

3D S 2D 
3D R 
ExoVis 

ExoVis 
01 

ExoVis 
01 
3D S 

ExoVis 2 0  

95% Confidence lntewal for 



Appendix 3: Statistical Details 

3D R 
ExoVis 

ExoVis 
01 
3D S 

3D R 2D 
ExoVis 
01 
3D S 

ExoVis 2D 
3D R 
01 
3D S 

01 2 0  
3D R 
ExoVis 
3D S 

3D S 2D 
3D R 
ExoVis 
01 

2.0 2D 3D R 
ExoVis 
01 
3D S 

3D R 2D 
ExoVis 
01 
3D S 

ExoVis 2D 
3D R 
01 
3D S 

01 2D 
3D R 
ExoVis 
3D S 

3D S 2D 
3D R 

ExoVis 
01 

Based on estimated marginal means 

*. The mean difference is significant at the .05 level 

a. Adiustment for multi~le com~arisons: Bonferroni. 
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Pairwise Comparisons 

Measure: MEASURE 1 

(1) (J) 
DISPLAY HEIGHT HEIGHT 
2D .O .5 

95% Confidence Interval for 

Upper Bound 
,291 

-.014 
.098 
,140 
.670 
,055 
.248 
,285 
,911 
,601 
,514 
587 

1.034 
,805 
,525 
,580 
,834 
,601 
,356 
.338 

-.057 
-.I10 
.219 

-.020 
1.018 
,307 
,718 
,474 

1.007 
,349 
.732 
523 
,912 
.335 
,308 
.298 
,994 
.412 
.420 
,620 
,309 

-.060 
.I32 
,178 
.652 

-.009 
,264 
.305 
,957 
.665 
.595 
.671 
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Based on estimated marginal means 

*. The mean difference is significant at the .05 level. 

a. Adiustment for rnulti~le comoarisons: Bonferroni. 
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4.1.2 Total Errors 

Descriptive Statistics 

DISPLAY 
0 2D 

3D R 
ExoVis 
01 
3D S 
Total 

0.5 2D 
3D R 
ExoVis 
01 
3D S 
Total 

1 2D 
3D R 
ExoVis 
0 1 
3D S 
Total 

1.5 20  
3D R 
ExoVis 
01 
3D S 
Total 

2 2D 
3D R 
ExoVis 
01 
3D S 
Total 

Mean 
,6036 
.2165 
. I768 
.2500 
.oooo 
.2494 
.2500 

1.0089 
.I250 
.I250 
,2500 
,3518 
,4268 
,9053 
,4665 
.oooo 
,3536 
.4304 
.8933 

1.2745 
.4268 
.oooo 

1.2745 
.7738 

- 
Std. Deviation 

.66395 

.61237 

.50000 
,46291 
.00000 
,51919 
.46291 
,63889 
,35355 
.35355 
,46291 
,55586 
,60272 
,59076 
.68233 
.ooooo 
.65465 
.61 I62 
.81208 
.65518 
.60272 
.ooooo 
.65518 
.76875 

Mauchly's Test of sphericit$ 

Measure: MEASURE 1 

? 
I Greenhouse I Huynh- I Lower- I 

Within Subjects Effect 
HEIGHT 

Sig. I -Geisser I ~ & d t  I bound 
.004 1 .747 1 ,918 1 .250 

Mauchly's 
W 

,486 

Approx. 
Chi-square 

24.077 
df 

9 
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Tests of Within-Subjects Effects 

Measure: MEASURE 1 

I 
Source 
HEIGHT Sphericity Assumed 

Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

HEIGHT * DISPLAY Sphericity Assumed 
Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

Error(HEIGHT) Sphericity Assumed 

Greenhouse-Geisser 
Huynh-Feldt 

I Lower- bound 

a. Computed using alpha = .05 

Partial 
Eta 

Squared 
.I52 
.I52 
.I52 
.I52 

Tests of Between-Subjects Effects 

Measure: MEASURE-1 

a. Computed using alpha = .05 

Observed 
power" 

.987 
,960 
,981 
.683 
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Multiple Comparisons 

Measure: MEASURE-1 

Difference Mean 1 Std. 1 1- 95% Confidence Interval 

( 1 4 )  I Error I Sig. I Lower Bound 1 Upper Bound 
-.I860 1 ,1665 1 ,796 1 -.6646 / .2927 

Based on observed means. 

*. The mean difference is significant at the .05 level. 



Appendix 3: Statistical Details 

Pairwise Comparisons 

Measure: MEASURE 1 

I I 

(I) HEIGHT (J) HEIGHT 
.O .5 

1 .o 
1.5 

2.0 
.5 0 

1 .o 
1.5 

2.0 
1 .o 0 

.5 

1.5 
2.0 

1.5 0 

.5 

1 .o 
2.0 

2.0 0 
.5 
1 .o 

1.5 

Mean 
Difference I Std. I 

(I-J) Error siga 
-.I02 ,079 1.000 

Based on estimated marginal means 

*. The mean difference is significant at the .05 level. 

95% Confidence Interval for 
I3ifferencea 

a. Adjustment for multiple comparisons: Bonferroni. 
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Paimise Comparisons 

Measure: MEASURE 1 
I 

HEIGHT (I) DISPLAY (J) DISPLAY 
.O 2D 3D R 

ExoVis 
01 
3D S 

3D R 2D 
ExoVis 
01 

3D S 
ExoVis 2D 

3D R 
01 
3D S 

01 2D 
3D R 
ExoVis 
3D S 

3D S 2D 
3D R 
ExoVis 
01 

.5 2D 3D R 
ExoVis 
01 
3D S 

3D R 2 0  
ExoVis 
01 
3D S 

ExoVis 2D 
3D R 
01 
3D S 

01 2D 
3D R 
ExoVis 

3D R 
ExoVis 
01 

1 .O 2D 30  R 
ExoVis 
01 
3D S 

3D R 2D 
ExoVis 
01 
3D S 

ExoVis 2D 
3D R 
01 -- - 

Upper Bound 
1.145 
1.185 
1.112 
1.362 
,371 
,798 
.724 
,974 
,331 
.718 
.685 
,935 
.404 
,791 
.831 

1.008 
,154 
.541 
,581 
,506 

-.060 
,823 
,823 
,698 

1.457 
1.582 
1.582 
1.457 
,573 

-.I85 
.698 
,573 
,573 

-. I85 
.698 
.573 
,698 

-.060 
,823 
.823 
,371 
.809 

1.276 
922 

1.328 
1.288 
1.754 
1.401 
,889 
,410 

1.316 
... 

Mean 
Difference 

(I-J) 
,387 

Std. 
Error 

,253 

- 

- 

- 

- 

- 

- 

- 

Sig. a 

1.000 

- 

-- 

-- 

- 

-- 

-- 

- 

- 

- 

- 

- 

-- 

95% Confidence 
Difference 

Lower Bound 
-.371 

Intyval for 
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01 2D 
3D R 
ExoVis 
3D S 

3D S 2D 
3D R 
ExoVis 
01 

1.5 2D 3D R 
ExoVis 
01 
3D S 

3D R 2D 
ExoVis 
01 
3D S 

ExoVis 2D 
3D R 
01 
3D S 

01 2D 
3D R 
ExoVis 
3D S 

3D S 2D 
3D R 
ExoVis 
01 

2.0 2D 3D R 
ExoVis 
01 

3D S 
3D R 2D 

ExoVis 
01 
3D S 

ExoVis 2D 

3D R 
ExoVis 

3D R 

ExoVis 

Based on estimated marginal means 

*. The mean difference is significant at the .05 level. 

a. Adiustment for multiole comoarisons: Bonferroni. 
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Painvise Comparisons 

Mean 
Difference 

(I-J) 
.354 
.I77 
-.290 
-.073 
-.354 
-.I77 
-.a3 
-.427 
-. 177 
,177 
-.a7 
-.250 
.290 
.643 
.467 
,217 
.073 
.427 
,250 
-.217 
-.792* 
-.689* 
-1.058* 
-.I58 
.792* 
.I04 
-.266 
,634 
.689* 

-. 104 
- 3 9  
.530 
1.058" 
,266 
.369 
.goo* 
.I58 
-.634 
-.530 
-.goo* 
,052 
-.290 
-.250 

5.551E-17 
-.052 
- 3 2  
-.302 
-.052 
,290 
,342 
.040 
.290 --- 

Std. 
Error 
,177 
.215 
.297 
.253 
.I77 
,236 
,239 
,220 
,215 
,236 
.289 
,309 
.297 
.239 
.289 
.230 
,253 
.220 
,309 
.230 
,177 
,215 
,297 
,253 
.I77 
,236 
,239 
220 
,215 
.236 
.289 
.309 
,297 
,239 
,289 
.230 
,253 
,220 
,309 
.230 
,177 
,215 
.297 
.253 
.I77 
,236 
,239 
.220 
,215 
,236 
,289 
,309 --- 

1 95% Confidence Interval for 

Sig. a 

536 

Difference a 

Lower Bound I Upper Bound 
-.I77 1 .884 
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Based on estimated marginal means 

*. The mean difference is significant at the .05 level. 

a. Adiustment for multi~le comoarisons: Bonferroni. 
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4.1.3 Errorsize 

Test statistic$lb 

I error amt 
Chi-square 1 15.967 

1 Asymp. Sig. ( .DO:] 

a. Kruskal Wallis Test 

b. Grouping Variable: display 

2D & 3D R Test statistic& 

I error amt 
Mann-Whitney U 1 14.500 

Exact Sig. [2*(1-tailed 
Sig.)l 

1 366' ( 

Wilcoxon W 
Z 
Asymp. Sig. (2-tailed) 

2D & ExoVis Test statistics!' 

42.500 
-.932 
,351 

Mann-Whitney U 

Wilcoxon W 
z 
Asymp. Sig. (2-tailed) 
Exact Sig. [2*(l-tailed 
Sia.)l 

error amt 
13.500 
34.500 

a. Not corrected for ties. 

b. Grouping Variable: display 

a. Not corrected for ties. 

b. Grouping Variable: display 

2D & 01 Test statistic& 

a. Not corrected for ties. 

b. Grouping Variable: display 

Mann-Whitney U 

Wilcoxon W 
Z 
Asymp. Sig. (2-tailed) 
Exact Sig. [2*(l -tailed 
Sig.11 

3D R & ExoVis Test statistic& 

1 .500 
22.500 
-1.953 

,051 

,048' 

I error amt 
Mann-Whitney U 1 12.000 

a. Not corrected for ties. 

b. Grouping Variable: display 

Z 
Asymp. Sig. (2-tailed) 
Exact Sig. [2*(l-tailed 
Sis.)l 

2D & 3D S Test statistic& 

-.go0 
.368 

.432a 

I error amt 
Mann-Whitney U I 4.500 
Wilcoxon W 
z 
Asymp. Sig. (2-tailed) 
Exact Sig. [2*(l-tailed 

a. Not corrected for ties. 

b. Grouping Variable: display 

3D R & 01 Test statistics" 

I error amt 
Mann-Whitney U I 1.000 
Wilcoxon W 
z 
Asymp. Sig. (2-tailed) 

a. Not corrected for ties. 

Exact Sig. [2"(1-tailed 
SigJl 

b. Grouping Variable: display 

,033' 
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3D R & 3D S Test statistics! ExoVis & 01 Test Statistics! 

I error amt 
Mann-Whitney U I 6.500 

a. Not corrected for ties. 

b. Grouping Variable: display 

ExoVis & 3D S Test statistics? 
b 

I error amt 
Mann-Whitney U I 4.500 

I Asymp. Sig. (2-tailed) 
Exact Sig. [2*(l-tailed 
Sin.)l 

I error amt 
Mann-Whitney U I 1.000 
Wilcoxon W 
Z 

Asymp. Sig. (2-tailed) 

a. Not corrected for ties. 

b. Grouping Variable: display 

16.000 
-1.986 

.047 
Exact Sig. [2*(l-tailed 
Sis.)l 

01 & 3D S Test statistics! 

.071a 

I error amt 
Mann-Whitney U I ,000 
Wilcoxon W 
z 
Asymp. Sig. (Ztailed) 
Exact Sig. [2*(l-tailed 
Sig.)l 

a. Not corrected for ties. 

b. Grouping Variable: display 

a. Not corrected for ties. 

b. Grouping Variable: display 

4.1.4 Rating Scale Data 

Test statistic$lb 

I I I Mental 
Difficult 

Chi-square 13.163 8.941 

Block 1 Ball I Ball I I 
Shape I Position I Height ( Likeability 

12.171 1 10.400 1 6.677 1 17.243 

a. Kruskal Wallis Test 

b. Grouping Variable: group-num 

Test  tati is tic&^ 

Asymp. Sig. .055 

a. Kruskal Wallis Test 

b. Grouping Variable: GROUP 



Appendix 3: Statistical Details 

2 D & 3 D R  Test statistic& 

I I I Block I Ball I 
I Difficulty I Shape I Position I Likeability 

Mann-Whitney U 1 27.500 1 8.500 1 26.500 1 22.500 
Wilcoxon W 
z 
Asymp. Sig. (2-tailed) 
Exact Sig. [2*(l-tailed 1 .645a1 .OIOal ,574.1 ,328. 

2D & ExoVis Test statistic& 

Mann-Whitney U 
Wilcoxon W 
z 
Asymp. Sig. (2-tailed) 
Exact Sig. [2*(1-tailed 
Sis.)l 

I Block I Ball I I 

Test statistic& 

Difficulty 
13.500 

I I I Block I Ball I I 
I Difficulty I Shape I Position 1 Likeability 

Mann-Whitney U I 9.000 1 6.000 1 11.500 1 4.500 

Shape 
7.000 

Asymp. Sig. (2-tailed) ,026 
Exact Sig. [2*(l-tailed 
Sis.)l 

,028~ 

Mann-Whitney U 

Position 
18.500 

Wilcoxon W 

Likeability 
3.500 

Asymp. Sig. (2-tailed) 
Exact Sig. [2*(l-tailed 

Test statistics! 

I Block I Ball I 
Difficulty I Shape I Position I Likeability 

17.500 1 9.000 1 17.000 1 15.500 

a. Not corrected for ties. 

b. Grouping Variable: group-num 
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Mann-Whitney U 
Wilcoxon W 
z 
Asymp. Sig. (2-tailed) 
Exact Sig. [2*(1-tailed 
Sig.)l 

3D R & ExoVis Test Statistic& 

Test Statistic& 

Mann-Whitney U 
Wilcoxon W 
Z 
Asymp. Sig. (2-tailed) 
Exact Sig. [2*(l-tailed 
Sig.)l 

I Block 

Test Statistic& 

Ball 
Position - 

8.500 
44.500 
-2.534 

.011 

.O1oa 

Likeability 
8.500 

44.500 
-2.522 

,012 

.O1oa 

Difficulty 
12.000 
48.000 
-2.129 

.033 

.038~ 

Likeability 
13.000 
49.000 
-2.065 

,039 

.050a 

Block 
Shape 
29.000 
65.000 

-.324 
,746 

.798a 

Ball 
position 

17.500 
53.500 
-1 376 

,115 

.I 3oa 

Mann-Whitney U 
Wilcoxon W 
Z 
Asymp. Sig. (2-tailed) 

ExoVis & 01 Test Statistic& 

Difficulty 
14.500 

Exact Sig. [2*(l-tailed 
Sig.)l 

50.500 
-1.880 

.060 

Block 
Shape 

30.500 

.06!ja 

Mann-Whitney U 

66.500 
-. 163 
.871 

Wilcoxon W 
Z 

Asymp. Sig. (2-tailed) 

a. Not corrected for ties. 

b. Grouping Variable: group-num 

Ball 
position 

10.000 

.878a 

Difficulty 
25.500 

Exact Sig. [2*(l-tailed 
Sis.)l 

Likeability 
27.500 

46.000 
-2.414 

,016 

61.500 
-.733 
.464 

63.500 
-.497 
.619 

.021a 

Block 
Shape 
27.500 

,505~ 

.645ia 

63.500 
-.489 
.625 

Ball 
position 

27.500 

.64!ja 

Likeability 
25.000 

63.500 
-.498 
,619 

61.000 
-.764 
,445 

.645a 5 0 5 ~  
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ExoVis & 3D S  

Mann-Whitney U 
Wilcoxon W 
z 
Asymp. Sig. (2-tailed) 

Exact Sig. [2*(l-tailed 

Test statistic& 

I Block I Ball 1 1 
Difficulty I Shape I Position I Likeability 

26.000 1 28.000 1 28.500 1 10.500 

O I & 3 D S  Test statistic& 

Wilcoxon W 

Asymp. Sig. (2-tailed) 
Exact Sig. [2*(l-tailed 1 Ss.)l 

I Block I Ball 1 
Difficulty ( Shape I Position I Likeability 

16.000 1 22.500 1 22.500 1 16.000 

a. Not corrected for ties. 

b. Grouping Variable: group-num 
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4.2 Orientation Task 

Key: 2D = 2D display, 3D = 3D display, 01  = orientation icon, In-place = clip 

plane display. TRIATYPE = Trial type (Side, Top, or Other). 

4.2.1 Timing Data 

Descriptive Statistics 

DISPLAY 
Side 2D 

3D 
ExoVis 
01 
I n-place 
Total 

TOP 2D 
3D 
ExoVis 
01 
In-place 
Total 

Other 2D 
3D 
ExoVis 

01 
In-place 
Total 

Mean 
3.3913 
2.7963 
3.0688 
3.3063 
3.4450 
3.201 5 
3.1575 
2.8175 
3.0925 
3.5863 
3.971 3 
3.3250 
3.3938 
3.1575 
3.1225 
3.4163 
3.671 3 
3.3523 

Mauchly's Test of sphericit$' 

Measure: MEASURE 1 

df 
2 

Approx. 
Chi-square 

7.686 
Within Subjects Effect 
TRIATYPE 

Mauchly's 
W 

.798 
Sig. 
,021 

~ p s i l o n ~  
Lower- 
bound 

,500 

Greenhouse 
-Geisser 

,832 

Huynh 
-Feldt 

.968 
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Tests of Within-Su bjects Effects 

Measure: MEASURE 1 

1 
Source I d f  I F  
TRIANPE Sphericity Assumed I 2 14.943 

Partial 
Eta Observed 

Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

TRIATYPE * DISPLAY Sphericity Assumed 
Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

Error(TR1ATYPE) Sphericity Assumed 
Greenhouse-Geisser 

1 Huynh-Feldt 
Lower-bound 

Sig. ] Squared I powera 
,010 1 .I24 1 .793 

Tests of Between-Subjects Effects 

a. Computed using alpha = .05 

1.663 
1.936 
1.000 

8 
6.654 
7.744 

4.000 
70 

58.22 
67.76 
35.00 

Measure: MEASURE-1 

4.943 
4.943 
4.943 
4.502 
4.502 
4.502 
4.502 

a. Computed using alpha = .05 
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Multiple Comparisons 

Measure: MEASURE-1 
Tuke HSD r 
(I) DISPLAY (J) DISPLAY 
2D 3D 

ExoVis 
01 
In-place 

3D 2D 
ExoVis 
01 
In-place 

ExoVis 2D 

In-place 
01 2D 

3D 
ExoVis 
In-place 

In-place 2D 
3D 
ExoVis 
01 

(I-J) I Error ( Sig. ( Lower Bound 
,3904 1 .2147 ( .380 ( -.2270 

nce I Interval 
U er Bound *I 

Based on observed means. 

*. The mean difference is significant at the .05 level. 

Pairwise Comparisons 

Based on estimated marginal means 

*. The mean difference is significant at the .05 level. 

a. Adjustment for multiple comparisons: Bonferroni. 
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Pairwise Comparisons 

TRIATYPE (I) DISPLAY (J) DISPLAY 
Side 2D 3D 

Exovis 
01 
In-place 

3D 20 

ExoVis 
01 
In-place 

ExoVis 2D 

3D 
ExoVis 
In-place 

I n-place 2D 

3D 
ExoVis 
01 

TOP 2D 3D 
ExoVis 
01 

UtoVis 
01 
In-place 

ExoVis 2D 

3D 
01 
in-place 

01 2D 

3D 
ExoVis 

3D 
ExoVis 
01 

Other 2D 30 

ExoVis 
01 

ExoVis 
01 
In-place 

ExoVis 2D 

3D 
01 

In-place 
01 2D 

3D 
ExoVis 
In-place 

In-place 2D 

3D 
ExoVis 

Mean 
Difference 

(I-J) 
,595 
,323 
,085 

-.054 
-.595 
-.272 
-.510 
-.649 
-.323 
,272 

-238 
-.376 
-.085 
,510 
,238 

-.I39 
,054 
,649 
,376 
,139 
.340 
,065 

-.429 
-.814' 
-3.0 
-.275 
-.769 

-1.154' 
-.065 
,275 

-.494 
-. 879' 
,429 
,769 
,494 

-.385 
,814. 

1.154* 
,879. 
,385 
,236 
,271 

-.023 
-.277 
-236 
,035 

-.259 

Std Dd 
Error Slg a Lower Bound 

217 ,005 - 055 
217 1000 - 327 
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Pairwise Comparisons 

Measure: MEASURE 1 

I I 

Based on estimated marginal means 

*. The mean difference is significant at the .05 level. 

a. Adjustment for multiple comparisons: Bonferroni. 
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4.2.2 Errors 

Descriptive Statistics 

DISPLAY I Mean 
Side 2D I 571 9 

ExoVis 

In-place 
Total 

3D 
ExoVis 
01 
In-place 

Other 2D 
3D 
ExoVis 

,7500 
,9171 
.4602 
,8997 

Total 1 -9758 

Std. Deviation 
,27756 
.60804 
.40858 
.41379 
,38480 
.44787 
52777 
.47735 
56485 
,40977 
,56124 
.64927 

Mauchly's Test of sphericit$ 

Measure: MEASURE 1 

Within Subjects Effect 
TRiATYPE - 

Mauchly's 
W 

,953 
df 
2 

Approx. 
Chi-square 

1.620 
Sig. 
.445 

~ p s i l o n ~  
Lower- 
bound 

,500 - 
Greenhouse 

-Geisser 
.956 

Huynh- 
Feldt 
1.000 



Appendix 3: Statistical Details 

Tests of Within-Subjects Effects 

Measure: MEASURE 1 

I- 
Source 
TRIATYPE Sphericity Assumed 

Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

TRIATYPE * DISPLAY Sphericity Assumed 
Green house-Geisser 
Huynh-Feldt 
Lower-bound 

Error(TR1ATYPE) Sphericity Assumed 
Greenhouse-Geisser 
Huynh-Feldt 

I Lower-bound 

a. Computed using alpha = ,051 

Partial Eta 
Squared 

.305 

.305 

.305 

.305 
,291 
,291 
.291 
,291 

Tests of Between-Subjects Effects 

Measure: MEASURE-1 
Transformed Variable: Average 

A 

0 bserved 
powera 

.999 

.999 
,999 
,968 
,973 
.968 
,973 
,822 

a. Computed using alpha = .05 
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Multiple Comparisons 

Measure: MEASURE-1 
Tukey HSD 

(I) DISPLAY (J) DISPLAY 
2D 3D 

ExoVis 
01 
In-place 

3D 2D 
ExoVis 
01 
In-place 

ExoVis 2D 
3D 
01 
I n-place 

0 1 2D 
3D 
ExoVis 
In-place 

In-place 2D 
3D 
ExoVis 
01 

Mean 
Difference 

(I-J) 
-.6785* 
-.2641 
. I  354 

-.5088 

95% Confidence Interval 
Lower Bound I Upper Bound 

-1.1902 1 -.I668 

Based on observed means. 

*. The mean difference is significant at the .05 level. 

Pairwise Comparisons 

Measure: MEASURE 1 

95% Confidence Interval for 

Based on estimated marginal means 

*. The mean difference is significant at the .05 level. 

a. Adjustment for multiple comparisons: Bonferroni. 
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Pairwise Comparisons 

Measure: MEASURE 1 
I 

Mean 
Difference 

TRIANPE (I) DISPLAY (J) DISPLAY (I-J) 
Side 2D 3D -.I78 

ExoVis -345 
01 .I12 
In-place -.328 

Exovis -.I67 

lwplace -.I50 
ExoVis 2D ,345 

3D ,167 
01 ,457 
In-place .017 

01 20 -.I12 
3D -290 
Ewovis -.457 

3D .I50 
Exovis I -.017 
01 

TOP 2D 3D 
Exovis 
01 
In-place 

3D 2D 
Exovis 
01 
In-place 

ExoVis 
-.768' 

In-place -.393 

-.026 
-1.110- 

Exovis -.342 

3D -.375 
Exovis .393 
01 .735 

Xher 2D 3D -.773' 
Exovis -.I31 
01 268 
ln-place -.489 

.773' 
Exovis 

1.042' 
In-place 

ExoVis 

-642. 

In-place -.358 

-.268 
-1 .042* 

Exovis -.400 
In-place 

In-place 

Exovis 
-758- 

1 I 1 95% Confidence Interval for 
Difference a 

Lower Bound 

1 .ooo 
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Pairwise Comparisons 

Measure: MEASURE 1 

I 

DISPLAY (I) TRIATYPE (J) TRIATYPE 1 (I-J) I Error 
2D Side TOP I -.I18 1 ,174 

Other 
TOP Side 

Other 
Other Side 

TOP 
3D Side TOP 

Other 
TOP Side 

Other 
Other Side 

-. 179 
,118 

-.060 
.I79 
.060 

-1 .024* 
-.774* 
1.024* 
.250 
.774* 

TOP 
ExoVis Side TOP 

I 95% Confidence Interval for I 

-.250 .I56 
-.089 ,174 

Other 
TOP Side 

Other 
Other Side 

TOP 
01 Side TOP 

Other 
TOP Side 

Other 
Other Side 

TOP 
In-place Side TOP 

Other 
Top Side 

Other 
Other Side 

TOP 

siga 1 Lower Bound I Upper Bound 
1.00 I -.557 1 .320 

.035 .I45 

.089 .I74 

.I24 .I56 
-.035 .I45 
-.I24 .I56 
-.204 ,174 
-.022 .I45 
.204 .I74 
,182 .I56 
,022 .I45 

-.I82 .I56 
-.500* .I74 
-.340 .I45 
.500* ,174 
.I59 .I56 
.340 ,145 

-.I59 ,156 

Based on estimated marginal means 

*. The mean difference is significant at the .05 level. 

a. Adjustment for multiple comparisons: Bonferroni. 
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4.2.3 Ability to Predict Error (Estimated Error - Actual Error) 

Descriptive Statistics 

DISPLAY 
Side 2D 

3D 
ExoVis 
01 
In-place 
Total 

TOP 2D 
3D 
ExoVis 

01 
In-place 

Total 

Other 2D 

3D 
ExoVis 

01 
In-place 

Total 

Mean I Std. Deviation I N 
2.8197 1 2.36545 1 8 

Mauchly's Test of sphericie 

Measure: MEASURE 1 

Within Subjects Effect 
TRIATYPE 

Mauchly's 
W 

,851 
Sig. 
,064 

Approx. 
Chi-square 

5.487 
df 

2 

~ ~ s i l o n ~  

Greenhouse 
-Geisser 

,870 

Huynh- 
Feldt 
1.000 

Lower- 
bound 

,500 
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Tests of Within-Subjects Effects 

Measure: MEASURE 1 

I 

a. Computed using alpha = .05 

Source 
TRIATYPE Sphericity Assumed 

Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

TRIATYPE * DISPLAY Sphericity Assumed 
Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

Error(TR1ATYPE) Sphericity Assumed 

Greenhouse-Geisser 
Huynh-Feldt 
Lower-bound 

Tests of Between-Subjects Effects 

d f 
2 

1.741 
2.000 
1.000 

8 
6.962 
8.000 
4.000 

70 
60.92 
70.00 
35.00 

Partial Eta I Observed 

Measure: MEASURE-? 

a. Computed using alpha = .05 
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Multiple Comparisons 

Measure: MEASURE-1 

3ased on observed means. 

*. The mean difference is significant at the .05 level. 

Pairwise Comparisons 

95% Confidence Interval 

-2.1 170 6.3666 
-3.8094 4.6742 
-2.1944 6.2892 

Based on estimated marginal means 

a. Adjustment for multiple comparisons: Bonferroni. 
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Pairwise Comparisons 

Measure: MEASURE 1 

Mean I 1 95% Confidence Interval for 

TRIANPE (I) DISPLAY (J) DISPLAY 
Side 2D 3D 

ExoVis 
01 
In-place 

3D 2D 
ExoVis 
01 
In-place 

ExoVis 2D 
3D 
01 
In-place 

01 2D 
3D 
ExoVis 

3D 
ExoVis 
01 

TOP 2D 3D 
ExoVis 
01 
In-place 

30 2D 
ExoVis 
01 
In-place 

ExoVis 2D 
3D 
01 

3D 
ExoVis 

3D 
ExoVis 
01 

Other 2D 3D 
ExoVis 
01 
In-place 

3D 2D 

ExoVis 
01 
In-place 

ExoVis 2D 

3D 
ExoVis 

3D 
ExoVis 
01 

Diffee;nce 
Std. 
Error 

3.044 1.369 

Difference a 

Sig. a Lower Bound I Upper Bound 
.327 -1.058 I 7.145 
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Pairwise Comparisons 

Measure: MEASURE 1 

I 
DISPLAY (I) TRIATYPE (J) TRIATYPE 1 (I-J) 
2D Side TOP I .863 

Other .012 

TOP Side -.863 
Other -.851 

Other Side -.012 

TOP ,851 

I 
3D Side TOP 3.686* 

Other 1.171 

TOP Side -3.686* 
1 Other -2.51 5* 
I Other Side -1.171 

TOP 2.515* 
ExoVis Side TOP -.375 

Other -.392 

TOP Side .375 
Other -.017 

Other Side ,392 
I TOP ,017 
I 01 Side TOP -.411 

Other -.700 

TOP Side ,411 
Other -.288 

Other Side .700 

TOP ,288 
In-place Side TOP .290 

Other .600 
Side -.290 

-.600 

Based on estimated marginal means 

*. The mean difference is significant at the .05 level. 

I Std. 
1 Error 
.727 
1 ,510 
, .727 
, .673 

,510 
.673 
,727 
5 1  0 
,727 
.673 
510 
.673 
.727 
310 
.727 
.673 
510 
.673 
,727 
,510 

95% Confidence Interval for 
~ i f ference~ 

~ i g . ~  I Lower Bound I Upper Bound 
.728 1 -.963 1 2.690 

a. Adjustment for multiple comparisons: Bonferroni. 



Appendix 3: Statistical Details 

4.2.4 Rating Scale Data 

Difficulty 
Mental Effort 
Physical Effort 
Torus 
Orientation 
Plane 
Orientation 
Approximation 
Precision 
Likeability 

Test ~tatistics?~~ 

Chi-square 
6.646 
8.768 
2.226 

3.293 

2.815 

8.496 
3.306 
3.207 

df I Asymp. .;Zi 

a. Kruskal Wallis Test 

b. Grouping Variable: groupnum 

5 Experiment 3: Qualitative Exploration 

5.1 Rating Scale Data 

Test Statistic# 

Easy to learn 
Clearly organized 
Easy to use 
Easy to complete the assigned task 
Easy to relate 2D and 3D views 
Easy to move the slices 
Easy to determine whether the anomaly 
was enclosed by the box 
Easy to adjust the box size 

Z ( Asymp. Sig. (2-tailed) 
-2.27Ia 1 ,023 

a. Based on negative ranks. 

b. Based on positive ranks. 

c. Wilcoxon Signed Ranks Test 




