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Abstract 

Constraint networks are a simple knowledge representation model, useful for describ- 

ing a large class of problems in planning, scheduling and temporal reasoning. A 

constraint network is called decomposable if any partial solution can be extended to 

a global solution. A constraint network is called minimal if every allowed 2-tuple of 

assignments can be extended to a global solution. 

Much of the existing research in the field has been aimed at identifying restrictions 

on constraint networks such that the resulting network is minimal or decomposable 

or both. In this thesis we will examine issues related to minimal networks. We 

will address the complexity issues related to minimal networks. We will show that 

determining whether a given constraint network is minimal is NP-Complete. We also 

show that given a Ztuple finding a solution which contains this edge is NP-complete 

in a minimal network. 

We show that there exists a greedy algorithm for finding a solution to a subclass 

of minimal network. The recognition problem for this class is of the same complexity 

as the recognition problem for decomposable networks. 

We use a result of Feige and Lovasz to show that there exists another class of 

constraint satisfaction problems for which determining the satisfiability is polynomial. 

The recognition problem for this class is also NP-complete. 

Next we address the weighted constraint satisfaction problem. In the weighted 

constraint satisfaction problem, associated with each assignment is a cost. The goal 

is to find a consistent assignment with minimum cost. We will show that for minimal 

graphs and 011 weights the weighted constraint satisfaction problem is NP-complete. 
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Chapter 1 

Introduction 

1. I Introduction 

Constraint networks are a simple knowledge representation model, useful for describ- 

ing a large class of problems in planning, scheduling, natural language understanding, 

image recognition, scene analysis [Mon74, Wa172, Wa175b, tVa175a], represent ation of 

physical systems [Bob84, J.84, JS841, temporal reasoning fDMP91, VK86], and spec- 

ification of software systems IBa185, BGW82, Luc851, to name a few. A Constraint 

Network can be viewed as a graph consisting of nodes and arcs. The nodes represent 

the variables and the arcs can be viewed as binary relations specifying the mutually 

consistent assignments between the nodes. h solution to such a network is an as- 

sigrment of values to all the nodes which satisfies all the constraints simultaneously. 

The notion is easily extensible to constraint graphs in which the relations between 

the nodes are n - ary. In this thesis, however, we will work with binary constraints. 

Waltz [Wa172, Wa175b, Wal75aj proposed an algorithm for consistent labelling of 

bidimensional scenes. He examined each pair of nodes linked by a line segment and 

eliminated the inconsistent d u e s .  This operation is called arc- consistency [Mac77]. 

Arc consistency is central to many constraint processing algorithms. Montanari first 

introduced the idea of constraint networks {Mon74] and proposed the path consistency 

algorithm. Mackworth Chilac771 improved on the complexity of Montanari's algorithm 

by keeping track of modified constraints to avoid rechecking. In [MF85] Maclrworth 



and Freuder discuss the complexity of some polynomial arc-consistency algorithms. 

Seidel [Sei81] gave an algorithm for constraint satisfaction based on dynamic pro- 

gramming which runs in O(m * Df+'), where m is the number of constraints, D is 

the maximum size of the domains of the variablea and f is an integer whose value 

depends on the structure of the problem. 

As many of the NP-complete problems [GJ79], such as graph coloring, are con- 

straint satisfaction problems, the constraint satisfaction problem is NP-complete. 

Since the constraint satisfaction problem belongs to the class of hard problems it 

is conjectured that it is impossible to find a polynomial time algorithm for it. One 

approach can be to find the subclasses of constraint satisfaction problems which are 

polynomially solvable. A second approach can be to give good approximation algo- 

rithms for the general constraint satisfaction problem. 

1.2 Definitions 

Definition 1 Chromatic number: The chromatic number (x) of a graph is dejned 

as the minimum number of colors required to color the vertices of the graph such that 

no two adjacent vertices get the same color. 

Definition 2 Mazimum Clique: A maximum clique is a complete subgraph of a given 

graph with maximum size. 

We denote the maximum clique size by w. Ii'; represents a complete graph over i 

vertices. 

Definition 3 Perfect Graph -4 graph G is perfect i f  every vertex induced subgraph 

GA has the proper@ that w(GA) = ~ ( G A ) .  

In a perfect graph a maximum clique can be found in polynomial time [GLS88]. 

Definition 4 Constraint Satisfaction Problem (CSP): Let X be the set of variables 

and D be the set of domain values. Relations between variables xi and x j define, 

the rn~rtuallzj consistent values. A solution to a CSP is an instantiation of all the 

~aricibles such that relations between all the pairs of variables are satisfied. 



A CSP can be represented as a 3-tuple (X, D, R) where X is the set of variables, 

D is the set of associated domains and R is the set of binary relations over domains 

specifying the consistent values. 

A CSP can also be visualized as a graph problem. From a given CSP the constraint 

graph can be constructed by introducing a node for each assignment of a domain value 

to a variable. Consistent instantiations are connected by an arc. Finding a solution 

to the CSP amounts to finding a maximum clique in the constraint graph. We will 

refer to the graph generated from the constraint satisfaction problem as the constraint 

graph. 

Definition 5 Path Consistency: A constraint network is path consistent if and only 

if', for every 3-tuple of variables x,, xj, xk, the following holds: for every instantiation 

of x; and xj  that satisfies the relation Rj, there exists an instantiation of 21, such 

that the relations and &.,k are satisfied. 

Definition 6 k-consistent network: A constraint network is k-consistent if and only 

if, given an instantiation of any k - 1 variables satisfying all the direct relations 

between those variables, there exists an instantiation of the kth variable such that the 

k values taken together satisfy all the relations between them. 

Definition 7 Strongly k-consistent: A constraint network is strongly k-consistent, if 

it is consastent for 1 5 2- 5 k. 

Definition 8 Decomposable Network: A constraint network is called decomposable 

i f  a n y  partial solution can be extended to a complete solution. 

Definition 9 Minimal Network: A constraint network is called minimal if any al- 

lowed 2-tuple of assignments can be eztended to a complete solution. 

Let the graph associated with minimal constraint network be called a minimal 

constraint graph. In graph theoretic terms a minimal network can be characterised 

as: every edge in the minimal graph participates in a maximum clique, where a 

maximum clique is a solution to the constraint satisfaction problem. Since this thesis is 
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concerned solely with constraint c-.! works and constraint graphs, the word constraint 

will be dropped whenever the meaning is clear from the context. An important 

point to be kept in mind while reading this thesis is that we distinguish constraint 

networks from constraint graphs. The phrase constraint graph is being used in the 

non-traditional sense. Whenever we use the word constraint graph we refer to the 

product graph as described in section 2.1 and figure 2.1. By Constraint Network we 

mean the graph which is defined over variables in the constraint satisfaction problem 

where two variables are linked by an edge if there is a binary constraint over the two 

variables. 

Overview of the thesis 

In chapter 2 we will introduce some definitions and show the reduction of the con- 

straint satisfaction problem to a graph problem. The reduction will show that the 

constraint satisfaction problem can be formulated as finding a maximum clique in a 

graph- 
We study minimal graphs and show that they are not necessarily perfect. We will 

address the complexity of recognizing minimal graphs, finding minimal subgraphs of 

a general graph, and finding a solution to a minimal graph. The notion of minimal 

networks is interesting to study because it is the natural generalization of decornpos- 

able networks, which admit backtrack free solution. The solution to a decomposable 

network can be computed by a greedy algorithm; the structure of the constraints 

guarantees the correctness of the algorithm. 

In chapter 3 we use a result of Fiege and Lovasz to show that there exists a 

class of constraint satisfaction problems for which satisfiability can be determined 

in polynomial time. This is exactly the class of constraint networks for which the 

associated graph has chromatic number )i equal to the size of the maximum clique w. 

This raises the question of recognizing graphs for which the former property is true. 

We show that it is NP-complete to determine whether w = x is true for any graph. 

We then address the weighted constraint satisfaction problem. In the weighted 

constraint satisfaction problem, associated with each assignment is a cost. The goal 
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Figure 1.1 : A schedule for a simple resource allocation problem 

is to find a consistent assignment with minimum cost. We will show that for minimal 

graphs and 011 weights the weighted constraint satisfaction problem is NP-complete. 

We conclude with a summary of results and open problems in the last chapter. 

1.4 Related Work 

There has been a considerable amount of effort expended on identifying the classes of 

constraint networks which are easily satisfiable. These classes are obtained either by 

restricting the type of constraints or the topology of the network. 

1.4.1 Resource Allocation Problem 

The resource allocation problem is an example where the constraints are of special 

type as well as the network has a special structure. In particular the constraints are 

all disequalities and the network is an interval graph. 

In a resource allocation problem, we have a set of tasks .  Associated with each 

task is a set of allowable resources. The problem is to find an assignment of a resource 

to each task such that no two tasks which overlap share a resource in common. We 

zssume that the execution times for each task have already been set. 

Figure 1.1 shows a resource allocation problem comprising of five tasks TI , .  . . , T5. 
The resources which can be used to perform a task are specified by a set. For example 



CHAPTER 1. INTRODUCTION 6 

Figure 1.2: Corresponding Graph coloring problem 

TI can use any of the resources {a,  b,c,d}. A resource allocation problem can be 

expressed as a graph coloring problem defined as follows: 

Let T be the set of tasks and Vi C; is the set of resources used by task T,. Define 

G=(V,E) tobeagraphsuchtha t  V = T a n d V i # j : T , n T j # O  

implies (Ti, T j )  E E. 

Given G and associated colors with each node (Ci here ) finding a valid coloring 

is equivalent to solving the resource allocation problem, where a valid coloring is an 

assignment of colors to the nodes from the list of permitted colors such that no two 

adjacent nodes have the same color. Figure 1.2 shows the graph coloring problem 

corresponding to the resource allocation problem shown in Figure 1.1. 
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The graph defined by the resource allocation problem is an interval graph [Go180]. 

Coloring of interval graphs when the colors are not uniformly available is known to 

be NP-complete [AS87], whereas the regular coloring of interval graphs (when all the 

colors are available to all the nodes) can be accomplished in linear time [Go180]. 

Choueiry and Faltings in [CF94] describe how the properties of interval graphs 

can be exploited to simplify the problem. They group successive tasks which can be 

executed by the same resource. The VAD - heuristic described in [CF94] performs 

such grouping. The VAD - heuristic delays the assignment of the most constrained 

resource. 

Let G = (V, E) be an interval graph corresponding to some resource allocation 

problem. U c V is called an independent set if no two members of U share an edge. 

A covering of G by independent sets is a collection of sets (Ul, . . . , Urn) I Uzl Ui = V. 

It is well known that a covering of an interval graph can be obtained in linear time 

[Go180]. Furthermore this covering is the smallest possible. Such a covering groups 

tasks into sets which can have the same resource. If all the resources are available to 

every task then such a covering indeed gives a coloring. 

Relationship to k-consist ency 

If the constraint graph is an interval graph then the variables can be grouped 

into maximal cliques such that no two variables get the same color. We can then 

rewrite the coloring problem using higher order constraints. We call the higher order 

operator all-diflerent(List). It takes as an argument a list of domain variables and 

finds an instantiation for each variable in the argument list such that no two variables 

in the List get the same value. 

The all-different formulation for the problem shown in Figure 1.2 is: 

As mentioned previously, if the constraint graph is an interval graph then we can 

find all the maximal cliques in polynomial time [Gol80]. This grants us the liberty of 
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rewriting the problem using higher order constraints. In general we cannot solve the 

conjunction of these higher order constraints efficiently. 

As we will see ahead: a single all-different constraint can be solved efficiently. 

This provides us with a way to define local-consistency stronger than arc-consistency 

for binary networks. By making the network locally-consistent (with respect to the 

higher order constraint) we hope to prune more search space. 

Observation: 

Let n be the maximum cardinality of the argument lists to all-different con- 

straints describing a problem. If we make the network n consistent (in the 

Freuderian sense) then the network is globally consistent. 

Let k be the size of the maximum intersection of these cliques. In [DAGJ95] it is 

shown that if the constraint network is n - ary k + 1 - consistent then there exists 

a backtrack free search. 

1.4.2 all-different constraint solver 

In [Reg941 Regin describes an algorithm for making constraints of difference (all-different 

constraint) consistent. First we define a few terms: 

Definition 10 all-different constraint: is one which has inequality as the constraint 

on every pair of variables in the constraint. 

Definition 11 all-differentCSF: is a constraint satisfaction problem in which all the 

constraints are of the type all-different. 

Definition 12 Consistent-all-different constraint: is an all-diflerent constraint such 

that for every allowed domain value in a variable there exists a globally consistent 

assignmsnt for the other variables. 

Definition 13 Consistentall-differentCSP: is an all-diflerentCSP such that for any 

variable every allowed domain value is consistent with all the all-diflerent constraints 

involving the variable. 
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Figure 1.3: Bipartite Graph 

Let C be all-diflerent(Xl, X2, X3) where the domain of X I  is {1,2}, the domain 

of XZ is {1,3) and the domain of X3 is {1,2,3}. Let X and D denote the union of 

all the variables and the domains respectively . We define B to be a bipartite graph 

over nodes (X, D). (xi, d j )  is an edge in B if d j  E domain of x;. The bipartite graph 

corresponding to constraint C is shown in Figure 1.3. 

Definition 14 Matching: A subset of edges is called a matching if no two edges share 

a vertex in common. 

A matching with maximum cardinality in a graph is called a maximum matching. 

A solution to a constraint C is a maximum matching in B. Furthermore a max- 

imum matching in B is a solution to C. By definition if C is consistent then every 

edge in B belongs to a maximum matching. Maximum matching in bipartite graphs 

can in computed in ~(n'-~drn/ log n)) [ABMPSI]. 

Given an all-differentCSP we can make it consistent by removing all the values 

which do not belong to a maximum matching in some constraint C. Since each value 

can be removed at most once, the number of calls to the matching subroutine is 

bounded by the number of domain values. 

In general it is hard to find the maximal cliques describing the constraint satisfac- 

tion problem. In the case of resource allocation problems, the underlying constraint 
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graph is an interval graph, therefore we can compute all the alLdifferent constraints 

in polynomial time and use higher order consistency to prune more search space. 

1.4.3 Minimality related to the Topology of a constraint 

network 

Next we will discuss the classes which are obtained by restricting the topology. Monta- 

nari [Mon74] showed that if the constraint network is a tree, path consistency ensures 

that the network is minimal. 

Definition 15 Ordered Constraint Network: An ordered constraint network has its 

nodes arranged in a linear order. 

Definition 16 Width at a node in an ordered constraint network is the number of 

links that lead back from that node to previous nodes in the ordering. 

Definition 17 Width of an ordering is the masimum width at the nodes. 

Definition 18 Width of a constraint network is the minimum width over all the 

orderings of the network. 

Freuder [Fre82, Fre85] related the width of a network to the level of local con- 

sistency required to ensure a backtrack free solution. The following theorem is from 

[Fre82]. 

Theorem 1 (Freuder) Given a constraint satisfaction problem: 

( I )  A search order is backtrack-free i f  the leuel of strong consistency is greater 

than the width of the corresponding ordered constraint network. 

(2) There exists a backtrack-free search order for the problem i f  the level of 

strong consistency is greater than width of the constraint network. 
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It can be seen that the width of a tree is 1. Therefore by the previous theorem 

2 - consistency would give us a backtrack-free search in trees. 

Dechter and Pearl [DP88] provide an adaptive scheme where the level of consis- 

tency is adjusted on a node by node basis. Freuder [FreSO] generalizes the previous 

result (Theorem 1) on trees to k - trees. 

1.4.4 Minimality related to the type of constraints 

Let 5 be a partial order on the set Di of values of the variable Xi. Moreover we 

impose a lattice structure with i n  f and sup operations on D;. We treat r 5 s as 

being equivalent to xi, 5 xi,,. A total relation R , j  between the sets D ;  and Dj is 

called monotone if: 

(i) if I&j,TS = 1 and t 2 r then Rjlt, = 1 and conversely 

if RjSrs = 1 and t 5 s then R i j t T t  = 1 

(ii)if &j,p, = 1, = 1 and r = i n  f (p,  q )  then EjVTs = 1 and 

if &j,Tp = l , ~ , , ,  = 1 and s = sup(p,q) then R , j T T s  = 1. 

A monotone relation is shown in Figure 1.4. 

Montanari [Mon74] showed that if the relations are monotone then path consis- 

tency ensures that the network is minimal and decomposable. 

The following theorem from [DecSO] relates the size of the domains of the variables 

and the level of local consistency required to ensure a decomposable network. 

Theorem 2 (Dechter)Any k-valued r-ary constraint network that is strongly (k(r- 

l )+l)  consistent is globally consistent. In particular, any k-valued binary constraint 

network that is strongly (k+l) consistent is globally consistent. 

If we have a bi-valued binary network, ensuring 3-consistency would guarantee 

a globally consistent network, though this might not be the fastest way to solve bi- 

valued binary networks, as bi-valued binary networks are equivalent to 2-Sat which 

can be solved in linear time. 
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Figure 1.4: A monotone relation 

Definition 19 Functional Relation R: A binary relation represented in matrix form 

is functional if and only if there is at most one 1 in each row and in each column of 

R. 

Deville and Van Hentenryck [DVH91] show that if the relations are monotone and 

functional then arc consistency itself guarantees satisfiability. Van Beek in [VB92] 

generalized the previous result to show that if a matrix representation of the relation 

is row-convex then path consistency ensures that the network is both minimal and 

decomposable. 

1.4.5 Some Graph theoretic problems 

For related definitions the reader is referred to section 1.2. 

Zykov [Zyk49] defined a graph G to be Ic - saturated if it does not contain a k + 1 

clique, but every graph obtained from G by adding an edge contains a clique of size 

k + 1. Hajnal [Haj65] studied k - saturated graphs. 

Suppose that the constraint graph is k - saturated and the degree of each vertex 
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is 5 n - 2, where n is the number of vertices in the graph. A maximum clique in such 

a constraint graph can be computed as follows: let (a, b )  be a pair of vertices such 

that a is not connected to b. If we add the edge (a, b) to the constraint graph then we 

get a clique of size k + 1, therefore the common neighbours of a and b have to be a 

k - 1 clique. Thus the common neighbours of a and b with either a or b form a clique 

of size k. 

From this it follows that every node in a k - saturated constraint graph belongs '9 

a maximum clique. Clearly, k - saturated graphs are properly contained in minimal 

graphs. Observe that the assumption about the degree of each vertex is natural. We 

assume that the domain of each variable has more than one element, which implies 

that each row in the constraint graph has at least two nodes. As all the nodes in a 

row form an independent set, the degree of each node cannot be equal to the number 

of the vertices. 

Let IC,(i), i = 1 . . . n, be n complete graphs of n vertices. Assume that every two 

of the Kn(i)'s have at most one vertex in common. The following question has been 

posed in [Erd81]: 

Prove that the graph U;="=,l(,(i) has chromatic number n. 

Clearly the above stated class of graphs is a subclass of minimal networks. The 

problem is still open to the best of my knowledge. This shows how hard it is to study 

the structure of the minimal graphs. 
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Minimal Networks 

2.1 Introduction 

To facilitate the discussion we will reintroduce some of the terms. 

Definition 20 Constraint Satisfaction Problem (CSP): Let X be the set of variables 

and D be the set of domain values. Relations Ri,j between variables xi and xj define, 

the mutually consistent values. A solution to a CSP is an instantiation of all the 

variables such that relations between all the pairs of variables are satisfied. 

A CSP can be represented as a 3-tuple (X, D, R) where X is the set of variables, 

D is the set of associated domains and R is the set of binary relations over domains 

specifying the consistent values. 

A CSP can also be visualized as a graph problem. From a given CSP the constraint 

graph can be constructed by introducing a node for each assignment of a domain value 

to a variable. Consistent instantiations are connected by an arc. Finding a solution 

to the CSP amounts to finding a maximum clique in the constraint graph. We will 

refer to the graph generated from the constraint satisfaction problem as the constraint 

graph. Figure 2.1 is a constraint graph for some constraint satisfaction problem. 

All the xi,j in row i correspond to the values x; can take. For example variable xl 

has four domain values dll , d12, d13, d14. The corresponding assignments are denoted 

by the variables xll, xlz,xl3,xl4. There is an edge connecting two nodes if and only 
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Figure 2.1: CSP 

if the assignments are mutually compatible. By definition for all j, k, xi,j is not 

connected to x i , k .  If we visualize the nodes of the constraint graph as a matrix of 

rows and columns then the previous statement asserts that are no edges in between 

elements of a row. All the edges are from one row to another. If the CSP is satisfiable, 

then there is a clique of size ( X I in the graph G. If the CSP is not satisfiable then 

there does not exist a clique of size I X 1. Furthermore only one element from each 

row can participate in the formation of the clique. The CSP shown in Figure 2.1 has 

a unique solution ~ 1 1 , 2 2 2 ,  x33. 

The transformation described above can be carried out in polynomial time. 

Definition 21 Path Consistency: A network is path consistent i j  and only i i  for 

every 3-tuple of variables xi, x j ,  xt, the following holds: for every instantiation of x i  

and x j  that satisfies the relation there exists an instantiation o f x k  such that the 

relations R j , k  and are satisfied. 

Definition 22 k-consistent network: A network is k-consistent if and only if, given 

an instantiation of any k - 1 variables satisfying all the direct relations between those 
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variables, there exists an instantiation of the kih variable such that the k values taken 

together satisfy all the relations between them. 

Definition 23 Strong1y k-consistent: A network is strongly k-consistent, i f  it is con- 

sistent for 1 5 i < k. 

Definition 24 Minimd network: A network is called minimal i f  every consistent 

2-tuple of instantiated variables can be eztended to a complete instantiation of the 

mlda bles. 

Definition 25 Decomposable network: A strongly n-consistent network is sadd to 

be decomposable. Decomposable networks can be inst ant iated mithout backtrack. A 

strongly n-consistent network if also minimal. The converse is not tme.  We assume 

that n is the number crf variables in the corresponding CSP.  

Figure 2.2 shows the minimal constraint graph for a CSP which is not decom- 

posable. The partial solution defined over nodes 2 2 2 , ~ 3 1 ~  5 4 1  cannot be extended to a 

clique of size four, whereas each edge participates in a clique of size four. The network 

is 1,2,8consistent, but not *-consistent. 

In this chapter we will exzmine problems related to minimal constraint graphs. 

Recall that by constraint graphs we refer to the graphs which are derived from the 

constraint satisfaction problem as specified in section 2.1 (Figure 2.1 shows an example 

of a constraint graph). 

h the traditionat usage of the tern minimal graph we assume that the size of 

the maximum dique in the constraint graph is equal to the number of variables in 

the corresponding CSP fie, the CSP has a solution), If w denotes the size of the 

maximum clique in a graph and x is its chromatic number then the previous statement 

zsserts thzt fcx miGmi! gaii;& w = X -  W e  iiro'ri!b rdzx this befiniiio~ to take into 

consideration the minimal graphs for which w may not be equal to X. If w # x for a 

minimal graph then the corresponding CSP does not have a solution. If w # x for 

a minimal graph thm the term solution means a maximum clique in the cocstraint 

graph. In the corresponding CSP it would be the maximum consistent set of variables 
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X42 XI3 

Figure 2.2: Minimal Network 
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which can be assigned a value I .  In this framework we can talk about unsatisfiable 

CSPs and computing maximally consistent assignment sets to them. 

In the next theorem we will show the equivalence of the two definitions. With 

this equivalence we will able to prove properties of minimal graphs without having to 

worry about the size of the maximum clique. 

Observe that our definition properly contains the minimal graphs for which w = X .  

Let us assume that w # x for the minimal graphs under consideration. 

Theorem 3 If we can find a maximum clique in minimal graph for which w = x then 

we can find a maximum clique in minimal graph for which w f X .  

Proof: Let Gu be the minimal graph under consideration. We can assume that w # x 
for Gu = (Va, E,). From this graph we will construct another minimal graph Gb = 

(K, Eb) such that w = x for Gb. Let the maximum clique size in G, be n. Vertices of Gb 
are defined as two tuples 6 = UVEva (v, i )  i = 1.s. TWO vertices (v*, i ) ,  (v2, j) I i # j 
belonging to Gb are connected if (vl, v2) is an edge in E,. This states that the edges 

of G, give rise to edges in Gb. Observe that if i = j then we are not putting any edges 

in Gb. Gb can again be visualized as comprising of n rows, where each row contains 

I V, I number of vertices. There are no edges in a row. Edges are between rows only. 

Gb SO constructed is minimal because every edge in Gb belongs to a clique of size n 

such that there is a vertex from each row in the clique. As the rows are independent 

sets we can cover Gb by n independent sets therefore the chromatic number of Gb is 

also n. If we can find a maximum clique in Gb we can find a maximum clique in G, . 
This follows from the fact that the first element in the Ztuple defining the vertex in 

Gb is a vertex in G,. For any two edges in the clique in Gb there has to be an edge 

between the corresponding vertices in G, (by construction). 0 

Theorem 3. tells us that finding maximum cliques in minimal graphs with w = x 
is as hard as finding cliques in minimal graphs with w # X. From now on minimal 

graphs may or may not have maximum clique size equal to the chromatic number. 

In this chapter we will address the following problems related to minimal graphs. 

'The reader is cautioned that the solution to a minimal graph with w # x is a maximum consistent 
set of variables which are assigned some value even though the CSP a s  a whole might be unsatisfiable. 
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Problem 1. 

INSTANCE M: Given a constraint graph. 

QUESTION: Is the constraint graph minimal? 

Problem 2. 

INSTANCE S: Given a minimal constraint graph G and an edge e in G. 

QUESTION: Find a maximum clique in G which contains the given edge e. 

We will show that M is NP-complete: the reduction follows from the problem of 

finding a k - clique. It is interesting that problem S is also NP-Complete. 

Next we define S, to be the problem of finding a maximum clique in the minimal 

graph 2. 

Problem 3. 

INSTANCE Sa : Given a minimal constraint graph G. 

QUESTION: Find a maximum clique in G. 

Let us define P2 as the problem of finding the minimal constraint graph in a graph 

G. This can be restated as : given a constraint graph G, does there exist an edge 

induced subgraph of G such that the induced subgraph is minimal for some clique 

size L. 
Problem 4. 

INSTANCE P2: Constraint Graph G = (V, E) .  

QUESTION: Does there exist El c E such that GI = (V, E - E l )  is minimal and 

has a clique of size k? 

We will show that there exists a sub-class of minimal graphs for which Sa can be 

solved in polynomial time. The recognition problem for this sub-class is of the same 

complexity as the recognition problem for decomposable graphs. The recognition 

problem for decomposable graphs is known to be in Co - NP. Next, we will show 

that the problem P2 is NP-complete. 

Definition 26 Relational Matrices: A binary relation between two variables x; and 

xj can be represented in  a (0,l)  matrix fomz with I D; I rows and I Dj I columns by 

2Note that if w # x for the minimal graph then the corresponding CSP is unsatisfiable. The 
maximum clique in the minimal graph gets mapped onto the maximum consistent set of variables 
which can be assigned a value. 
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imposing a n  ordering o n  the domains of the variables. A 0 in row a and column b 

means that the pair (a ,  b) such  t h a t  { a  E D;, b E D j )  i s  not  permitted. A relational 

matrix describes all the pairs of relations between values of the variables. 

For example, the relational matrix for variables xl and 22 from Figure 2.1 is 

Definition 27 Row-Convex: A 0 / 1  matrix M is said to  be row-convex if all the rows 

have the embedded ones property, i.e. each row of M can be expressed by the regular 

expression O* 1*0*. 

Van Beek [VB92] showed that if the relational matrix of a constraint satisfaction 

problem is row-convex then path consistency guarantees a minimal and decomposable 

network. Before describing his theorem, we will illustrate the relational matrix for a 

complete constraint satisfaction problem. 

Given a graph G = (V, E) and k colors, the coloring problem is to determine a 

unique assignment of colors to the vertices of G such that no two adjacent vertices 

get the same color. 

Consider the %color problem shown in Figure 2.3. There are three vertices in the 

graph. The colors are designated by labels a ,  b, c. The binary relation between the 

two variables $1 and 5 2  can be written as 

a b c  

a 0 1 1  

b l O l  

C l l O  

where the rows correspond to the domain of variable xl and the columns corre- 

spond to the domain of variable 22. Since there is an edge between X I  and x2 they 
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{ a h c  1 

Figure 2.3: 3-color ability 

cannot have the same colors, hence the diagonal entries are zero. If two vertices are 

not connected then the relational matrix corresponds to a matrix with all ones. 

The relational matrix corresponding to Figure 2.3 is given by the following matrix: 

Theorem 4 (Van Beek) Let L be a set of O , 1  matrices closed under composition, 

intersection, and transposition such that each element of L is row-convex. Let R be 

a binary constraint network with all the relations taken from L. The path consistency 

algorithm will correctly determine the minimal network of R. Further the minimal 

network will be decomposable. 

If the constraint graph is a perfect graph then a maximum clique (and hence a 

solution to the CSP) can be found in polynomial time [GLS88]. Unfortunately, even 

when all relations are row-convex, the constraint graph is not necessarily perfect. Fig- 

ure 2.4 shows a constraint graph for which all the binary relations are row-convex but 



CHAPTER 2. MINIMAL NETWORKS 

All relations are row-convex but not Perfect 
x 1 1-x5 1 form a clique (not shown) 

Figure 2.4: Row-Convex Relations but not Perfect 
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the graph is not perfect, as the subgraph induced over vertices (512,222, x32, x42,~52) 

is an odd cycle, which has w = 2 and x = 3. 

2.2 Minimal Graphs 

Recall that a network is minimal (with w = X) if each pair of values allowed by the 

constraints participates in at least one consistent instantiation. Let (xi, xj) E R,j. If 

the network is minimal (with w = X) then every edge ( x i ,  xj) in the constraint graph 

can be extended to a maximum clique of size n. 

Let G = (xij, E) be a constraint graph, where i = 1 . .  . n and j = 1. .  . m. n is the 

number of variables in the constraint satisfaction problem and m is the size of the 

domain. For simplicity we assume that all the domains have equal size. 

In this section we will assume that w = x for G. Showing that the restriceted 

version of the problem is NP-complete implies the NP-Completeness of the general 

problem (where w may not be equal to x ) .  
We will now show that the problem M (Is G minimal?), is NP-complete. 

Observation 1. G is minimal (in the strong sense)3 if and only if G can be covered 

by maximum cliques of size n. 

The forward direction follows from the definition of minimal networks. The reverse 

implication follows because, if G can be covered by cliques of size n, then each edge 

participates in a clique of size n. Now we know that determining whether a network 

is minimal is equivalent to asking whether G can be covered with maximum cliques 

of size n. Note that covering does not exclude the possibility of nodes being shared 

between the cliques. 

Before we give the proof we will describe Turing reduction. 

Turing Reduction from a search problem Il to a search problem n' is an algorithm 

A that solves II by using a hypothetical subroutine S for solving If such that, if S 

were a polynomial time algorithm for II', then A would be polynomial time algorithm 

for IT. 

3G is minimal in the strong sense if the CSP associated with is satisfiable, this implies that w = x 
for G. 
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The problem which we use for the reduction is: 

INSTANCE k-clique: Graph G = (V, E). 

QUESTION: Does G have a clique of size k? 

NP-completeness of this problem is explained in the next paragraph. 

Given an arbitrary graph and a number k, finding a clique of size k is NP-complete. 

If this were not the case then we could find the maximum clique by executing an oracle 

for each k in decreasing order and stopping when the output is indeed a clique, thereby 

solving an NP-complete problem. 

Theorem 5 Problem M is NP-Complete. 

Proof: We will give a Turing reduction to show that M is as hard as any NP- 

Complete problem. In particular we will show that M can be used to find the k-clique 

in graph (which is known to be NP-complete). 

The construction for the Turing reduction is: for each edge e in the graph G we 

generate a new graph by covering all the edges in G except e by cliques of size n, 

where n is the number of the vertices in G. This covering is accomplished by adding 

a clique over (n - 2) vertices for each edge (a ,  b) and connecting a and b to all the 

vertices in the clique of size (n - 2). It is to be noted that for each edge we introduce 

a new K,-z. 

Now we ask the question whether all the generated graphs are minimal. If for one 

instance the answer is affirmative it implies that G contains a clique of size n. This 

follows from the fact that the edge which is not covered by the introduced clique is 

covered by a clique in G. If answers to all the instances are no, then we repeat the 

whole operation with cliques of size n - 1. We continue this until we get an affirmative 

answer. 

We will illustrate the process by an example. In Figure 2.5: the first column 

corresponds to the graph for which we are trying to find the k-clique. The second 

and the third columns correspond to generated graphs: for each edge e in the graph 

G we generate a new graph by covering all the edges in G except e by cliques of size 
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Input Graph G 

covered by cliques of 
size 4 

covered by cliques of 
size 3 

A Yes 

Question: Is the generated graph minimal 

& Yes 

& Yes 

Figure 2.5: Reduction 
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n, where n is the number of the vertices in G. The loops in Figure 2.5 denote the 

cliques being added to every edge. For each edge e we have a graph such that all the 

edges except e are in a clique of size 4 and 3 respectively. Now for graphs in column 

2 and 3 we ask the question whether they are minimal. If the answer for one of the 

graphs is "yes" then we stop. An affirmative answer means that there is a clique of 

size 3 in the original graph. This follows from the fact that there is an edge which is 

not covered by an introduced maximum clique but the network is minimal therefore 

it has to be covered by a clique in the original graph. 

As shown by the previous example, the number of graphs generated is bounded 

by n * (;). This establishes that M is at least as hard as the k-clique problem. 

Membership in N P  can be verified easily. The input is a set of sets of edges covering 

G. We have to verify that all the edges in G are covered and each set is a clique of 

sizen. 0. 

2.2.1 Complexity of finding a minimal constraint graph 

In this section we look at the problem of finding the minimal constraint graph in 

a given constraint graph G. The problem can be rephrased as: given a constraint 

graph G, is there a subset of edges of G, whose removal from G will result in G being 

minimal. 

INSTANCE P2: Constraint Graph G = (V, E). 

QUESTION: Does there exist El c E such that GI = (V, E - E l )  is minimal and 

has a clique of size k? 

Corollary 1 P 2  is NP-Hard. 

Proof: Let us suppose that we can solve P2  in polynomial time. We will show that 

using the algorithm to solve P2, M can be also be solved in polynomial time, thereby 

showing that P 2  is at least as hard as M. 
For a graph G we find the set of edges whose removal from G makes G minimal. If 

the edge set being removed is empty we say G was minimal otherwise G is not minimal. 

Using P2 we can determine whether a graph is minimal, which is an NP-complete 

problem. Therefore P 2  is NP-Hard. 0 
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2.3 Finding a clique in a minimal graph 
L 

In this section we would like to show that given a minimal graph and an edge e, 

it is NP-complete to find a solution * which contains e. Showing that a restricted 

version of the problem described above is NP-complete will suffice for our purpose, 

as it implies that the general version of the problem has to be at least as hard as 

the restricted version. The restriction which we will use in our proof is the class of 

constraint satisfaction problems which are satisfiable. This implies that the minimal 

graphs associated with the CSPs have w = X .  We will also show that there exists 

a greedy algorithm to compute a maximum consistent instantiation for a subclass of 

minimal networks. 

In this section we assume that the minimal graphs have w = X .  

Let G = (V, E) be the minimal graph associated with the given constraint satisfac- 

tion problem CSP = (X, D, R). We can assume that all the domains have the same 

cardinality rn. Let the number of variables in the CSP be n. The minimal graph 

corresponding to the CSP is defined by V = {~~=l . . , , j=l . .~xi j ) )  Vi, j ,  k, 1 (xij7 xk,) E 

E implies (dj, dl) E Rk. This follows from Observation 1. 

One interesting observation is that if we delete a row from G, the induced subgraph 

remains minimal. 

Lemma 1 Let Gi be the graph obtained b y  deleting the ith row from G. If G was 

minimal then G; is also minimal '. 

Proof: Let e be an edge in Gi. Since e is in a clique of size n in G, e is also in a 

clique of size n - 1 in G;. This is true for every edge in Gi. Therefore every edge in 

G; is in a clique of size n - 1 and n - 1 is the size of the maximum clique. CI 

2.3.1 Finding a solution containing a given edge 

In this section we will show that given a minimal graph G and an edge belonging to 

G, the problem of finding a maximal clique of size n which contains the given edge is 

4Again the word solution is being used in the sense of maximum consistent solution, the CSP 
does not have to be satisfiable. 

'We assume that w = x for G. 
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The problem which we use for the reduction is: find a clique of size m in a graph 

G. 

Theorem 6 Given G minimal graph G = (V, E) and a specified edge e E E, finding 

a maximum clique containing e is NP-Complete. 

Proof: Let G, = (V,, E,) be an arbitrary graph. We will show how to construct 

G. We introduce vertices a, b and edge el = (a, b) and connect it to every vertex in 

G,. This is achieved by connecting the vertices a and b of el to every vertex of G,. 

Now on each edge g # el in G constructed so far we put a clique of size m + 2, where 

m was the maximum clique size in G,. This is achieved by introducing a clique of 

size m for each g and connecting the vertices of g to all the vertices of the introduced 

clique. 

G constructed in this fashion is minimal with maximum clique size m + 2. Now 

if we can find a maximum clique containing el in G then we can find the maximum 

clique in G,, because el belongs to all the maximum cliques. We know that finding a 

maximum clique even when the size is given is NP-Complete, therefore the problem 

is NP-Hard. Verification can clearly be done in polynomial time. 0 

2.3.2 A sub-class of minimal graphs 

Definition 28 Maximal clique: Given G and a clique K in G we call K maximal if 

K is not contained in any other clique of bigger size. 

We do not put any restrictions on the size of the maximal clique. Which means 

that size of the maximal clique may be equal to the size of the maximum clique. 

Definition 29 A Sub-Maximum Maximal Clique is a maximal clique with size strictly 

less than the mazimum clique size. 

We define MV as the class of graphs for which there exists an edge e which does 

not belong to any sub-maximum maximal clique. For this class of graphs the greedy 

algorithm will work from the given edge. 
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Definition 30 nbhd(a): Nbhd(a) of a vertex a in a graph G is the subgraph induced 

by the set of vertices which are adjacent to a. 

Observe that by definition a vertex a is not in the nbhd(a). 

Lemma 2 MV is the class jor which there exists an edge such that the common 

neighbourhood induced subgraph is decomposable. 

Prooj: Suppose that e = (a ,  b)  is the edge which does not belong to any sub- 

maximum maximal clique. Let G = nbhd(a) n nbhd(b) be the neighbourhood induced 

subgraph over a, b. Let us look at the neighbourhood induced subgraph over the 

vertices a, b. We claim that G is decomposable. If this is not the case then there 

exists a sub-maximum maximal clique in G. Since e is contained in every partial 

clique, therefore e would be in a sub-maximum maximal clique also. This leads to a 

contradiction. 

If there is no edge with the desired property, then neighbourhood induced sub- 

graphs over all the edges will not be decomposable. 0 

Discussion 

We conjecture that finding a maximum clique in a constraint network which can be 

covered by maximum cliques is polynomial (problem S,) 6. 

Conjecture 1: Let G be a constraint graph such that each edge of G participates 

in a maximum clique. There exists an edge of G which does not participate in any 

sub-maximum maximal clique. 

Let us describe a greedy algorithm for finding a maximal clique in such graphs. 

We start with a node (corresponding to the assignment of a value to the variable), 

and delete all the nodes not connected to the chosen one. Out of the remaining we 

pick another node. Repeat the delete operation for the new node and continue. By 

induction it follows that at all times the new node being added will be connected to 

all the previous ones. Therefore it will be in a clique. When there are no more nodes 

6For the recent, deveIoprnents look at Chapter 5. 
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to be added we cannot extend the clique any more therefore it is maximal. It can be 

seen that the algorithm presented above is polynomial. 

If conjecture 1 is true then the maximum clique can be found by running the greedy 

algorithm for each edge. Assuming the hypothesis the correctness of the algorithm 

is easy to verify. Since the algorithm returns a maximal clique, for one edge it will 

return the maximum clique (because by assumption there is one edge which does not 

participate in any sub-maximum maximal clique). 

It was proposed by VanBeek [VB93] that we should verify conjecture 1 on the n- 

queens problem, as it  is believed that the constraint graph for the n-queens problem 

are minimal for n >= 10. We coded the greedy algorithm to find a solution to the 

n-queens problem. The greedy algorithm was not able to find a solution for n = 16. 

We then tried to verify the minimdity of the constraint graph for n = 16. 

Proposition 1 The constraint graph for the 16-queens problem is not minimal. 

Proof: Let us label the squares on the 16x16 board from 0..255 in the increasing order 

of rows and wlumns. Let us place the first queen on the square numbered 2 and the 

&sixond queen on the quare numbered 16. This placement is mutually consistent 

and if the corresponding constraint graph is minimal then there should be a solution 

containing it. By exhaustive search we found out that there is no solution when the 

queens are p l d  in the above mentioned positions. 0. 
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3.1 Introduction 

In this chapter we will study the weighted constraint satisfaction problem and the 

constraint satisfaction problem restricted to the class of graphs (w = x ) .  
In chapter 2. we were unable to determine the complexity of finding a clique in a 

given minimal graph. A variant to the original question can be the weighted minimal 

graph satisfiability problem defined as follows: 

INSTANCE PI: Let graph G = (V, E) be minimal with integral weights on the 

vertices and maximum clique size rn. 

QUESTION: Does there exist a clique with cost m. 

We will show that the weighted minima1 graph satisfiability problem is NP-complete. 

A result of Feige and Lovasz [FL92] implies that there exists a class of graphs (w = X )  

for which the satisfiabiliky problem can be solved in polynomiai time. This raises the 

question of recognizing graphs for which the former property is true. We show that 

it is NP-complete to determine whether o = x is true for any graph. 
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3.2 Class of graphs for which w = x 
Let C be the class of networks for which size of the maximum clique is equal to the 

chromatic number In [FL92] Feige and Lovasz showed the maximum clique problem 

for graphs in C is solvable in polynomial time. 

Let G1 and G2 be two graphs. We write GI -+ G i  if there is a homomorphism of 

G1 into Gz, where a homomorphism is defined to be a mapping of vertices of G1 into 

vertices of G2 such that adjacent nodes are mapped to adjacent nodes. If we choose 

G1 to be a clique over k vertices and G2 be any graph then G1 + G2 if and only if 

G2 has a k-clique. Another example can be: GI is k-colorable, choose G2 as k-clique. 

Figure 3.1 shows two pairs of graphs. In the first pair there exists a homomorphism 

from GI to G2. In the second pair a homomorphism from G3 to G4 does not exist. 

The sets in G2 correspond to the mappings of the vertices of GI. 

Now we play a two prover and one verifier game. The two provers want to convince 

a verifier that G1 and G2 are homomorphic. The protocol is simple: the two provers 

agree on a mapping and the verifier asks each of them the image of a node of GI. 

The nodes are picked by the verifier at random. The criteria for acceptance are: if 

the verifier asks each prover for the image of the same node of G1 then he should 

get the same node of G2; if he asks for adjacent nodes of G1 then he should get 

adjacent nodes in Gz. Observe that if the provers have a deterministic strategy then 

the verifier rejects one of the pairs by a probability of l/n2 if the two graphs are not 

homomorphic. Feige and Lovasz proved that even if the provers use a randomized 

strategy the probability that the verifier would accept the answers will be 1 iff the 

two graphs are homomorphic for certain classes of graphs. If the graphs are not 

homomorphic and there exists a randomized strategy which will convince the verifier 

that the graphs are homorphic then the strategy is called a hoax. 

We will describe the procedure from [FL92] to determine the whether a graph 

belongs to the class C. Since the chromatic number is equal to the size of the maximum 

clique, we have: 

'Perfect graphs belong to this class 
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Figure 3.1: Examples of Homomorphic and Non-Homomorphic pairs 
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Table 3.1: Incidence Matrix A of G in Figure 3.2 

Table 3.2: Incidence Matrix B of K2 in Figure 3.2 

where K, is the complete graph on n vertices. Let A be the incidence matrix of 

G and B be the incidence matrix of K,. We generate a matrix C from A and B as 

follows: 

0 Replace all the diagonal entries in A by an identity matrix of size n * n. 

0 A 1 in A is replaced by B and a 0 is replaced by a matrix with all ones except 

on the diagonal. 

It is to be noted that the incidence matrix of a clique has all ones except on the 

diagonal, so in this restricted case a 1 and 0 are replaced by the same matrix. 

We will illustrate the construction of matrix C from A and B by means of an 

example shown in Figure 3.2. 

Table 3.1 shows the incidence matrix A of graph G shown in Figure 3.2. 

Table 3.2 shows the incidence matrix of K, in Figure 3.2. Table 3.3 shows the 

matrix C generated from A and B. 

Let P be another matrix with dimensions equal to C. Blocks of entries of P can be 

indexed by two indices i, j denoting the particular block in C obtained by substitution 

of 1 or 0 in matrix A by a n*n matrix. The entries p,,,t, in the submatrices correspond 

to the probabilities that the provers when given vertices s, t will return vertices u, w. 

Let L be the following program: 

maximize C.P 
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Table 3.3: Matrix C for the Figure 3.3 

Figure 3.2: Example for generation of matrix C 

P is symmetric positive semi definite 

all the entries of P are positive 

Feige and Lovasz [FL92] show that program L can be solved in polynomial time. 

A hoax is a cheating randomized strategy of provers which cannot be detected by 

tests available to the verifier. In the game defined in the paper [FL92] the tests are: 

the entries of each submatrix should sum up to 1 and the whole makrix is positive 

semi-definite. 

Lemma 3 (Feige and Lovasz) There does not exist a hoaz for Kk -, Kk- l .  
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Let C be the class of graphs for which w = X .  The previous lemma implies that 

for this class of graphs the value of the objective function maximize C.P will be 1 iff 

the given graph is k - colorable. 

If we assume that the minimal network is also satisfiable then we get w = X .  As 

a corollary to the previous lemma we get: 

Corollary 2 Determining whether a given minimal constraint network is satisfiable 

can be accomplished in polynomial time. 

The corollary is not interesting because we know that the minimal graph is satis- 

fiable. 

We can relax our definition of minimal graphs, assume that every edge participates 

in a clique of some fixed size but the clique size is not maximum. Using this definition 

we will get a class of graphs which are minimal but for which there is no solution to the 

corresponding constraint satisfaction problem. The previous corollary is applicable to 

this class also under the assumption that w = X .  

Suppose that we are doing backtracking. It is possible to use the test given by 

Feige and Lovasz to determine whether we should expand a given assignment. If the 

value of the game is less than 1, then there does not exist a maximum clique. In this 

case we can fathom the node. As the oracle does not lie when it gives a no answer, 

the algorithm would be complete. 

3.2.1 Complexity of recognizing w = x 
In this section we will show that deciding whether a graph G belongs to the class C 

is NP-complete. Recall that C was defined as the class of graphs for which w = X .  

The reduction is from the constraint satisfaction problem. The input will be a 

constraint satisfaction graph Gcsp and we will generate a new graph G from G,,, such 

that for G, w = x iff the CSP is satisfiable. We know that if the CSP is not satisfiable 

then Gap does not contain a clique of size k. We need a construction which will force 

G to  be k - colorable but the maximum clique size should not exceed the maximum 

clique size in Gap. 
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Let Kk-3 be a clique over k - 3 vertices. Enclose Kk-3 in a 5-cycle. Connect every 

vertex of Kk-3 to every vertex of the 5-cycle. Let the resulting graph be denoted 

by Go. Go has a maximum clique of size k - 1 and the minimum number of colors 

required to color it is k. An example of Go for k = 6 is shown in Figure 3.3. 

Theorem 7 Given G, determining if  G E C, is NP-complete. 

Proof: We will reduce the constraint satisfaction problem CSP. The CSP is sat- 

isfiable ifF the corresponding constraint graph Gcsp has a clique of size k. Let G be 

defined as the union of Gcsp and Go, where Go is the graph defined previously with 

clique size k - 1 and x = k. 

If CSP is satisfiable then Gcsp has a clique of size k. In this case for G, w = x 
(X = k, by construction). If the CSP is not satisfiable then w f x for G. This follows 

from the fact that Gcsp does not contain a clique of size k whereas the chromatic 

number for G is k. To show the membership in NP we will guess the clique and the 

coloring. Verification can be done in polynomial time. 0 

3.3 Weighted minimal networks 

Given a constraint network G and weights associated with each node, the question is 

to find an instantiation with minimum cost. We will show that even if the weights 

are restricted to integers the problem is NP-complete 

INSTANCE PI: Let graph G = (V, E )  be minimal with integral weights on the 

vertices and maximum clique size m. 

QUESTION: Does there exist a maximum clique with cost k. 

We will reduce k - clique to PI .  

Theorem 8 P1 is NP-complete. 

Proof: We will reduce k - clique to P1. Given an instance Gz = (fi, E2) of 

k - clique, we generate an instance GI = (Vl, El) of PI as follows: For each vertex in 
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Figure 3.3: The Graph Go 
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G2 we create a complete graph over m vertices in G1 denoted by Km(i). The vertices 

l..m in Km(i),  denoted Km,l(i), . . . , K,,,(i), are assigned weights l..m. For each 

edge (u, v)  E E2, connect vertex Km,l (u) with vertices K m j ( v )  for j = l..m - 1. The 

graph G1 so generated is minimal. Every edge in G1 participates in a clique of size 

m. Now we will show that if G2 has a clique of size m then there exists a clique in 

GI with weight equal to m,  otherwise, the weight of the maximum clique is greater 

than m. 

It can be readily observed that if G2 has a clique of size m, then Kjll( i )  E 

G1 for i = l..m form a clique. This clique has cost m and this is the minimal 

cost. If G2 does not have a clique of size m,  then there does not exist a clique over 

Ki,l(i) for all i. Therefore the miliimum cost is m + 1. U 

It can be seen that even for 0/1 weight assignments the problem is NP-complete. 

3.4 Conclusions 

The weighted minimal network satisfiability problem is NP-complete. We showed that 

a result of Feige and Lovasz [FL92] implies that there exists a class of graphs (w = X )  

for which the satisfiability problem can be solved in polynomial time. This raised the 

question of recognizing graphs for which this property is true. We showed that it is 

NP-complete to determine whether w = x is true for any graph. 
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Conclusions 

4.1 Conclusions 

In this thesis we studied complexity issues related to minimal graphs. We showed 

that determining whether a given constraint graph is minimal is NP-complete. We 

also showed that given a 2-tuple finding an instantiation which contains this edge is 

NP-complete in a minimal graph. 

We characterized a sub-class M D  of minimal graph for which there exists a greedy 

algorithm for finding an instantiation. The recognition problem for this class is of the 

same complexity as the recognition problem for decomposable graph. The problem 

of aiciding whether a given graph is decomposable is in Co - NP. 

We showed that from a result of Feige and Lovasz it follows that that there ex- 

ists another class (w = X) of constraint satisfaction problems for which determining 

the satisfiability is polynomial. The recognition problem for this class is also NP- 

Complete. 

Next we addressed the weighted constraint satisfaction problem. In the weighted 

constraint satisfaction problem, associated with each assignment was a cost. The goal 

was to find a consistent assignment with minimum cost. We showed that for minimal 

graphs and 0/1 weights the weighted constraint satisfaction problem is NP-complete. 
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4.2 Open Problems 

There are two major question which remain unanswered in this thesis. 

a Given a graph, what is the complexity of deciding whether it is decomposable. 

a Given a minimal graph, can an instantiation be found in polynomial time. 
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Addendum 

5.1 Conjecture 1. 

In chapter 2. we had posed a conjecture that in a minimal graph there always exists 

an edge which does not belong to any sub-maximum maximal clique. At the IRIS 

Precarn conference in Toronto (1994), where this work was presented, Jack Snoeyink 

gave the following counter example to the conjecture, thereby refuting it. 

We will give the coverings of the graph by maximal cliques of size 3 and maximum 

cliques of size 4. Let the vertices of the graph be labelled by numbers 1 ..lo. The 

tables below give the coverings of the graph. 



It can be verified that there is no clique of size 5 in the example. As the graph 

is minimal with maximum clique size 4 and every edge belongs to a maximum and a 

sub-maximum maximal clique, conjecture 1. is not true. 

The example shown above can be defined as the union of five cliques of size 4, each 

of chromatic number 4. Whereas the whole graph is not 4 colorable. This construction 

has been generalized in [BGS-IJ answering a question of Erdos IErd8lf. 
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