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ABRSTRACT

The steady state visual EF {(evoked potential) is a measure of

the brain response to a light flickering usually faster than 8 Hz.

Such a flicker measwre has been accomplished with sinuseoidally
modul ated light stimuli and nonsinuseoidal, pulsed, strobe stimuli.
EF o latency is the time it takes for the EF to ocow following
a stimalation. This time periocd, or delay, is estimated in steady
state sinuscidal stimulation from an analysis of the phase dif-

ference betweern the stimulus and a synchronows component in the

EF. In the nonsinusoidal method, EF latency is estimated from an

analysis of the time difference between stimalus and EF peak points.

This study will investigate an additional (complementary)
latency techrnigque, based upon Diamond’s proceduare. The stimulus
was a red {square-wave) flickering light, and the presentation
rate ranged from 30 to 9 cycles per second.  The procedure emploved
regular as well as irregularly spaced flicker, and determined
latency independently at specific interstimulus intervals (I18Is).
Feour subjects were btested.

The study has shown that one or more fundamental components
in the EP appear over a wide range of frequencies. These results

rot consistent with Regan®s idea that sepsrate EF fundamental

components are evoked only within separate and distinct freguency

ranges, and that each freguency range is assocliated with a dif-

farent latency sysbtem. Therefore, thise suggests that contraey
A ¥ k& F
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Pregarn’ e bheory there are not three latency systems set off

by three frequency ranges, or channels, Rather there are & num-

her of fundamental components in wact steady state EF cycle at
all Flicker frequencies, and each component has a different

latency.
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INTRODUCTION

Evoked potentials (EFs) are electrical events of the brain
that occur i1mmediately following the presentation of a stimulus.
The stimulus can be either non—conceptual, such as a flash of
light or & tone, or conceptual, such as a memory task. They are
recorded at the scalp and reprecsent electrical activity that is
occurring at all levels of the nervous system, from the receptors
to the association cortex (Ficton et al, 1977). For this reason
the EF waveform can be comprised of a number of integrated compo-
rnents, each with a specific latency. Because their amplitude is
only one tenth that of the spontaneous EEG computers have now made
it poscsible to summate a series of evoked waveforms and give an

averaged evoked response.

In any =ensory modality EFs can be characterized as either
transient or steady-state. This depends upon the stimulus
presentation rate. Trancient EFs are elicited by a brief, rapidly °
changing, stimulus. Regan (1977 a) describes the transient EF in

terms of "giving the system a "kick" and then letting it settle

down before kicking it agaiﬁ." According to Regan, a transient



stimulus is presented at a rate of less than one per second. This
slow rate ensures that the response to one stimulus is over
before the recsponse to the next one begin; (FKinney et al, 1972).
Transient EFs are described by a plot of EF amplitude (voltage)
over time.

No unanimous agreement exists on the specifications for a
standard waveform because large differences exist both within
and between i1ndividuals in the population. However, 1t 1= pos—
sible to define a general form, even though a universal agreement on
cspecific peaks and slopes does not exist. For example, 1n vision,
a number of different methods for clascsifying the EF components

are used (Ciganek, 1941; Gastaut % Regis, 1941), {(see Figure 1).

Sensory related EF structure. In all modalities transient

sensory EFs are typically comprised of three distinct components.
The first component constitutes a set of responses that occur
within the first 50 msec after stimulation. These early rezponsés
are generally determined by the characteristics of the stimulus and
are localized over the primary receiving areas of the corte:x.
Although they are relatively stable, & small degree of wvariability
existse in their latency % amplitude. In vision, this component is
referred to as the primary response (Ciganek, 1941). The second

major component 1s usually large and bimodal (first going negative

and then positive) and is recorded more diffusely over the scalp.

I



Figure 1.

Two systems for describing transient visual evoked (VEFR)

waveforms in response to diffuse flashes. (&) The first system

by Ciganelk, divides the EF into three regions; a primary responce
(up to 20 msec), & secondary response (20-240 msec), and an after-—
discharge (greater than 240 msec). The waves are labelled se-—
guentially, 1 through VY1i1. (b)) The second, described by Gastaut
and Regis, (19635) numbers the waves sequentially along with their

corresponding latencies. Negatiwvity at 9z {occipital lobe, at the

midline) is up.
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The latency of this component is approximately 0-100 msec. In
vision, this component is referred to a= the =secondary response
(Cigahek 1961). The third component, especially in vision, is the
rhythmic atter discharge which occurs approximately 250 msec after

stimulation (Ciganek, 1961).

In spite of overlapping components, transient EPs are arbi-
divided on the bacsis of latency or amplitude, and are described
as either early or late. In general, early EFs (up to 50 msec)
are determined by or vary systematically with the physical para-
meteres of the stimulus, and are relatively unaffected by psycho-
logical events. On the other hand, late EPs (approximately 200
msec or more) are associated with perceptual phenomena and
sensitive to a wide variety of psychological variables.

Generally the understanding of EF components ics inversely
related to their latency. For instance. so much goes on in the
nervous system after the presentation of a stimulus, that the
longer the elapsed time (in msec) after the stimulus, the more
difficult the analysis and interpretation become. This is because
the longer latencies reflect higher levels of processing, in which
several EF generators can be activated either simultaneously or in
parallel fashion. Visual perception is a case in point. This

involves form perception, luminance, colour, depth perception,

u



and possibly other events, all occurring in parallel (Regan, 1%977a).

When & stimulus requires a perceptual decision, & late positive
component occurs after approximately 250 msec (FZ00) (Donchin, in

Regan, 1977a).

Steady-state EPs

In contrast to transient EFs, csteady-state EFs are recorded

in response to a repetitive stimulus which is presented at a rate

faster thanm 2 Hz, according teo Regan (1977 a) and 8 Hz, in Diamond’

(1977 a3 b) study. In steady—-state the "system is shaken gently
at a fixed rate” and the EP response that follows shows the same
number of responses, per unit of time, as the stimulus rate
{Kinney et al, 1972). Regan (1972) maintains that the effects of
increasing the stimulus freguency results in the original shape
of the EF waveform being replaced by a moderately deformed sinu-
soidal curve, "in which individual responses cannot be related té
any particular flash." He describes the steady-state EF with two
plots, amplitude (voltage) over fregquency, and phase lag versus
freaguency: a freguency—-domain analysis. Diamond (1977 b), how-
however, does not describe the steady—-state EF in the same manner.
He describes 1t in terms of specific components plotted over
time; a time—-domain analysis. These two descriptive approaches
result i1n two different methods of determining latency and are

the major subject of discussion in this study.

s



EF LATENCY

AN extencsive amount of research has focused on latency as a
clue to distinguishing various EP componentse and hypothesizing
their possible =sites of origin (generaor sites) or functions.
For example, Jewett, Romano % Williston (1978) demonstrated, in
audition, that an EF component with a latency of 5 msec (the
brainstem aunditory evoked response, BAER) was generated in the
% brainstem, a non—cortical structure. In vision Regan (1972) and
others have identified three freguency svstems, by determining
how the amplitude and latency of various visual evoked potential
(VEF) comporents varied as & function of freguency. FRegan main-

.

tains that these EFs are generated by different though overlapping

cortical cells, thereby reflecting neural activity in 3 parallel
channels which =separate peripherally (Regan. 1977 a, see Figure

2).

Research has also been directed towards uvusing latency as a
measurement of normal sensory functioning from the receptors to

the receiving areas of the brain. For erxample, the latency of




Figure Z

A plot of amplitude versus flicker frequency showing the effects
of stimulus frequency on flicker EFs. Three freguency systems, a
high—frequency {(453-60 Hz), medium-freguency (13-25 Hz), and low-

frequency (near alpha) are illustrated.
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the visual evoked potential (VEF) in patients with multiple
sclerosis (M5) has been used as a diagnostic aid to confirm the
presence of lesions in the visual pathway: lesions intefere with
the speed of conduction in the afFEfent pathways which determines
the latency. Regan (1977 &) has found that the latency of the
medium freguency VEF is a reliable indicator of MS, more specifi-
cally the components with latencies between 60-Z00 msec. Since
these components are extremely sensitive to patterned stimulation,
it is thought that they reflect projections from foveal actiwvity

in the retina.

Sensory threshold

The correlation between latency and sensory thresholds has
aleo been investigated extensively. In most cases, decreasing the
intensity of a stimulus to threshold usually increases the latency
of the EF components. fAccording to S5alamy et al {(1978) this in-
crease is probably related to the slower rise of presynaptic poten-—
tials of sensory cells at the lower intensities. However, in audi-
tion 1t has been shown by Salamy et al (1978), Wave V, of the RAER

(with a latency of S msec) remains visible at threshold levels.

Bir-raim maturation

Another major application of latency as a diagnostic tool is

in studies on brain maturation. For example, with increasing

10



age the pealk latency of Wave V, of the BAER, decreases in time
from birth to two years, reaching a low at age two and gradually
increasing to age 65 (Salamy et al, 1978). The decrease in latency
by age two results because as the axons become more myelinated and
the synapses mare efficient, conduction and transmission times
become faster; therefore, the latencies of the components become
shorter. In vieion, Hrbel, Hrbkova, % Lenard (196%) maintain that
the visual waveform remains fairly constant after age two, however

between two and six there are further reductions in latency.

It has also been hypothesized that latency of the EF
correlates with intelligence; in vision (Chalke & Ertl, 1965;
Ertl % Schatfter, 1969) and in audition (Callaway, 1973). In re-—
sponse to sencsory stimulation, shorter latencies indicate
higher levels of intelligence. However the attempts to relate
intelligence to latency, as well as to other featuwres of the EF,
have met with varying degrees of criticism. One of the harshest
critics is VYaughan, who states that "these attempts are based on
nothing more substantial than the fact that brain processes

underlie both intelligence and the EF" (in Regan, 1972, p.132).

—_—— = e ==

Investigating the latency of early sensory EPs has yielded a

11



number of correlates of psychopathology (Shagass, 1977). An hypo-
thesic ha= been propeosed by Shagass, that dicordered sensory
prDc&sSes might account for the perceptual distortions experienced
by schizophrenic patients. It has been proposed that because
these patients have amn inadequate filtering system (i.e.
subcortical mechanisems involved in regulating sensory input are
underactivated), they should exhibit shorter EF latencies. Evidence
has been found to support this, for example schizophrenic
patients have shorter F45 latencies, as well as many amplitude
differences, in comparison to normals (Shagass & Schwartz, 1963).
farnd VYasconetto, Floris & Morocutti (1971) found shorter latencies
in the NISO component.

Latency, therefore, apparently functions as an invaluable aid
in the interpretation of evolked potentials. For this reason, new
and more precise methods of determining latency are well

justified.

hstlal Z=mixs NE=mmlomsmn o EeE s e _—== = =L L PR Y

Aan escsential part of Regan’s method of determining the
latency of steady-—-state EFs is based upon sine wave stimulation,
Fourier Analysics and a number of assumptions related to these two

procedures{e.g., phase—-shift information).



Linear systems

One of the basic assumptions related to the use of =sinu-
coidal stimulation is that the resulting EF waveform will be
cinusoidal as well. This is a function of a linear system; a
linear system is defined as a system in which the input passes
through the system without any frequency distortions or related
harmonices (Spekreiljse, 194686). In determining the VEF responcse to
csine wave stimulation, Regan relies upon a filtering process. For
example, once the freguemncy of the stimulus is determined, it is
a simple matter to filter out any activity not corresponding to
the frequency of the stimulus, Note that some EF information (at

4 other frequencies) may be sacrificed (Regan, 1977 a).

In vision, however, an ocbvious questior needs to be ans—
wered. Is the visual system a linear system?” If not, how
reliable is Regan s analysis. In order to answer this guestion,
Fegan (196&4) and others (Van der Tweel & Verduyn Lunel, 1965;
Spekrei jse, 196&6) used variable rates of stimulation (5-60 Hz),
and determined that the visual Eyétem was non—linear within dif-
ferent freqguency ranges. {In a non—-linear system a sinewave
input produces something cother than a sine wave output. In-

stead a distorted EF waveform is produced which is composed of




the basic fundamental (F Hz) and related harmonics (ZF Hz, IF Hz,
etc.), all multiples of the fundamental. The analysi=s now becomes
one Qf'splitting the waveform into its various compornent parts

(Van der Tweel et al, 1965).

————a= ===

Fegan expresses the non—-sinusoidal waveform in terms of a
number of simple sine waves, =ach with its own amplitude and fre-
guency. To do this he uses a number of bandpacss filters,
one set to determine the fundamental and the others the related
harmonics. This technique is based upon Fourier Analysis;: any
periodic function, which indefinitely repeats itself, can be
harmonically analy=ed, and thereby described aé a linear sum of
elementary sinusoidal terms, called Fourier components (in Schif-

fman, 1976, p. 329). Two parameters, relative amplitude and phacse

shift characterize Fourier components.

Fhase difference

Fegan® s method of estimating latency measures the phase
lag between the stimulus and a synchraonous VEF component
{(Regan, 1972). The phase difference is usually expressed in
degrees or radians and is calculated relative to the stimulus (see

Figure 3A, EB).

i4
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Slope

Régan, however, does not estimate latency by determining the
phase lag at only one frequency: a number of fregquercies are
nececscsarily involved. A plot of the functional relationship
between the phase lag and frequency is constructed and an estimate
of the apparent latency is determined from the slope of the line.
If the plot of the phase difference versus freguency 1 a straight
line, {i.e., another function of a linear system is that the
relationship between the input and output can be described by a
linear eguation) then the slope of the line is calculated and this
gives an estimate of "apparent latency" (Regan, 1972).

fpparent latency (t) = 1 d
60 df

where t is latency in second: ﬂ i phase lag in degrees, f the

stimulus frequency in hertz, and

af :

df
the =slope of the phase versus frequency plot.

Using both amplitude and phase information, Regan and others
determined three frequency specific systems in the visual system
fgee Figure 2) a low freguency system, up to 12 Hz, with maximum
EFP amplitude at 10 Hz and an apparent latency of approximately
170 meec: a medium freguency system that extends from 12 to 25 Hz,
with maximum amplitude peak at 146 Hz, and an apparent latency of

approximately 0 msec; and a high freguency system extending



Figure 3
{(A) An 1llustration of phase lag (in degrees) between the stimulus
and the evoked response. (B) illustrates how the phase lag of the

evoked response increases as & function of increasing the stimulus

frequency. (C) a plot of phase lag versus stimulus freguency.
the slope gives a value of the delay in the system. According to
Regan the phase lag of the evoked response is caused by a 100 msec

delay in the retina—-cortex system.

16
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from 45-60 Hz with a maximum amplitude at S5.5 Hz, and a &0 msec
apparent latency (Van der Tweel & Lunel, 1965: Regan., 19663 197Z;
Spekrei jese, 1966).

It was found that the relationcehip between phase lag and
stimulus frequency was nearly a straight line, except at 10 Hz
where there was a well defined step f(see Figure 4). This
corresponds to the maximum amplitude peak at 10 Hz and implies
that the visual system’ s low freguency system may be non-linear.
Responses in the low frequency system were also characterized by a
second harmonic that was greater in amplitude than the fundamental._
For instance, with a 3 Hz stimulus rate the largest EF component
occurred &t 10 Hz, the 2nd harmonic. This may be explained by
assuming that the brain structures involved prefer a frequency
around 10 H=. In the high frequency system, it was also found that
non—fundamental components were not exact multiples of the
+undamental (Yan der Tweel % Lunel, 12465) (see Figure 5).

Herein lies one ot the weaknesses of this method. It 1s
based upon a linear system which, in reality, often appears to be
non—-linear. Another weakness inherent in this method i1s the
pocsibility that minor latency changes may exicst within these
three, relatively broad, frequency systems. According to Regan
"properties of flicker EFs are fairly uniform within a single
frequency region but are quite different {(change abruptly) when
freguency regions are crossed" (1966). However, in any one latency

determination, since Regan’s method requires more than one

18



Figure 4

(A) a plot of phase characteristices illustrating a well defined
step occurring (in phase lag) at 10 Hz. (B) & plot of amplitude
vereuse freguency with a maximum peak occurring at 10 H=. These
two plots define lthe visual system’™s low freguency response to

flicker.

19
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Figure S

Amplitude versus =timulation fregquency (Hz) for fundamental and
cecond harmonic 1in the high frequency range. Note that the ampli-
tude of the Znd harmonic is greater thanm that of the fundamental

and 1s not an exact multiple of the fundamental.
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stimuluse freqguency his method cannot measure regular or constant
latency changes that may occur from cone specific freguency to

to another. The purpose of the present investigation i1is to de-
termine pcocesible latency changes between specific freguencies,
thereby more accurately testing Regan®s hypothesis of three fre-—

gquency reglons.

Another method of determining the latency of steady—-state EFs
has been defined by Diamond {1977 a3 bl. This method does not re-—
guire any of the assumptions inherent in the linear mcdel. For
example, it does not require stimulus - EF linearity and, in fact,
has shown, contrary to Regan’®s hypothesis (1272), that an indi-
vidual response cycle can be ascociated with & particular stimu-—
lus cycle (Diamond, 1979).

Diamond’ s method calculates latency from the time difference
between identifiable reference points (e.g. peak points) in the
stimulus and VEF cycles. This method is based upon the assump-—
tion that an association exists between the stimulus and EF cycle.
Therefore, this measure requires only that for a constant set
of experimental conditions EF latency is constant, and the ref-—
erence points chosen in the stimulus and EF cycles are consistently
identifiable at the same approximate time points within =ach cycle

{(Diamond, 1977 aj; b).



Graphic illustration

This method is graphically presented in Figure 6 (a). The
EF curves on the right side are artificial but analogous to
averaged EF responses that would normally occur in response to a
flickering light stimulus. It can be seen, in Figure &6 (a) that
each EF cycle, on the right side, ics associated with a specific
flash on the left side, at different ISI intervals. (Diamond, 1in
distinction toc Regan, calculates latency in terms of IS5I, the in-
verse of frecuency. The stimulus—-EF latency (t) is determined by
identifying which EF cycle is associated with which particular
f1lash.

In order to calculate latency (t) a plot of the stimulus and
EF pealk reference pointe Fg and Fe 1s nececssary, f(csee Figure
& (b)), As i1llustrated, when regrecssion lines are drawn through
both the stimulus and EF peak reference points, they converge to
to two intercept values DS and De on the sweep duration axis, to
to where mathematically, the ISI becomes zero. This is becaucse
DS represents the "average” stimulus at zero ISI and De the
"average" EF peak at zero ISI1. Therefore the difference Dg — Dg

equales the delay or latency from the stimulus to the EF.

Since latency 1= definéd as the time—difference by which the

EF lags the stimulus, then (t) equals De - DS . Where DS?O. In
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Figure 6&.

An illustration of Diamond’™s time—difference latency calculation.
(z) Artificial EF {(on right) to repetitive stimulus (on left) re-
peated at three ISIs. T indicates the stimulus which triggers the
averager at the zero point on the sweep duration axMis. Sweep
duration is the time window during which the averaging computer
samples the EF. P _ % Pe are stimulus and EF reference pDints;

S

respectively. (b) Plot of stimulus and EP peaks with regression

lines placed through peak reference points converging to intercept

the abscissa, DS and De at I18I=0. EF 1atency=De* Dg.
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The latency (t) = D 1ics calculated by least squares acs the aver-—
e

age intercept of the EF regrescsion linecs (see Figure &6 (b)).

Diamond® = (1977 a; b) straight-line regression solution as-—
sumes a constant EF latency over the 1IS51 range studied and for the
reference pointse chosen. In a manner similar to Regan’c apparent
latency method, (1966) this method deoes not take into account the
possibility that minor latency zshifts may occur within the three
frequency systems. Both methods require more thanm one stimulus
frequency for a specific latency determination. For example, the
latency of the VEF response to three different ISI wvalues {e.g.
5, 40, 45 msec) in Diamond’s latency method., would produce a
latency which represents an average over the ISI range. However,
the latency may actually shift within the IS51 region (35-45 msec).
but the method cannot measure such a shift. '

The steady state latency method to be investigated in this
study overcomes this problem. It 1= based upon the assumption
that there exiz=ts an =2ssociation between a particular stimulus and
a particular EF response cycle in the steady state EF. The latency
will be determined independently at specific ISI wvalues (rather

than over a range of IS5I values). This will be done for a wide



range of I51 values
identified by Regan
Spekrei jse, 196&4).

resulting from this

that encompass the three freguency systems
(1972) and others (Van der Tweel % Lunel. 196%9;
This =tudy will also determine if the latencies

new procedure are consistant with the three

freguency systems defined and measured by Regan (1972, p.73) and

camparable to Diamond’™s (1977 a) results.



METHOD

Sublects

Observations were made on fouwr subjects, two males and two
females, ranging in age from 27 to 58 years; all had normal aor
corrected vision and viewed a flickering light, presented
stereoscopically. Subjecte sat relaxed, in a dimly 1it room, in
front of a stereocscope. The viewing height of the stereoscope
was individually adjusted for sach subject and subjects were
instructed to place their faces as close to the stereoscope as
possible so that the scope rested confortably acress the bridge of
the nose. Since luminance was not a variable and viewing through

artificial pupils was found to be more difficult, subjects viewed

licker through natural pupiles.

Visual evohked potentials were taken from the scalp with a
BEeckman electrode on the midline over the occipital cortex, 2.3 cm
above the inion, with & reference electrode clipped to the right
earlobe and a ground electrode clipped to the left earlobe.
Electrode impedance never exceeded 4000 UOhms. Scalp potentials,
amplified by a Schonander (EEB), were averaged from 32 sweeps of

T

an averaging computer (Fabritek 1070). The total of 32 sweeps



were obtained from two consecutive sets of 16 sweeps., each set was
peceded by a 0 msec adaptation period. The sweep time was set

at two values, 225 msec at the shorter ISIs (up to 61 msec), and
400 msec at the longer values (66—121 msec ISI). Signales below

% dB and above 700 Hz were attenuated by = dBE amplifier filters

at the EEG input =tage.

The visual apparatus included a Heystone stereoscope (model
I100Y. Identical stimulation was precsented independently to each
eye. The visual path to sach eye consisted of two LED panels,
each containing 16 lights arranged in a rectangle, and a rectan-—
oular transluscent diffusing screen in front of each panel. The
rectangular screens were binocularly viewed through two 5.3
diopter lencs. This resulted in & 7.6 ® 10 degree rectangle, as
measured in visual angle. The sterecoscope was enclosed in a dark
compartment to eliminate light stimulatiom other than that from
the rectangular targets.

The LED was manufactured by Monsanto {(model #7). Its
wavelength was 685 nm and was selected ftor a number of reasons.
Firet., it has been shown (Nilsson, 1978) that red light stimu-—
lation is effective in diegnosing multiple sclerosis (MS). And
secondly, the LED has sharp on and off gradients - & rise or fall
time of less than S0 usec. This enables the use of narrow sguare
wave light pulse stimulation.

The LED=s were driven by S volt square wave pulses of 5 msec

duration and 100 percent modulation depth. These pulses were

Z0



generated by a Wavetek function generator (Model 184) and

sequenced by an interval programming device. The luminance of each
rectangular stimulus was calibrated by a Spectra (Fritchard)
photometer. The pulcse duration was calibrated by an MTI (45,R)
photocell feeding into an oscilloscope monitor.

Since the subjecte” visual sencsitivity cam change with stimu-
lation over time, a regular stimulation—adaptation cycle was estab-
lished during data collection. First, the binocular rectangular
field was held steady for 35 sec of adaptation, then it was flick-
ered during the trial time, and the EF measure was taken. After
the EF measure, the field was made steady =zgain for 35 sec adap-
tion after which flicker was again presented and another EF mea-
suwre taken. Four such adaptation—flicker cycles were presented,
followed by a 5 minute rest period. The brightness of the tar-—
gets during steady light adaptation was equivalent to the apparent
brightness of the flicker at 31 msec ISI. The luminance of each
flash for all IS51I values was 14 Ft-L; that~of the adapting light

was 0.6 ft—-L .

The procedure was decigned to test a new measure of steady
cstate VEF latency using flicker. The flicker was varied from
Z1 to 1Z1 msec ISI in steps of S mesec at the shorter I5I= (E1-

81 msec? and in steps of 10 msec for the longer I5Is (91-121

msec). &t each ISI value four flicker conditions were measured.



This new method analyzed both synchronous and asynchronous
flicker stimulation (as in Diamond. 197%). For asynchrornous
stimulation the time interval between successive flashes was
alternated. For example, starting with the firet flach, if
successive tlashes were designated ALB,A, . . . and so forth, the
time interval AR (between A and B) wacs 28 msec, the next time
interval between BA, 31 msec., the next between AR, 28 msec, and so
on. For synchronous stimulation AB equalled EA. Note that at
each basic ISI value the time interval between BA was held con—
stant throughout all four conditions. This is i1llustrated 1in
Figure 7 (2) and (b).

At each basic ISI value {(from 31 to 121 msec) one
synchronous IS5 value was precented and three acsynchronous ISI
values were precsented in which only AB varied. For example, at
%l msec basic IS5, AB was set at 28, 31 (synchronous), 26, and
41 msec, in successive averaging trials. BA was held constant at
31 msec for the four conditions. Therefore, at AB=31 m=sec, the
stimulus was synchronous and at the other wvalues, asynchronocus.

Of the two flashes only flash A was used to trigger the sweep
of the =signal averager. In thie manner, a flash A is alwavys
located at zero on the sweep duration axis {(see Figure 7b) and
serves as a constant reference point in time.

If an association exists between the stimulus intervals and
the evoked responcse (Diamond, 1979) the interval between an EF

response to A and B should increase as the AR interval increases,



Figure 7

(a) An example of an asyrnchronous flicker procedure.

(bl Steady =tate response curves resulting from the asynchroous

procedure. Fositive is up.

-



L | | 46/36
l I | l 41/36
| l ' | (syn) 36/36
l o ‘ I l 33/36
36 msec -
] "A/B B/A
- a F-Iasthresentation

b_ Duration

34




and the interval between the EF response to B and A should remain
constant. Therefore, the latency can be determined at a particular
ISI value (e.g. 31 msec) without varying the ISI preceding the

A flash as was done in the previous methods of Diamond (127%) and

Regan (1972).

Latency determination procedures generally require identi-
fving peaks in the EF, and then applying & latency measurement
procedure. Most steady cstate EF latency studiecs (e.g., Regan,
19723 Diamond, 1977 a) have been based upon the assumption that
the latency of the EF does not chgnge as a function of IS5I, and
thus may be calculated across all ISIs used in the study. The aim
of this study was to develop a series of computer algorithms that
would (1) identify peaks automatically, (2) investigate the
possibility of peak variability, as & function of IS5I, (3)
investigate the possibility of peak variability, as a function of
differentially filtering (smoothing) the EF curves, (4) calculate
latencies, and then determine their impact upon traditional
latency concepts and procedures. In order to compare the latency
resulte, in this present study, to the latency results produced by
Fourier analysis (Regan, 1%72) it was necessary to filtér out the
high frequencies in the EF cwve with a number 19 filter window.
For a detailed description and illustration of these algorithm

procedures, see Appendices A, H, and C.



* RESULTS

The resulte of the two subjecte precsented here are re-

presentative of all subjcts unless otherwide stated.

The results in Figure 8 show that the number of components
in the steady =tate EF, produced in response to each flash in a
flicker train, varies as= a function of ISI. For example, at the
shorter IS8Is (36 msec or less) the recponse i=s composed of a
single component. At slightly longer IS5Is (41 to 921 msec) a two
component response is produced; and as the ISI continues to in-—
crease (101 to 121 msec ) =o do the number of components. How-—
ever, minor individual difference did occur. For example, D.V.D.,
did not consistently produce additicnal components as a function éf
ISI, and at the longer IS5Is, some subjects produced three instead
of four component recsponcses. However, all =subjects showed the

major phenomenon: as 151 is increased the number of components in

the =teady state EP increacses.

Figure 9, reveals that amplitude variability between the
components of the steady state EF results as a function of ISI.

26



Figure 8.

Steady state recsponse curves to a red regularly spaced flicker-—
ing light., for subject C.F. Curves are positive up. The number
of components in the steady state EF decreacse with shorter 1Sls
(faster rates of stimulus presentation); single component EFs
occur at 31 msec ISI., double component EFes at 41 msec or greater,
multiple component EFs at 101 msec ISI or greater. Filter window
is % {(see Appendix C). Vertical hash marks designate component
peaks as determined by a peak detection computer program (see Ap-—

pendix AR).
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Figure 9.

ot
U
9

k1]

terations in peak amplitudes between the compeonente of
steady state EF as a result of changes i1 IS5I, ix) at 21 msec
I8, amplitude 1is larger in the early component, with a peak
latency of 84 msec, (b)) at 61 msec I51I, peak amplitudes reverse,

the later component becomes larger with & peak value of 114 msec.

Filter window is 3.
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As shown for C.F., a 51 msec I51 stimulus clearly evoled a

two component response in which the amplitude of the first com-
ponent was larger than the second, a large/small relationship.
However, at 61 msec IS5I, the respective amplitudes reversed

with that of the second component becoming larger than the first,

a small/large relationship.

The effecte of filtering the steady state EF were analysed
in a procedure that involved filtering out the high frequencies
in the EF curve. Two filter values were used. The first, a low
filter value (a minimum window value of 3; see appendix ) result-—
ed in the retention of one or more components (peaks) in the re-—
sponse, and the second, a higher filter value {(window value 192)
reduced the number of components (peaks) in the EF response to
one per cycle.

The rational for reducing the number of EF components to one
was to produce & single fundamental EF response to the flickering
light analocgous to the fundamental component produced by Fourier
analysis. Figures 10 and 11 illustrate these results.

The curves in Figures 12 to 15, in which the latency of a
positive EF peak is plotted as & function of ISI, reveal that
significant peak latency differences resulted from differential-—
ly filtering the data. The positive peak (or peaks) was

41



Figure 10.

Filter effects upon steady state response curves to red flicker,
for subject C.F. Fositive i1s up. FResponse i1s reduced

to a single component EF. Filter window is either 3 or 19.



(uv)

AMPLITUDE

FILTER EFFECTS

SREumE TR ey

s

o R

]
|

b it

L

i

Ellas,
| gl
W,

Hy

t

uv

L
re
ol

_..,m_.:
i
i

F B .__....___m_

acy,
g,
%,

A
g e,

g

e o
4 o

v <B4 L WO

|
Y !

____F..i"__u

t
_.is—_

i oy
ra L"

i,

i
%

i,
Yl

o P

“... m.u__

nan FE

e
"

™

e

i~ SWEEP DURATTON

(IST)

43



Figure 11.

Filter effects upon steady state response curves to red flicker

for subject LD. Fositive is up. Responcse is reduced to a single

component EF. Filter window is either 2 or 19.
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Figure 12.

The effects of & high filter {(window 19) on positive peaks of

the synchronous steady state EP. The EF peak plotted was selected
as peak A, and its latency determined by the asynchronous
procedure outlined on pages Z1-%4. For C.F., major peak shifts
are evident from 61 to &6 msec and in the 81 to 121 msec range

along the I51 axis.
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Figure 13.

The effect of a high filter (window 19) on the positive peaks

of the synchronous steady state EF. The EF peak plotted was
selected as peak A, and its latency was determined by the
asynchronous procedure outlined on pages 31-34. For L.D., major
peak shifts are evident from 41 to 4465 msec and in the 81 to 121

msec range along the ISI axis.
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Figure 14.

The effects of a low filter {(window 3) on the positive peaks of
the synchronous steady EF for subject C.F. The plot of peak
latency versus I51 is of the two components illustrated in
Figure 10. The two component peaks were selected as Al and AZ

as determined by the asynchronocus procedure outline on pages 31-34.
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Figure 15.

The effects of a low filter (window 3) on the pocsitive peaks

of the synchronous steady state EFP for subject L.D. The plot of
peak latency versus ISI is of the two components illustrated in
Figure 10. The two comporent peaks were selected as A1 and AZ as

determined by the asynchronous procedure outlined onn pages 31-34.
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selected as peak A as determined by the asynchronous procedure
outlined on pages &3 —64. The higher filter (window 19) produced
a single component acrocses all of the different ISIes. This is
plotted in Figures 12 and 13. For the higher filter (single com-
ponent) plot there =seems to be a sharp break between the low and
medium 151 values.

In contrast, the lower filter (window 3) yielded two com—
ponent peaks per flash, {(see Figuwres 14 and 1%3). Of the two, the
early component, ranged 1n latency from 70 to 100 msec, among all
subjects. The latency of the late component ranged between 1035
and 115 msec. At the longer ISIs {(from 111 to 121 msec) a third
component peak appeared with a latency that ranged between 34 and

70 msec (preceding the other two components).

Figures 16 to 19, illustrate the significant effects that
filters can have upon the earlier traditional latenéy procedures
{FRegan, 1972; Diamond., 1977 a). These procedures have been based
upon selecting corresponding peaks in the EF that are assumed to
have constant latency values, and then calculating (by a regres-—
zion technique, see p. 27) latency across concsecutive ISIs.

A= shown in Figures 16 and 17, latency so determined for the
higher filtered peaks, are extremely variable.

The lower filtered EF yielded two latency curves, one for
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Figure 16

Synchronous latency procedure and filter effects for subject C.F.
Each point represents a latency that was obtained by selecting
corresponding peaks in the EF of three consecutive 15Is and de—
termining latemncy by linear regression through data from these
three I5Is (see Diamond, 1977 &). The higher filtered EFs pro-

duced anomalous latency values as indicated by the major latency

un
un
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Figure 17.

Synchronous latency procedure and filter effects for =subject L.D.
Each point represents a latency that was obtained by selecting
correcsponding peaks in the EF of three consecutive 1S8Is and de-—
termining latency by linear regression through data from these
three 151Is (see Diamond, 1977 a). The higher filtered EFs produced
anomalous latency values as indicated by the major latency shifts

across 1S51s.
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Figure 18.

Low filter effects and =vnchroncous latency procedure for Subject
C.F. The lower filtered EFs revealed two latency ve ISI curves.
Latencies for both peaks varied significantly especially across

the medium frequency range, between 1 and 76 msec IS5I.
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Figure 19.

Low filter effects and synchronous latency procedure for subject
L.D. The lower filtered EFs revealed two latency ves ISI curves.
Latencies for both peaks varied csignificantly ecspecially across

the medium frequency range, betweern 51 and 76 m=ec ISI.

61



Synchronous Latency. Low filter. LD

160 —
Legend
component 1
140
component 2
m /
120 A
]
/
—~ 0
&)
L)) //
£ 100- B I
N’ '
>
&)
&
= BO- /
1 1]
60
40 —
20 31/41 38/14641)5148/'565?/8156/]666(1/718;)7671)8176)9181/10191/'11101/'121
ISt {msec

62



oA TR Y N

each component, and as chown in Figuree 18 and 19, these curves
reveal somewhat less variability as a function of calculating
acrose ISIs. However, latenciecs were still quite variable for

most subjects in the 61 to 66 msec IS5I range.

Significant wvariability in latency i=s evident, when latency
is calculated in the traditional mamnner {Regan, 1972; Diamond,
1977 . Thie may be because the assumption that latency is cons-—
stant across the I5Is, used when calculating, is an invalid assump-—
tion.

In asynchronous latency determination the only assumption is
that the latency of the EF to flash A does not change across
the four different asynchronous condition (see Figure 7a). This
assumption i1s based on the fact that the ISI preceding flash A
is always constant, i.e., (BA) is alwaye 34 mesec. Theretore, in
the EF recsponse in Figuwe 7b, there =hould be an EF peak which
does not change i latency across the four different asynchronous
conditions. Thise 1s peak A, in figqure 7b. The "alternate”
positive peal: 1= labelled E. The EF peak A, is then identified in
the synchronous condition {(labelled 36/36, in Figure 7b). HNext,
the time lapse between flash & and EF peak A ics measured as the
latency of pealk A. Feal: A-latency was then plotted for all syn-
chronous ISI values from 31 to 121 msec. UWhere there is a two

&%



component response to peak A these componente are plotted as peak

1 and peak 2 (see Figures 14 and 15).

effects on latency.

=== oo e B el SN

The data in Figures 20 and 21, i1llustrate the differences
between subjectes in the maximuwn amplitude of the steady state EF,
as a function of synchronous 1IS51. The maximum amplitude of the
response was determined by measuring the voltage difference
between the largest positive and largest negative peak 1n a
complete EF cycle. Generally, EP amplitude was low at the shorter
I151s, however, C.F., was an exception (see Figure 22). As I51
increased the EF amplitude generally increased to a maximum, then

fell off for the longest I15Is (101 msec or longer).
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Figure Z2Z0.

Steady state EF amplitude — ISI curves for subject C.F. Amplitude
generally increased as a function of ISI but the increase

was not linear.
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Figure Z1.

Steady cstate EF amplitude — ISI curve for subject L.D. Amplitude

generally increased as a function of IS5I but the increase was not

linear.
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DISCUSSION

This study has shown that at least two fundamental components
in the EF appear over a wide range of frequencies. These results
are not consistent with Regan®s (1972) idea that separate EP fun-—
damental components are evoked only within separate and distinct
fregquency ranges, and that each freguency range is associated
with a different latency system. Therefore, thies suggests, con-
trary to Regan’™s theory, that there are not three latency systems
set off by three freguency ranges, or channelse. Rather, there
are a number of fundamental components in each steady state EF
cycle at all +lash freguencies, and each component has a dif-

ferent latency.

Theoretically, the Fourier analysis employed by Regan (1972)
and the filtering procedure employed in the present experiment
both involved reducing the multiple component EF to a single
fundamental response for each light flash. This 1s =een 1in
Figures 10 and 11. As shown in Figure 12, for subject C.F.. there
ic a major shift in peak latency from about 85 msec at the shorter
ISI= (Z1 to S6 msec) to about 107 meec at the longer ISIs (66—-81
msec) . For L.D.. (Figure 13) there is a major shift in peak
latency from about 87 msec, at Z1 to 41 msec ISI, to about 108 msec
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at 31 to 91 msec IS5I. This.often produced abrupt and major
shifts in the latency/I1S51 plots.

Regan®s latency procedure in which only the fundamental
response to each flash is measured, would result in the same
abrupt latency shift with changes in stimulus fregquency. Such an
abrupt shift implies a possible shift, with stimulus freqguency,
from one latency/freguency system'to another. This is in fact the
conclusion to which Regan has come {(Regan, 12732).

Moreover, it‘was found that the time difference between peaks
in the multiple component EFs was approximately 30 msec. This is
the time difference that separates the estimated latencies of
Regan®s three frequency channels, 60 msec (fast frequency), F0 msec
(medium freguency) and, 120 msec {(slow freguency).

Note that the peak shift between 41 and 46 msec 18I, in
Figure 13, corresponds to where Regan has determined that a major
shift in latency occurs between the fast and medium frequency
systems. This is also where most subjects begin to show the
double component response, if the EP is not forcibly reduced to
one fundamental by a Fourier analyesis or heavy filtering.

If it is true that as ISI increacses, more than one component
is included in the EF response, then one alternative hypothesis
is that the steady state EP may be analogous to the transient EF
as illustrated in Figure 1 (a). That is, it is possible that as
the ISI i1e increased, more and more of the transient waveform
becomes evident in the steady state EF. This hypothesis was
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Ly Finnmey et and partially supported by her
results.  Although, additional experimentation is reguired to

fully explore such a hypothecsis.

In order te employ Diamond’s latency procedure (1977 &), it is

asz=umed that for the consecutive 181 values used in & latency

calculation, the EF latency remains constant. However, 1+ we
measuwra latency with the asynchronous method., as in the present

study, this assumption does not appear to be valid. The plot of
latency versus ISI in Figures 14 and 13, shaws that latency cannot
assumed to be constant as I8 is wvaried. To the extent that
latency varies with I5I, Diamond’s (1%77 &) procedure misrepresentes

the actual steady state latency as a function of ISI.

With the asvnchronous method 1t was possible to circumvent
the problems sncountered in the two previous procedures by deter-—
mining latency at a szingle ISI. That is, the 151 preceding flash

A was alwave held constant during an asynchronous procedure. The

o

resulting latency for the EF to flash A was, therefore, not con-
taminated by a different poscsible effect at each 151, as in the
prior methods of Regan (1972) and Diamond (1977 a).
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The asynchronous procedure, however, because it is a new
procedure does require further comment. For example, the asyn-—
chronous analysis was a combination of (1) automatic computer se-
lection of peak values, and (2) selection of peak A (see Figure
7B) on the basice of a low variability in peak duration for ISI to
ISI. That is, the vertical line—up of peak A in Figure 7b, was
determined by measurement of the variability in peaks between 151
conditions. Faor four peaks in Figure 7b to be considered to line
up vertically. their standard deviation had to be 2 msec or less.
In this way. positive peaks taken from the four 151 conditions
were not combined to identify peak A unless the =tandard deviation
of their four duration values was less than 2 msec.

The asynchronous procedure did not yield the three frequency
channels, each with a different latency, that was found by Regan
(19272). Instead the results have suggested that perhaps a single
channel exists with one or more EF components. For exxample, in
Figures 14 and 15, it is seen that each EP component is responsive

over the same ISI ranges.

Red versus white flicker.

A direct comparison of these results with the studies of Regan
(1272) and Diamond (1977 a) is encumbered by the fact that they re-
corded steady state EFs to a flickering white light whereas the
present study utilized red light flicker. Therefore, the seeming-
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ly contradictory results found in this study may partially be a
result of this difference. It is possible that steady state EFs
to red light are reflecting different aspects of the underlying
physiology of the visual system, namely the red receptors.
Fecording steady state EFs to flicker that varied in wavelength
waould be a major step in attempting to further clarify these ap-

parent contradictions.



AFFENDIX A

FEAE IDENTIFICATION ALGORITHM.

Feal determination on the EF waveform proceeded from left to
right. Positive maximum voltage {amplitude) changes were identi-
fied as components (peaks). Component (latencies) were identified
by a time-domain analysis and the duration time was determined in
msec, and point values (from 1 to 2546 points used along the base-
line). Each msec and point value was displayed on the screen
during peak detection and was followed by a computer print out, an

erxample of which follows in Table 1.
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FIGURE 2Z.
Flow chart illustrating sequence of events in the peak detection

algorithm.
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TABLE 1

Computer print out of msec and point latencies generated by the

-

peak detection algorithm in resppnse to a synchronous IST of =1

msec.

FEAK MSEC AND POINT LATENCIES

21.09%75 24
52.2949219 59.5
82.46171875 94
113.818359 129.5
144, 140625 164,
175.341797 199.5
205, 664063 234,

MUMBER OF FEAKS/CYCLE

FILTER = 3

1l
[}
o4
[y
~
rJ

FILENAME
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AFFENDIX B

LATENCY ALGORITHM.

Components (peaks) were determined algorithmically

(i.e., 1n

the procedure previously discussed). Corresponding comporients

(peaks) in the EF were cselected and combined across three conse-

cutive ISIs. Sawtooth waves were generated at each IS5I1,

recented where the component®s (peak) latency occcured.

and rep-—

Next, the

three sawtooth wavese were combined {(superimpocsed) and latency was

determined where the least amount of variance between the three

waves occurred. For an example of thies procedure see the

faollowing 1llustraticons in Figures 25a and 25b.
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FIGURE Z3.

Algorithm flow chart illustrating the seguence of events for

determining latency.
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FIGURE 24.

An example of cawtooth waves generated and combined across
three ISIs. fAs shown in Figure 24, when the three waves line up
closely, latency is determined where the standard deviation
between the curves is at a minimum. In this case the standard
deviation is zero.

In figure 24b latency is determined at the zero standard deviation
point value and changed to a msec latency value. Note, the two
plots correspond; that is, the printed latency value in Figure
27b, corresponds to the point at which the three sawtooth curves

come together (at a minmimum variability point).
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FIGURE 25.

a. An example of the generation of sawtonth waves for compenents
that do not correspond. b. This produces an ancmalous latency

value.
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AFFENDIX C

FILTERING EEL_JE:IDL_J.F:_E.S

The filter procedure employed a running average smoothing
techrnigue {also kmown as a Brick Wall filter techniguer. The
rurning average was of a variable number ot points defined as a
"window” . from a minimum of I to a maximum of 19. This window

was moved successively from point to point along the entire 236

Jr

points included along the duration asis.
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