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ABSTRACT 

The Cox proportional hazards regressio6 model 9 employed to 
analyze a data set from a programme named The Western Canada 

Melanoma Study. Of the thirtee; potential prognostic factors 
P 

covered, rnelanprna tumour depth, sex'and age are iddntified as 

important prognostic factors. The prognosis of thin melanowand 

the - BANS concept afe also studied in light of .the data, followea 

by a review and comparison of tumour depth and Clark's levels of 

tumour invasion, an investigation of a new prognostic index, a 

A systematic ' search for interactions between th& potential - t 

prognostic factors and a series of of five- ear 
0 

survival of the melanoma patients. x - 

Statistical techniques related to the Cox model are also 

provided from an intuitive and practical point of view together 
1 

with comments on the theory behind the techniques. 

i i i  



ACKNOWLEDGEMENTS 

I 

My sincerest thanks are to my committee members D$. M . A .  

Stephens, Dr. T. Swartz, Dr. R. Routledge and Dr. P. Kim for 

their timely &Ip a&d .ncouragement at the various stages of 
\ 

completing this prwect. I am especially"ratefu1 toc my senior 

supervisor, Dr. M.A.. Stephens d~ho formally introduced me into 

the'field of statistics and has been guiding me into fruitful 

directions eyer since. I would like0 to thank also the 

Mathematics and statistics Department, from which I get all the 

necessary support . to finish my master's degree. The prafessors 

and the students L studied with were so helpful that without 
5 

them I would have not been able to make so many progresses. I n  

particular, I am very grateful to ~ o h n  Spinelli,. who helped ine 

through one of the most difficult times when 1 was writing this A 

project. 

. . The Cancer Control Agency of British Columbia kindly 
t 

provided the data, and Bill and Rick took pains to clean the 
$A 

da.ta fBr me, to them I want3to &+ow my deep appreci'ation here. 



DEDICATION 

To my family ' 



Approval . , . . . . . . . . . . . . . . . . . C . . ~ . . . d . . . . . . . . . . . ~ . . . . . . . . . . .  i i  
c- 

Abstract .....................'.............................. i i i  
m 

~cknowled~ements ............................................ iv 
Dedication ................................................. v 

List of Tables ..........................,........,.....,.. v i i  

List of Figures .........................;.,...............+.5 i x  

I. INTRODUCTION ...........................,................ 1 

11. DATA . . . . . . a s .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4 
111. STATISTICAL ANALYSIS ................................... l.l-.. 

- 3.1 Pescriptive Analysis ............................... 1 1  

3.2 Screening for Prognostic Factors ................... 21 
3.3 Statistical Methodology ............................ 32 

3.4 Fitting Cox's Regression Model and Testing Planned 
Hypotheses .......................... 1 . . .  ............. 50 

3.4.1 'Planned Hypothesis 1 .......................... 50 

3.4.2. Planned Hypothesis 2 .......................... 77 
3.4.3 Planned Hypothesis 3 ..................'......... 90 

3.5 Fitting Cox's Regression ~odel and Exploring New 
Hypotheses ......................................... 103 

3.5.1 New Hypothesis 1 '......'. ...................... 103 

3.5.2 New ~&esis 2 ............................. 119 
3.5 .3  New Hypothesis 3 .............................. 124 
3.5.4 A Goodness-of-Fit Problem .................... 131 

3.5.5 Prediction of Five-year Survival . . . . . .  133 
IV. CONCLUSIONS ........................................... 137 

References ................................................. 1 4 2  



LIST OF TABLES 

Table Page 
A .. 

Definitions of the 13 covariates ..................... I 5 

Coding information ................................... 8 
Descriptive analysis of depth. age and index ......... 1 1 '  

.m 

Status by sex .................=...............%...... -% 
15 

Status by site ...................................... 16 
Status by Clark's levels ............................ 16 

..................................... Status by mitoses* 17 

............................... Status by cell type :. . 17 

............................ Status by differentiation 18 - 

Status by pigmentation .............................. 18 
I 

Status by ulceration ................................. 19 

Status by perilymphatic inflammation ................ 19 
G -"$ 

................................. status by regression 19 

Status by age ....................................... 20 
Status by depth ...................................... 21 

. . - . ...................... Summary of univariate analysis 25 

Association analysis ................................ 31 

Life-table method ................................... 36 
.. 

e ................................ ~ecoding information 51 
, I  < 

Backward selection for'sigiliticant levels ............ 68 
"l > -- 

Testing time-dependent covariates .................... 6 9  

Backward selection when depth is used ............... 70 
Backward selection when Clark's levels are used ..... 70 

I 

vii 



3.4.6 Data for yconstructing matches ....................... 8 b  
- - 

of LMM and non-LMM patients .....:....... 82 
- 

3.4.8 Univariate analysis of LMM vs non-LMM ...........,... 84 
+ ,  d" 

3.4.9 Backward selection led by depth ..................... 87 
3.4.-10 Ba'ckward sexecrion led by Clark's levels ......... ... 88 - 
3.4.11 Testing time-dependent c,ovariates for LMM vS non-LMM 89 - * 

3.4.12 Depth from 0 . 7 6  to 1 - 6 9  mm (rangeI~) .......,......... 91 

3.4.13 Depth from 0.76 to 3.65 mrn (range1I') ...:..........,, 92 
b 

3.4.14 The whole depth range (range 111) ...."............... 93 
- 

3.4.15 Backward selections for the depth ranges . . . . . . . . . . . 101 

3.5.1 Backward selection of significnat prognostic factor~117 

3.5.2 Forward selection of significnat prognostic factors 118 

3.5.3 Backward selection when depth_i,s used .............. 1 2 0 .  

3.5.4 Forward selection.wh@n depth is used . . . . . . . . . . . . . . . 121 

3.5.5 Backward selection when Clark's levels are used .... 122 

3.5.6 Forward selection when Clark's levels are used ..... 123 

3.5.7 Recoding information for finding interactions ..,d... 126 

3.5.8 Backward selection for clues of interactions ....... 127 

3.5.9 Testing cross~product terms I ...................... 129 

3'.5.10 Testing cross-product terms 11 . . . . . . . . . . . . . . . . . .'.'. . 130 
- 3 .5.11 Predictions of five-year survival .................. 134 

C - 

viii 



Figure 

LIST OF FIGURES 

Page 
- - 

3.1.1 Histograms for depth, age an index . . . . . . . . . . . . . . . . . 12 P 3.1.2 Registration pattern ...... .......................... 22 
4 

- 3 . 1 . 3  Estimated survivd curve ....... l . . . . . . . . . . . . , . . . . . .  23 
I 

3.2.1 Univariate analyses by sex, age, and - depth . . . . . . . , . . 27 

3.4.1 Checking proportionality when depth is used . . . . . . . . . 53 
-' 

3.4.2 Check5ng - - .proportionality when Clark's levels are 
used ........................................ 6 0  

U 

3.4.3 Checking proportionality when only the signi'ficant 
factors are used ........................2....... 72  

- I- 
3 d 4 . 4  $Model fit when depth is used ........................ 74 

3 .4 .5  Model fit when Clark's levels I 1  and I 1 1  are use& ... 7 5  

3 .4 .5  Model fit when Clark's levels IV and V  are used ..... 7 6  

3 .4 .6  Checking proportionality for LMM vs non-LMM ......... 85 - - 

3 .4.7 Checking proportionality for the BANS concept ....... 95 
3.5.1 Comparison: Part A .................................. 105  

i 

3.5.1 ~orn~irison: Part B . . . . . . . .. ... . . .. . . . .. .. . .. . . . . .. 106  

3.5.2 Checking proportionality when depth and Clark's 
levels are used . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109 



CHAPTER I 

Skin diseases are fairly common, but in general are not  
8 

lethal. However, there are some cutaneous diseases which are 
( .  

fatal. ~ a l i ~ n a n t  melanoma, foi example;. has been a skillet- of 
_C 

A o u s a n d s  of people. According to aetiologists, this is a kind 

of cancer developed from melanocytes, which arq derived i r o ~  

ne;ral crest cells that migrate to the skin, eye, central 

nervous system, and occasionally elsewhere during fetal life. , 

- - 

4 

Malignan$ melanoma represents about 2% of all *cancers. Over 

recent years the incidence of melanoma has been rising rapidly 
w 

and steadily. In the United States, the incidence has increased 

by 4.5% annually, and in British Columbia 7.2%. Here are some 

more facts about this cancer: C1 

The vast majority *of mefanoma seem to arise from 

pre-existing benign nevi; 

There is an increase in nelanoma in uody sites that are 

exposed to-the sun, and the greater the exposure, the higher 
& 

the incidence; 

Melanomas occur in all races, but are r-are in blacks, 

orientals,,and others with dark skin, and are more common in 

fair-skinned races and individua'ls; 

The incaence of melanoma is lati tudk-dependent , e . g . ,  the 

incidence among white people in Atlanta is 'almost twice tha t  
-, 

of Detroit; 



There are minor differences in occurrence between males and 

females, although females have a better prognosis for 
-. t 

unknown but possi.bly hormonal reasons; 
,I 

r 

Almost no melanomas occur before puberty, and the peak 
? 

incidence'occurs in the fifth to deventh decades; 
+3- 

A small proportion of patients with melanoma have a 

hereditary compon&nt; 

~dministrativ.e and professional workers were found to have a 
i _*  

higher incidence than construction workers and farmer's 

( ~ 1 i 1 , [ 3 2 1 , ~ 4 5 ~ , ~ 4 6 ~ , ~ 5 8 1 ) .  

\ 
Medical experts are still qbserving this disease. On the one 

hand, it has long been recognized that certain characteristics 

of the patients and of their diseases m?y strongly influence 

their survival.  he fact that some patients with the disease die 
I \ 

while others survive suggesAs that different factors affect 
h 

prognosis. On the other hand, observ:&ons have been accumulated 

and analyzed to give useful assistance to conquer this deadly 

disease finally. For instance, point 2 in the above list 
-. 

B 

emphasizes the importance of watching for any changes in 

ekist-ing lesions,.and point 8 sugbests that intermittent intense 

sun exposure may be a harmful pattern. 

In general, characteristics that influence pr0gnosi.s (of a 

disease) are called or prognostic ~factors. In cancer 

research, there are several reasons for studying prognostic 

factors ( [ 4 7 ] ) .  The first q a s o n  is to understand how the 

disease behaves. Is the prognosis simi.lar in men and in women? 
'. 



Is age an important prqgnostic 'factor? Does the extent of a - - 

turnour or its histologicaf grade r n a t e - s i a l l y  influence tAe - 
outcome? Are the ' values of certain laboratory tests and the 

results of physical examination significantly correlated with 

length of survival? Questions like these-and the answers to them , .  

,are certainly important for understanding the disease. 

\ 

The- second reason is the need to predict survival, for groLip:; 

of patients and to choose treatment accordingly. After several 

factors are found important separately, the way they d c t  

together needs to be understood and the results then can be u s e d  
\ 

to aid doctors to classify patients accurately and.to choose 

treatment correctly. 

The third reason is to help researchers design experiments 

to study new treatments. Knobledge about prognostic factors of a - 
cancer is the basis of any new experiment. What factors should 

be coqtrolled and what factors should be stratified ? Whether or 

not one can answer these questions depends on how much one knows 

about the factors involved. 

In this project, a data set on stage I malignant melanoma rs 

analyzed. The main objective' is to identify the i'mpo;tani 

prognostic factors for this skin ,cancer. In chapter 2, a 

description of the data is given, and in chapter 3, statistical - 

- analyses are performed and import2int prognostic factors - 

identified. In chapter 4, a summary is provided and some areas 

for further analyses are suggested. . 



CHAPTER I I 

DATA 

.r 7 

m e  data to be qnalyzed are based on reports of all newly 

diagnosed, histologically confirmed cases of malignant m oma 
- .  

seen in Western Canada (British ColuiiiEa, Alberta, Saskatch 

Manitoba) from 1 April 1979 to 31 March 1981. The reports were 

obtained- through the cancer registries of the above provinces, 

and the whole programme is named The Western Canada ~elanoma 
- 

-- - 
Study 

Patients were interviewed in their homes by ' trained 
- 

interviewers using a standardized questionnaire. Information was 

obtained on a number of variables, including host pigmentationi 

and reaction to sunlight, residence, occupational histofy, 

recreational activities with specific reference to sunlight 

exposure, medical -history, chronic drug use, family history, 

diet, smoking and alcohol consumption; and for women, - 
reproductive history and use of oral contraceptives and 

A standardized abstract -of the medical record was made fox 

each patient and included data on' symptoms, taatment-and - - 
recurrences. Pathological slides were reviewed by a pathologist, 

Dr. A .  J. Worth, at the Cancer Control Agency of British 

Columbia. Pathological slides were not available for, 20% of the 
_CC 

patients, and in these cases the original pathology report was 
;i a 

used. . - 
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9 - 

In the 2-year period of data intake, 904 patients with 
.n 

primary cutaneous melanomatous lesions were registered: The 
- -  " 

patients were •’of-lowed. from their registration date,*and the 
T- 

times at death and drop-out were recorded. To a1,low a five-year 

follow-up time for most of the patients, the termination d a t e  - 
i 

Cp- 

for analysis was December, 1986. Most patients were still alive 

by this bate, hence their survival times were censored. 

Because of some technical difficulties in a study like t l i i : ;  

one, not all patients included in the study have-complete s1lc1 

correct records on all the variables on the raw data base. 

Therefore, a decision was made that a pre-analysis be carried 

out .first. 430 patients with complete information on 
- - 1 3  

iC . C 

important covariates form the data set" for this project. 
<, 

I 

Of the 430 patients, 78 di,ed, 18 dropped out and 334 had 
k 

their survival time censored. The 13 covariates are defined 

below. 
- - 

1 -  

d 

Table 2.1 ~efiniti'ons of the 13 covariates. 

Sex: male and female; 

'Site of tumour location: h e ~ d  and neck, trunk, I - 

upper limbs,lower 
? - 

Depth of tumour invasion: the depth in mi-lliders of a 

melanoma measured vertically from the top of the 

granular layer to the base of the tumour, or the 

maximum invasion dimension; 







b 

scattered melaninladen macrophages in the 

dermis and no .signs of fibrosis are seen; 

present: when one or both types of the above signs 

are seen. - 

12. Age: age = ,diagnosis year - birth y e a r .  
% * 

1 3 .  Index: index = (depth of tumour invasion) times (number' 
a. 

< - 
of mitoses),. 

? -. 

- 

Fo'r the g,urpose of statistical analysis, the above 

covariates are coded and shortened names given to them. 

Table 2.2 Coding information. . 

Covariates 

Sex 

Site 

levels 

male 

female 

he2d and neck 

trunk 

upper limbs 

lower limbs 

continuous 

-level I I  

level 111 

l e v e l  IV- 

, level I 

level I 1  

codes Names Base-level 

1 ,  sex 1 sex I 

site1 

site2 

site3 

site4 
t 

depth ' 

clark2 

, clark3 

c l a r k 4  

c la rk5  

mitol 

mito2, 

mitol 



Cell 

Diff 

Pigm 

Ulce 
ti 

9 + 

, LYmP 

I 

Regr 

- > 

Age 

Index 

level 111 
k. 

lent igp 

superficial spreading 

nodular 

level I 

level I1 

level 111 

level 0 

level I' 

level I1 
.- 

level 1 1 1  

absent' \ 

present 

absent 

present 

absent 
L 

present 

continuous 

pigmO . 
pigml 

ulceO ulceO 

ulce 1 

lympO ' ly~IIp0 

lympl 

\ regr0 regrO 

regr 1 I I 

4-% -' 

age / 

index / 

As is well known, if a categorical covariate has k+l levels, 
i only k dummy variables are needed to represent it. ~he'level 

without a speci'fic dummy variable matched to it is referred to -- 

2 

as the base level. For instande, to analyze the effect of site 

on survival, only sitel, site3 and site4'are included -iPnto the 

model since site2 has been chosen as the base level, The 



-=== \ 

criterion to choose a- level as bese level is to allow it to 
I 

contain enough cases so >that comparison referred to it is 

practically meaningful. For. &xarnple, there 'are 375 patien& 

whose tumours did i not ulcerate, and only 55 patients whose 
B 
tumours had ulcerated, so the patients without ulceration are 

chosen as the bage level. 

* - 

Finally, the clinical staging system of melanoma used by 
t . -  \ 

- -  doctors is described briefly here. Stage I  .melanomas are local . i '  

1 1 
disease only, with the primary - melanoma - present, pseviously 

excised, or locally recuLrent. Stage I 1  melanomas consist of the 

primary lesion' and palpable regional lymphnodes, a'nd stage I 1 1  

'\ 
1 

melanomas indicate widespread disease. 
I 

l" - 
The patients covered by the data are all stage I patients. 

More will be said the basic features of the data in 

the next chapter. I 
- 1 ,  



-- CHAPTER I I I _ -  -- 
STATISTICAL ANALYSIS 

3.1 Descriptive Analysis 

--. - 
The data set contains 13 covariates as described in ' chapter 

2. In this section, those covariabes will be analyzed 
i 

descriptively to gain some qualitative / quantitative insight - - 
into the problem at hand. ,/- 

The three continuous covariates, i . e . ,  depth,,age an# index, 

have the following-characteristics. 

Table 3.1.1 Descriptive analysis of 'depth, age and index. 

(Units are mm for D e ~ t h ,  year for Age and mm by number of 
7- - 

mitoses for, Index. ) 

minimum 

.maximum 

range 

mode 

median 

mean 

st .dev. 

skewness 

kurtosis 

Depth Age 

0.05 12 

9 .00 100 

8.95 88 
L 

* * 

1.03 52  

1.65 52 .54  

1.60 , 1 7 . 1 4  

1.86 0 .08 

3 .60 -0 .71 

- , 

Index 



NOTE: * means that the corresponding mode is-not unique. 
1 

The histograms of ' th6se three covariates are shown in Figure - '  + 
3.1.1 - - 

Figure 3.1.1 H?%tograms of depth, age and index. 

LHistogram for depth 
SymboA Count Mean , st.dev. 
x .,. - 430 1 :654 1.604 
Each symbol represents 3 observations' 

(MM) 15 30 45 60  75  90  105 120 135 150 
+----+----+----+----+----+----+----+----+----+---- + $ 

upto0.5 +XXXXXXXXXXXXXXXXXXXXXXXXXXXXXX $ 1  

0.6-1 +XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 
1 . 1 - 1 . 5 ,  +XXXXXXxXXXXXXXXXXXXXX 

v 
- - 

1.6-2 +XXXXXXXXXXX 
2.1-2 .5  +XXXXXXXXXX 

12.6-3 +XXXXXXXXX 



Histogram for age 
Symbol Count Mean st .dev. v - 

X , 430 52 .536  17 .140  
Each symbol represents I observation - - -  

(YEAR) 5 10 15 20 25  30 35  40 45 5 0 h  
+,-,-+----+e---+----+----+----+----+----+----+*---- + 



Histogram for index 
Symbol Count Mean st .dev. - - 

X 430 ' 3.515 4.721 
Each symbol represents 4 , ob~ecvations - 

2 0 ,  40 60 80 100 I n 3  140 160 18G ZO[T 
T +----+----+----+----+----+---- +?---+----+----+---- + 

uptol 
1". 1-2 
2.1-3 - 
3.1-4 
4.1-5; 
5. I A 6  
6.-1-7 

=-67. 1-8 
,aa' 8 . 1 - 9 

1 9.1-10 
10.1-1 1 
1 1  -1-12 

I 12.1-13 
13.1-14 
14.1-15 
15.1-16 
16.1-17 
17.1-18 
18.1-19 
19.1-20 
20.1-21 
21.1-22 
22.1-23 
23.1-24 
24.1-25 
25-3-26 
26.1-27 

Most patients are aged 30 years or older (go%), 5 patients 

are-  aged under 17 ( 1 . 2 % ) ~  confirming the observations that the 
-* - t 

disease usually affects middle-aged and older people, and rarely 

occurs before puberty. For the depth, 66.7% 'patients had lesions 
-- 

at most 1.65 mm in thickness, and only 12% patients ha-esions 
F i 

thicker than 3.50 mm (1.65 is the mean, 3.50 is the "cut point", 

that is, the point which divides a given ranige into intervals of 



different survival patterns, usually cited in the literature), 
1 

- 

, . indicating that thin melanpma is more common in stage I d i s e a s e  
-- 

than thick melanoma. That the mode does not exist uniquely for- 
I 

- f .?. 

depth and age indicates that there is no heavily centered peak \ 
D 

- ,  3 

for depth ,or for age. 

The ten categorical covariates, namely, sex. .site, * $ $ a r k ' s  
-- - - 

levels (clarkl) , mitoses (mito), cell type (eel)), , 

differentiation (diff), pigmentation (pigm), ulc'erat iJn ( u l c e )  ,, 
P 

perily,m~hatic - - inflammation (lymp), and regression (regr) ~ 1 ; ~  

- described in relation to survival status (that .is, the p a t i e n t s  
'8 

are dead or-of censored survival time), -because survival is the 

major concern. 
0 

Table 3.1 .2  Status by Sex 

MALE 
'-k 

DEAD --5 -1 

- 
FEMALE TOTAL 

" TOTAL 180 2 50 

SEX SPECIFIC - 
9 

DEATH RATE 2 8 %  1 1 %  

Note that there are many more female patients t h a n  male 

patients. but the sex specific death rate is h i g h e r  with the 



males than with the females. 
t 

Table 3. t . 3  Status by Site 

HDNK TRUNK UPL I M LOLIM TOTAL 

DEAD 2 3  29 8 18 7 8  

CENSORED 64 101 8 0  -l 0 7  352  

TOTAL 8 7  130 . 88 1 2 5  4 3 0  
-------- 

S I T E  SPECIFIC .. . 

DEATH RATE 268 2 2 %  9% 14% 

I 

More cases were obsefved on trunk and lower limbs, while 

head and neck has the highest site specific aeath rate. 

Table 3.1.4 -.Status by Clark's Levels 

DEAD 

TOTAL 

78 

CENSORED 133 90 123 6 .  a 334  

TOTAL t 1 4 5  105 167 ' 13 430  

LEVEL S P E C I F I C  T 

6 DEATH RATE 88 14% 26% 54% 

~ l t h o u ~ h  Clark's levels measure the same thing as depth 
i -- 

does, from a biological point of view& the picture here is 

clearer than that. described by depth alone. For example,. one cav 



I 

see a steady increase in level specific death rates from level 

1 I1 to level V. 1 

Table 3.1.5 Status by Mitoses 

I I I I 1 1  TOTAL 

DEAD 29 I8 ~ 3 1 7 8  - - 

CENSORED 216 63 " 73  352 

TOTAL 245 8 1 104 4 3 0  

LEVEL SPEC1 FI C 

DEATH RATE 12% 22% 30% 

In agreement with intuition, the rates of death go up as t h e  . 
numbers of mitdes go up. 

Table 3.1.6 Status by Cell Type 
41 

SUPERF I C I AL 

SPREAD1 NG NODULAR TOTAL 

DEAD 4 

CENSORED 29 

TOTAL 

TYPE SPECIFIC 

DEATH RATE 1 I.% 

Most patients had, super•’ icial spreading melanoma, fewer 

patients had nodular melanoma, and even •’ewe; patients had 



lentigo melanoma. ~owevrr, the type specific death - .  rate is the - 
highest with the nodular type melanoma. 

Table 3 . 1 . 7  Status by ~ifferentiation 

DEAD r ' 

I I I TOTAL . 

TOTAL 

LEVEL SPECIFIC --+ 

DEATH RATE 25% 21% 5% . J 

- - 

~. The observation is in accordance with biological knowledge, 

that is, the death rate decreases as the level of 
-- - * - 

differentiation increases. 

DEAD 

Table 3 . 1 . 8  Status by Pigmentation 
. 

TOTAL 

CENSORED 1 4  1 1 4  131  9 3  352 

LEVEL SPECIFIC 

DEATH RATE 18% 4% 22% 15% 

There is no clear explanat'ion with this table how ,the degree 
- 

Y- 

\ 
of pigmentation affects survival. 



0 

( 

- - 

The n e x t  the l a s t  th ree  c a t e g o r i c a l  
- 

"4 
c o v a r i a t e s .  -- - - - P, 

: T a b l e  3 .1 .9  S t a t u s  by Ulceration 

NO YES TOTAL 

DEAD 58 20 , 7 8  

CENSORED 317 35 352 
- - 

TOTAL 375- 55 430 

- - ULCE. SPECIFIC 
, 

DEATH RATE 36% 

T a b l e  3 .1 .10  S t a t u s  by P e r i l y m p h a t i c  ~ n f l a r n m a t i o n  

NO YES TOTAL 

DEAD 4 9 2 9  78  

CENSORED 2 7 4  7 8  352 

TOTAL 

LYMP. SPECIFIC 
/- 

DEATH RATE 15% 36% 

T a b l e  3 .1 .11  S t a t u s  by R e g r e s s i o n  

6 - - - - 

DEAD 

CENSORED 

TOTAL 

, . 

~d ..- YES TOTAL 



VCR. SPECIFIC , 

DEATH RATE 20% 13% 

Table 3.1.9 and 3.1.10 indicate that 'ulceration and. 
--L 

perilymphatic inflammation are signs of poor progn'osis, while . . 
Table 3.1.11 indicates that regression is a sign of good 

I .  prognosis. 

Two more tables of interest are presented - - below. The cut 

points used for age and depth are based on those seen in the 

literature. (131, [121 and [221). 
- 

Table 3.1.12 Status by Age 

/ 

under 39 40-64 over 65 TOTAL 

DEAD A" I6 a 10 52 78 
f 

Pf 

CENSORED 90 8 1 181 352 

TOTAL 

AGE SPECIFIC 

DEATH RATE 15% 11% 22% 

Patients under 39 years old and patients aged between,40 and 

64 have similar death rates, but for patients over 65 years 'old, 
r 

the death rate'increases sharply. 

For depth,- a similar picture to that for Clark's levels-can 
-, 

be seen. That is, the thicker the invasion depth, the larger the - 



. \ 

death rate. 
, 

Table 3.1.13 Status by ~ e p t h  - 
-3 

' 5 3 . 7 4  0 .75-1.49 1 .50-3.49 23 .50  TOTAL 

DEAD 12 

CENSORED 151 

TOTAL 163 

DEPTH SPECIFIC / , 

DEATH RATE 7 %  - 1 4 % ,  27% 43% 

For another aspect of the data, it might .be interesting to 

have a look at the registration pattern. 

Since the data were collected in two years, it is difficult 

to identify a ~easonal'~attern, but winter does seem to be the . 

season with the lowest number of cases reported (Figure 3.1.2). 

Finally, the estimated survival curve for the whole data set 

is shown in Figure 3.1.3.  The overall five-year survival 

(percentage) is 8 3 . 0 4 % .  The methods of  obtaining estimated 

survival curves are given in section 3.3. 

3 .2  kreeninq for Proqnostic Factors 

When the clinical experiment was designed, many potential 
8 

prognostic factors were included. The ideal approach to 

determine the important prognostic factors is to treat - * 





Figure 3.1.3 Estimated Survival Curve 

Survival Time in Months 



information from all factors simultaneously, because al1,factors 

acted on the patients in 'that way. However, experience shows 
t d 

-- 

:hat analyzing too many unimportant factors t~gether ~with the 

important ones, -will not only slow down progress but hinder one 

from gaining insight-into the nature of athe problem as well.. - 1 
Therefore, some selective analysis is useful for getting rid of 

, those totally unimportant factors, so that one can start 

+ %  2&i u3taneous analyses with a reasonable set of potential 
3" b-. 

fw 
prognostic factors. This process is called screening for 

proqnostic factors. ( [ 4 7 ] ) .  

a In this section, the 13 covariates are analyzed one by one - 

which of them contribute significantly o the survival of seL 1 
thy dat ients. For both the continuous and the categorical 

\ 
covariates, the rationale of the analysis is the same: if over 

different ranges of a )continuous covariate or over different 

' levels of a categorical covariate, the survival of malignant 

melanoma patients changes only within random varietion, then the 

covariate is of little value in predicting survival; otherwise 

if  changes to survival are so large that they can not be 

explained by random fluctuation alone, the implication is that 
\\ - 

the covariate correlates to survival in a significan\t way. 

b ,  - - 
For the continuous covariates, there is a question of how to 

choose cutpoints to perform grouping.'The cutpoints seen in the 

literayure for depth and age are used, and for index the first 
1 

quartile, mean and the third quartile are used. 'The issue of 

cutpoint will be discussed-more fully in section 3.4.3. 



In order to judge when the changes of survival are 

significant, Mantel's test and Breslow's test are used 
- 

([6], [ 4 3 ] ) .  Both - tests can be viewed 'as analogues of 
P 

nonparametric rank tests. When there are no censored 

observations, Mantel ' s 'test is essentially an exponential scores 

test.. Breslow's test is a version of the Kruska.1-Wallis test for 

censored data. The difference between the two tests is t h a t  

Breslow's test puts more weight on early observations and 1s 

less sensitive to late eveilts which occur when few p a t i e n t s  in 

the study remain alive. Both tests used here are based on large 

sample theory, and on null hypotheses the test statistics have 

approximate chi-square distributions .with degrees o y e e d o m  

shown. For details, see section' 3.3. \ 
/" 

The results of the analyses are summarize . id Table 

and Figure 3.2.1.  

Table 3.-2.1 Summary of univariate analysis (The first 

statistic is Breslow's, the second statistic is   ant el's) 

Covariates statistics df P-values 

Sex 2 1 . 4 8 1  1 0 . 0000  

23 .527  1 0 .0000  

Site 

Depth 



Mitoses t 9.239 2 0.0001 

t9.,  ts 
d 

2 8 . W O F  - 

. 
19.581 2 , .0.0001 Celltype - 

Pigm 

3.028 3 0.3874 
< 

Ulc 125.446 1 .  0.0001 

Index 8.195 2 0.0166 

\ 

All the covariates are significant (a = 0.05) except 

pigmentation and regression. Among those significant covariates, 

sex, depth,  lark's levels, ulceration and age are highly 
- 

significan~. (-a = 0.005). 

Before 1971, survival analysis relied solely upon univariate 

techniques, and many factors were reported to be prognostic 



Figure 3.2.1 Univa3ate analysis: by sex 

Legend 
A Male 

X F'emale 

0 10 20 30 40 50 60 70 80 90 100 

Survival time in months 



Figure 3.2.1 Univariate analysis: 

Legend I -  ' - $ 

'1 

A under 64 

X over 65 - 

Survival time in months 



Figure 3.2.1 Univariate analysis: by depth 

Legend 
A LE 0.74 

I I I I I I I 1 - 1 I 
10 20 30 40 50 60 70 80 90 100 

Survival time in months 
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Table 3.2.2 Association Analysis d -  

sex sit dep c l a  rnit cef dif pig u l c  lym reg age ind - - 

sex 1 0 0 0 0 0 0 0 0 0 0 0  

sit 

c la - - 
mit 

cel 0 0 1  0 0 0  1 

ulc - 

age 
* 

ind 

o o o o o  1 

the pair of covariates involved, a "2" means the association is 

a very strong (P-values O), and a "0" means there is no 

empirical evidence of association. 

As expected, depth and Clark's levels are highly correlated, 

so are'depth and index, and Clark's levels and index. Also depth 
._ 

correlates with all the covariates except s e x ,  sltc-, 

pigmentation and regression; Clark's levels correlates with *11 

' the covariates except sex and ulceration. Since depth and 

Clar;kls levels are frequently reported to be significant 

prognostic factors, the above series of associations suggest 
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the censored individual is-included in the set of ri individuals 

at risk at ti is adopted, since an individual censored at time t. 

almost certainly survives past t. 

AS a function of t l  ~ ( t )  is a right-continuous step function 

with 5(0) = 1. The heights of the k steps corresponding to t h e  k 

distinct death,times can be computed recursively as below: 

A 

When the largest observed time is a censored time, ~ ( t )  remain:; 

undefined beyond this time point. ([31],[35],[36],[41]'). 
s' 

Example 1.  The ,following data are the lengt-5s of 

remission times (in weeks) for a group of acute leukemia 
-* 

patients. The starred quantiti'es denote censored observations 

and 6-MP stands for the drug 6-m8rcaptopurine taken by the 

, patients. 

Data for illustrations 
. - 

6 6 6 6* 7 9* 10 lo* 11* 13 16 17" 19* 20* 22 23 25* 32" 34* 35* 

The calculations leading fo thdoduct-limit estimate of 
. I 

the survival curve for these patients are outlined in Table 



Table 3.3.1 Estimated survival curve for the 6-MP data using 

the product-limit method 

Note that ;(tjris well defined up to-t = 35 only. 

2 Life Table (or Actuary) Estimate of Survival Curve 

Suppose that the range of survival time is divided into m 
I 

, intervals. This method describes the whole survival experience 

in terms of interval survival experience. 

Let 

ni = number of patients entering the i-th interval, 

ci = number of patients censored in the i-th interval, 

di = nuder of patients dying in the i-th interval, 

Under the assumption that in each interval censored observat,i~ns 

occur randomly (th'at- is, are distributed uniformly), the 

patients who are censored are considered to be at risk for half 
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P 

,A 

Table 3.3.2 Estimated sur~ival curve for the 6-MP data using 

- \ -  the life-table method 

3 - 
be compared. Let t ,  < t, < < th be the times at which deaths 

'occurred among the k groups and le't n be the total number of . 

individuals. The null hypothesis is that the k groups have the 

same survival distkibution, 

At time ti, let nij be the number 06 individuals in.group j - - 
ir% the study (that is, whose observation time t is greater than 

or equal to t i )  Let xi) be the number of individuals who' died 

at exactly time ti in group j .  ( I f  there are no tied times, xij 
a 

is zerq for all but one group; xi, = 1 for the group where death 

occurs. ) . . 
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group 3: 2 5 8* 8*  '1 1 * 

The Mantel t e s t  s t a t i s t i c  can be ca lcu la t ed  a s  below. 

. , z Q 1 =  (1; O)T E(&,,) = (3/11, 4/11lT 
- 

z s  = (0, O)T E(x5) = (2/10, 4/10lT 

Q = (2, 1 I T  , - 
gi = (1.447, 1 .815lT 

9 

The two by two matr ices  y i ,  e t  a l . ,  a r e  a s  below. 

0 I! 1 Y 2  . Y3 Y 

2/9 -1/9 36/169 -20/169 2/9 -1/9 24/121 -12/121 

Therefore ,  = 0.6201. 

- 4 K-sample Breslow's Test 
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. > -. 
C - 5 The Goodman-Kruskal Test 

, r. 

Let x stand. for the row and y stand for the column of an r 

6y c contingency table. Let +agf-= the entries of the table (i = 

1 , 2 , 0 0 -  ,r send j = 1,2,*-*,c). Let ri = E aij be the row totals, 
.- j = l  

= f a i j  be the column totals and N be the table total. i = l  

The statistic Xyx involve? a comparison of the following two 

situations: an individual is chosen at random from the 

population and one is asked to guess to which y category the 

individual belongs, either (a) given no further information or 

(b) given the individual's x category. If x and y are totally 

uncorrelated then one can do no better in the second situation 

than one can do in the first, b~t~otherwise there will be an 

improvement. The measure Xyx quantifies thig improvement7as theT 
-- 

\ relative decrease' in the probability of error in guessing the y 

category as between the two* situations under the assump$ion that 

the guess consists of selecting the most likely of the y 

categories on each occasion. The formula for Xyx is 

An approximate formula for the variance of X is 
YX 

(N-.k max .a ) (.k maxjaij+max -c --22max .a )/(N-maxjcj) ', I i j  1 = 1  J - 3  I ij 
where E denotes the summation over those values of i such that 

r 

maxjaij occurs-in the column which has the the largest column 

total. For large N, the ratio of Xyx to the approximate standard 

err-has asymptotically a standard normal distribution. 



t 

Exchanging the roles of x and y will give h x y ,  that is, the 

statistic 'which measures the' association between x and y by 
-- 

means of predicting x based on y. 

- 

'when x and y are of equal importance, the appropriate 

statistic is A ,  which is a combination of h i y  and Xy, (combined 

in a symmetrical manner) and is defined as 
Y 

The approximate variance for X is very complicated and is 

not presented here. ([26],[63]). 

6 The Cox Regression Model 

The model to be used in the remainder of this project is 

called The C o x  P r o p o r t i  onal H a z a r d s  R e g r e s s i  o n  Model for 

survival or failure data analysis (Cox 1972). Some basic terms 

are defined below. 

Suppose that the random variable T denotes the time elapsed 

between some specified event (in this project, thi$ is the 

diagnosis date) and the time at death (failure), or at drop-out, 

or at the time the study terminates, of a living organism or an 

inanimate device. In. the present context, T is c a l l e d -  the 

survival time. The cumulative . distribution function of T is 

defined is 



= ~rob(death by time t); d .  

the survival function of T as 

= Prob(surviving past time~t); 

the llensity function of T as 
, - 

the hazard rate function .of T as 

and the cumulative hazaed function of T as 
+ g 

For a more advanced treatment, see Kalbfleisch and Pre tice 

( 1 9 8 0 ) .  

9 
I 

In survival analysis, h(t) is the function which plays a 

fundamental role [20]. For this reason other functions a r c -  

usually expressed in terms of h(t), e.g., 
%-+-' t 
S(t) = exp(-J h(u)du). 

0 
t 5 

The Cox proportional hazards regression model is also 

formulated in - terms of h(t). A new feature here is the 

introduction of a number of covariates denoted by vector = 

(z,, *;., z ~ ) ~ ,  which is introduced in the hope that it can 

explain h(t). There are. various ways of doing this, but only the 

most commonly used form of the Cox model,y namely, the 

exponential form is described here and is used later. 
a 

Let h(t;x) be the hazard rate for an individual with 

covariate vecto; Z. The exponential form expresses h(t;~j a s  



where 0 is a column vector of unknown regression coefficients 
3 .  u 

- - 

and hoCt) is an-unknown underlying hazard rate function ior an 

individual with covariate vector g = 0.  Notice that no, 

parametric model' is assumed for the underlying hazard function; 

it is completely arbitrary. 

I -- 
The above model contains two inplicit assumptions. 

Assumption I :' The relationship betwen the underlying hazrird 

function and the covariates is m l r i p l ~ c a r l v r  as shown l n  ( I ) +  2 
Thus the ratio of the hazard functions for two individuals w l t h  

different covariate vectors does not depend on time. For this 

reason, this assumption is usually called the p r o p o r t  I o r t u l  I r r o  

. a s surnp t  i o n .  

Assumption 11: The effect of the covariates on the hazard rate 

n function is of the exponential form also shown in ( 1 ) .  
, 

# 

Of the two assumptions, the first one is more basic, since 

it describes the general manner in which the covariates act upon 

the hazard rate function. ,The second one is in fact chosen for 

convenience, as the exponential form is just one of the many 
\ f 

possible forms. However, the expondntial form is quite flexible, 

in particular, it is good at describing increasing / decreasiny 

phenomena such as survival. 

iEstimates of the regression coefficients are o b t a i n e d  as 

below. 

Suppose that t ,  < t ,  * * *  < tk are the k distinct times t o  



death of -the individuals l,, 1,,*.- , lk among n individuals in 

the study. Let Ri be the group of individuals at risk just prior 

to time ti (calIed risk group at ti J .  Then given that only a 

single death can occur at ti and that the riskrgroup is Ri, the 

conditional probability that individual li with covariate vecfor 

zi dies at ti is 

~oltiplying these probabilities together for each-of the k death 

times gives the partial likelihood functio,n (Cox, 1975) 

and maximizing the partial likelihood funciion with respect to 0 

yields estimators of P with similar asymptotic properti-es to a 

those of the usual maximum likelihood estimators 

([~91,1201,[351). I f  there are ties among the death times, say, 

there are mi deaths at time ti, let si be the vector sum *of the 

covariates of the mi individuals. A modified likelihood function 

7 A Graphical Method for Checking the Proportionality 

Assumption 

When fitting the Cox model to the data,' it is necessary to 

know whether the two assumptions-; especially <the proportionality 

assmptign, hold or not. There is a qraphical method for this 



A 

purpose, in which In(-lnS(t;E)) is plotted against survival time 
- 

t, %where i(t;f) is the Kaplan-Meier estimate of S(t:z) a n d - 2  is 

the mean vector of the covariates of a certain ?tratum, when an 

(independent) covariate is stratified. (Far a categorical 

covariate', its categories form natural strata; for a continuous 

covariate, ohe needs to choose appropriate cut points.) If the 

proportionality assumption holds, the plot should ex6ibit. 

constant differences between strata because 

In(-lnS(t;Z)) = flTZ + In(-lnSo(t)). 

C In this prbject, the plotting is done for categorical covariates 

only ( [ 3 5 3 , [ 3 7 1 , E 4 0 1 ) .  9 

8 The Global chi-square-~est of Fit 

Whenever a model is fitted to the data, it is important to 

know whether the fit is good so that valid statements can be 

made about the fitted model; This is, -for the time being, only a 

partially solved . problem. A ready-to-use method is.called - the 

qlobal chi-square test, which tests the null hypothesis that all 

regression coefficients are identically zeroi. 

Let ~ ( 0 )  represent the vector of first derivatives (with 

respe'ct to f l )  of the partial likelihood function evaluated at 0 
il 

= 0; let 1(O) represent the observed information matrix 
I 

evaluated at /3 = 0.  Then under the null hypothesis 

has asymptotically a chi-square distribution with degrees of 

freedom equal to the number of covariates in the model. Large 



values of X *  imply that the null hypot:lesis is not true 

d 

9 Significance Tests 
-. 

Three large sample significance tests are available for 

deciding which %covariates are significant. 

The first is,the maximum partial likelihood ratio test. The 
'.-/ ' 

log partial likelihood is maximized'first under the full model '- 

(all covariates) and - then under the restricted .model 
1 

(maximi'zation is restricted .to covariates not being tested). The 

difference between the above two log likelihoods times 2 is the 

test statistic, that is, 

likelihood ratio = 2[ln L(PFull) - in ~ ( o ~ ~ s t r i c t e d ) ~ .  
6A 

The seccnd test is tkz Wald test based on the asymptotic 

normali~y property of maximum likelihGd-estimates, 

Let i* %represent the subset of MLE' s (obtained under the ' 

full model) corresponding to th.e coefficients to be tested. The 

Wald test statistic is 

The third test is called the score function test, which is 
, 

built on the derivatives of the partial likelihood f~nction.~ 

Let uff iO) and I ( o 0 )  represent the vector of first 

derivatives and the oSserved information matrix. These functions 

are then evaluated using parameter estimates calculated under 



the restricted model (the coefficients to bbe tested are 

constrained to zero). The scores test statistic is 

score 

A11 three statistics are compared with the c,hi-square 

distribution with deqrees of freedom equal to the number of 

parameters being tested. The asymptotic distributions of the 

likelihood ratio statistic and the score function statistic have 

not been proved to be chi-square. However, the three statistics 
. \ 

generally give close results for large samples. For small 

samples, the likelihood ratio and score tests usually produce 

similar values, but the Wald test is often different, because i t  

1 

depends critically on the normality of estimates', whereas the 

other tests do not ( [ 2 6 ] , [ 5 3 , ] ) .  PC 

10 Testing Time-dependent Covariates to Check the 

Proportionality Assumption 

Suppose that a categorical covariate has k+l levels. To 

include this covariate into the Cox model, k dummy variables are 

fl generated: For each of the k dummy variables, a time-dependent 

covariate can be introduced. Then one can fit a model containing 

the k dummy variables and the k time-dependent covbriates and 

test the hypothesis that the coefficients corresponding to the k 
7 

time-dependent covarigtes are all zero. The proportionality 

assumption is acceptable if  the above Ltest accepts the null 

hypothesis. 



< For a continuous covariate, time-dependentT covariates of a 

suitable form, say, some piecewise defined covariates can be 

introduced and significance tests performed. However, this is 

not a mature method and experience is needed to use it properly 

(I201). 
- .  

Among the sc!ggested farms of time-dependent covariates, the 

following one seems to be useful: 

( a  dummy variable) times (ln(surviva1 time)) 

denoted by zi = wlntt). The idea is to use the power function 

family, which is quite flexible, to describe h(t;z), because 

h(t;z) is proportional to exp(bizi) = t(fiiw). 

In this project, the above method is applied to the 

categorical covariates only. ([20],[35]). 

1 1  Covariate Selection Procedure 

Among the procedures available, the backward select ion 

procedure isL to be used for most of the analyses to'be done in 

this projeci. The advantage of backward selection over forward 

selection is that the former.does better than the latter when 

some of the covariates act together---a likely situati-on in the 

data (see section 3.2). 

The backward selection procedure goes like this: 

I .  Include all-..the covariates into the Cox model and decide the 

significance level a to be used. a = 0.05 is used in this 

project. 



2. Test each of the ( 1 3 )  covariates in turn by the &ximum 
4 , - 

part'ial likelihobd ratio test and record the P-values. 
- 

3. Leave out the covariate with the largest P-value, which must 

be greater than a, and repeat step 2 with the ( 1 2 )  

covariates left. 

4. When there is no covariate to leave out, the procedure 

terminates. The covariates not left out from the model * ; 3 r ~  

considered the significant prognostic factors. 

12 The PHH Method of ~ a r i g b l e  Selection 

As an alternative to the (partial) likelihood ratio 

. statistic, Peduzzi, Hardy and Holford ( 1 9 8 0 )  proposed the PHH 

statistic to calculate significance probabilities to enter or 

remove a candidate variable in a variable selection process. 

For the candidate variable z,, the vector of .first 

derivatives of the (partial) likelihood function u(;) and the 
A 

observed information matrix I(0) are calculated using current 

parameter estimates for >hose variables already in the model and 
d 

* 

zero for the candidate variable. Let Uj(P) be the j-th component 

of u(;) and Ij, (i) be the j-th diagonal element of I (i).  he 
Ir 

tail probability 'of . C 

is calculated from the chi-square distribution with one degree 

of freedom. 



The distribution of ethe h~ statistic .is unknown. But its 
(i 

close resemblance to the score test statistic and many'numerical 

calculations suggest that the chi-sgudre aproximation is ' 
I 

reasonable. Also, since it is much cheaper to use than the 
\ 

,(partial) likelihood ratio statistic, it can. be used to , 
" % 

eliminate. variabl-es with little or no relatio~nship to survival. , .  

-Y 
There are some pra;tical problems wheh using the statistical 

techniques deescribed above. Discussions will be offered when 
0 

thes&problems arise. 

3.4 Fitting Cox's Regression Model and Testinq Planned 

Hypotheses 
\ 

- 
3 .  4 .  1 PI a n n e a  H y p o !  h e s i  s 1 

In this section, multivariate analyses ;ill be performed to 

study the first planned hypothesis, that is,, to identify the 
~. 

significant nrognostic factors covered by the data. 

Pigmentatioq and regression will not be included in the 

multivariate analyses because they were "-screened out" ' on rthe . 
univariate analysis, and Cox's regression models will be fitted 

f % 6 
to the rest' of the covariates except index, which is to be 

P 

discussed in section 3.5.2. 
$ 

,As was discussed in section 3.2, the strong association 

between tumour depth and Clark's levels of invasion'suggests 

that it be appropriate to include only one of them when fitting 



., 
\ 

*the Cox model. Therefore, two parallel analyses, one including 
\ 

depth and another including Clark's levels, are carried 'out 

below. ' . 

First, the graph.ica1 method is used to chec'k the 

proportionality assumption of the Cox model. The plots are shown 
*\ 

in Figure 3.4.1 and Figure 3.4.2. The upper plots are obtained 
/' 

using the original coding explained in Pable 2.2 on pc#s 8;9; 

the lower plots are obtained u$$ng the same covariates but 
'h 

revised coding..The revised coding is in Table 3.4.1. 

a.& 

Table 3.4.1 Recoding information i 

Covariate Levels Codes 
I 

sex male 1 

female 2 

site non-limbs. , 

1 imbs 

depth continuous 

Clark's level I 1  and I 1 1  

level IV and V 4 

mi to level I  and I 1  1 

level I 1 1  . 3 

cell . lentigo . . I 

- superficial spreading . 2 

nodular 3 .  

Names 

sex 1 

sex2 

site1 

site4 

depth 

clarkl 

clark4 

mltol 

mi ts3 

cell 1 

cell2 

cell3 

/ 

. . clarkl 

rnitol 

' To achieve computational stability, individual turnour depth* 
minus the mean depth is used in all the model fitting 
calculations. Age and index are treated similarly. * 

< 



dif f level I 

level I1 and I11 3 diff3. diff3 

.ulce absent 

' present 

.b 

lymp absent 

present 
4 

age continuous ., 
l'i 

0 ulceO 

1 ulcel 

ulc eLO 

Improvements are seen by comparing the upper plots with the 

lower~plots, For celltype, the distance is not constant between 

'the level representing lentigo melanoma and the other two levels 
@ 

-representing superficial spreading and' nodular melanomas;# for - 

differentiation, the two curves cross. Results like these are 

qxpected, because sbrictly speaking, everything is changing as 

time 'changes. However, since most covariates do seem to have a 

proportional effect on survival, the above results ,are 
1 

encouraging. 
. \ 

Secondly, the @roportionality assumptjon is checked by 

testing .time-dependent covariates as explained in the previous '- 

section. Some practical problems are: the method is very costly; 

there is np clear guide as to what kind of time-dependent 

~ovariates should be. introduced and .to which covariate(s) in the 

data one should introauce time-dependent covariate(s). More 

importantly, a dilemma exists: idedlly one wants to check the 

a askumption before fitting a model to the data by testing 

t.ime-dependent covariates, but in order for the test9 t o  give 



, Figure 3.4.1 Checking proportionality when depth is used ., 
(sex:  upper plot for original codes', lower plot for ne; codes). 

- 

LW urws LOO SURVIVAL RMCTION 

. +  ...... . +  ...... .+ ..... ..+... . ...*. . . . . .  .*.. . . .  ..*. .. . . .  . *  .... :..+.. .. ...*.. . . . .  .*.. . ,L.*... 

I. ' 

* ;  
AAAAAAAA 

AAAAAAAAAAAAAAA 
AAAAAAAAAAAUAAAAAAA 

+ AAAAAAAAA 
A A U A A  

AAAA 8 8 8 8 B 8 8 8 8 8  
AAAAAAA BBBBBBBBBBB 

AAAA B B e e a B B e  
A A A BBf lBBeBBBBBB 

M A  8BBBB 
A A '8888 

t U B - AA B . 
- A 88 - AA 8 - A B B B  - A BB 

88 - A - A BB 
+ 

SURVIVAL TlYE I N  YONTH 

LOG MINUS LOG W l V A L  F U N C T I O N  

AAA 
AAAAAA 

AAAAAAAAAAA 
AAAAAAAAA 

AAAAAAAAAAAAA 
AAAAAAA 

AAA 
AAA 

AAAAA 
A 

A 
BBBBBB0 

8808888 
AAAAAA 088808 

AA 88 
AAA BBBBBBB 

A A 
A 

A A 088 e e ~ e ~ ~ ~ ~ ~  R - 
A 

A 
A A  88 

, 

A B 
U 8 

A A 8 
A 88 

A E 



Figure 3 . 4 . 1  continued (site: upper plot for original codes, 

lower plot for new codes). I 

- 
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~ i g u r e  ~ 3 . 4 . 1  continued (mitoses: upper piot for original 

codes, lower plot  for new codes). 
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Figure 3.4.1 continued (celltype: upper plot ' for origidai 

codes, lower plot for new codes). 
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Figure 3.4.1 continued (differentiation: upper, plot for 

'original codes, lower plot for new codes). 
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digure 3.4.'1- continued '(ulceration: upper plot for . origiflal 
, 

codes,. lower plot for new,codes). 
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3.4.1 continued (lymphhtic inflammation: upper plot Figure 

for original codes, lower plot for new codes!. 
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Figure 3.4.2 Checking proportionality when Clark's levels 

are  used (Clark's levels: upper' plot for original codes, lower 

plot for new codes). 
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plot f a r  (sex : 3.4.2 continued Figure original codes 

lower plot for new codes). 
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Figure-3.4.2 continued (site: upper plot for original codes, 

- lower plot for new codes). 
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Figu re  3 . 4 . 2  con t inued  (mitoses: upper p l o t '  for original 

codes, lower p l o t  f o r  new codes) .  
r - 
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Figure 3 . 4 , 2  continued (celltypei upper plot  for original - 

codes, lower plot  for new codes). Lp 



Figur,e 3.4.2 continued (differentiation: upper plot for 
- 

original codes, lower plot for new codes). . 
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continued (ulceration: upper plot for original Figure 3.4.2 

codes, lower plot for new codes). 
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figure 3.4.2 continued (lymphatic inflammation: upper plot 

for original codes, lower plot for new codes). 
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v a l i d  results, one needs to ensure that the model containing the 

time-dependent couariates is well-fitted, which gives rkse to a 

neu and at least equally difficult assumptimato be checked. 

In -tQis#roject, the following approach is adopted. 

~egarding a continuous covariate as having one level, the levels 

of the covariates in the data are treated .as individual 

covariates and a backward selection is carried out using the PHH . 
statistic. Then-time-dependent covariates are introduced for the 

\ 
significant levels selected in the above backward selection. 

This approach is based on the intuition that those levels which 

a p p e a r  to infisence survival more than other levels are more 

likely to violate the assumption and thus should be checked. The 

results. are shown below and the new codes are used.. 

Table 3.4.2 Backward selection for significant levels. 

I When DEPTH is-used 

Covariates Chi-square to keep in P-values 

depth 43.40 0.0 

sex 2 11.13 0 .'OOO8 

23.20 

When CLARK'S LEVELS are used 

7 . 5 7  

$ 0 . 2 :  



ln(surviva1 time) and all the time-dependent covariates are 
0 

tested simultaneously) 
I 

When DEPTH is used 

Covariates in Time-dependent Test 

the model covariates tested statistics df 

depth lratio 

sex2 z1 = s e x 2  * z score 

acj e Wald 

,- When CLARK'S LEVELS are used 

s e x 2  ' b  2 2  = sex2 * z lratio 

age .7 1, , 

. score 

cell2 2 3  = cell2 * z  Wald 

A 1 1 3  24 = cell3 * z 
" 

21  ,z2.,z3 ,Z4. 

The ab'ove checks show that the proportionality assumption is 

acceptable for the data after recoding some of the c o v a r i a t e s .  

Two backward selections are then performed (using the partial 

& likelihood ,ratio test and the recoded covariates) to i d e n t i f y  
-/ 

significant prognostic factors. The results are summarized i n  

Table 3.4.4 and Table 3.4.5. 
,=- 



Table- 3.4.4 Backward selection when depth is used. . 
. 

1 
- 

Step Covariates Chi-square to Global tes? 
*. 

no. left out ?save out df P-values rc P-values 

T - mitoses 0.0032 1 0.9581 0.0000 A . . 
2 ulceration 0.0236 1 0.8780 0.0000 

a 

' 3 - lymp 
P 

4 diff 0.7918 1 0,3735 -0 .0000  . 

5 site 1.9400 = 1 0.1637 0.0 
P *  

6 celltype 4.9938 2 0.0823 0.0 

7 no covariate to be left out. 

The kept-in covariates are: 
-. , 

Name . P-values 
depth 0 . 0. 

sex  0.0000 

\The estimation of the kept-in covariates is: 

Covariates Coef i-icients Standard Error Coeff./s.e. 

- 
  able- 3.4.5' Backward selection when Clark's levels are used. 

Step Covariates Chi-square to Global test 

3 0 .  left out leave out df P-values P-values 



2 dif f 0.1546 1 0.6942 .O. 0000 
. ,  - - 

3 mito 0.6738 1 0.41 17 0.0000 

4 ulceration 1.6122 1 0.2042 0.0000 
\ 

5 site 

6 no covariate to be left out. 

The kept-in covariates are: 

Name P-values 

Clark's 0.0066 

. age 0.0003 

scx 0.0000 

celltype 0.0037 

The estimation of the kept-in covariates is: 

Covariates Coefficients Standard Error Coeff./s.e. 

with depth in the model, depth, age gnd sex are identified 
/ 

'as significant prognostic factors; with Clark's levels in the 

model, Clark's levels, age, sex and celltype are identified as 
B 

- 

X 

significant prognostic factors. -- 

I t  is understood that model fitting is an evolutionary 

process. * ~ h u s ,  the graphical nethod is used once again to check 
T < 



, 

Figure 3 .*4.3 Checking proportionality when only, the-. 

significant factors are used (upper plot for sex under depth, 

lower plot f o r  Clark's fevefs under Clark's levels). 
LOB Y I M  LOQ S l W I V A L  FLblC71W 



\ 

Figure 3.4.3 continued\(upper plot for sex under Clark's, 
\ 

lower plot for celltype und&\,clarkts). 
\ 
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Figure 3.4.4 Model fit when depth is used 
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Figure 3.4.5 Model fit when Clark's levels II and Ill are used 

Legend . 
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Figure 3:4.5 Model fit when Clark's levels IV and V are used 
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the proportionality assumption when only the significant factors 

are in the model. Figure 3.4.3 contains the plots. 

Also, the results of testing time-dependent covariates shown 

in, Table 3 . 4 . 3  happen to be the results needed to'support the 

models containing only the significant factors. For these two 

models, the proportionality assumption is reasonable. 
t. * 
l k  

' * '  
h 

As another check of model fit, the estihated survival curves 
'7 

(by the life table method) and the predicted survival curves are 

compared on pages 74-75 .  With depth in the model, the- camparis~n 

*is focused on the men's and women"s survival; with C l a r k ' s  

levels in the model, several combinations are considered. The 

comparisons are displayed in Figure 3 .4 .4  and Tigure 3.4 .5 .  

Satisfactory agreement is observed. - t 

i 

In summary, based on the data and the rnultiveriate analyses 

using Cox's regression model, the significant.prognostic factors 

are tumour depth, sex and age i f  tumour depth is to be 

considered, or are Clark's levels of invasion, sex, ape and cell 

type if  Clark's levels of invasion are to be considered. (cf  
t 

section 3 . 5 . 1 ) .  

3 .  4 .  2 PI a n n e d  H y p o t  h e s i  s 2 

In a paper by Koh e t  a l .  ( 1 9 8 4 )  -the authors claimed that 

t h e y  determined the following finding: after careful depth and 

location considerations were accounted for, .there is no 

difference in prognosis between stage 1 LMM (lentigo malign3 

rnelanomasj and stage I non-LMM '(superficial spreading and 



nodular melanbmas). The - authors used 44 LMM patients d f  - 
I ,  melanoma patients in their study as the basis. 44 people . 

. I' 
;ere chosen from the non-LMM patients to form 44 pairs with the 

4 4  LMM patients matched on body site (face vs post3rior scalp vs 

posterior neck vs arm vs leg) and depth ( <  0.85, 0.86 to 1.69, 

1.70 to 3.64, 2 3.65). Site was chosen to be matched because the 

authors highly appreciate its importance ( [ 2 4 ] ) .  An attempt was 

also made* to match patients with similar age, length of 
,- 

follow-up and sex (no.detail was provided). L Patients who died 

from causes other than melanoma were recorded as being alive, 

and their survival time being censored. The log-rank test ' 

(Mantel's test) was used to compare survival between the LMM and 

the chosen non-LMM patients (P-value = 0.68); McNemarls test was 

used to analyze the 44 pairs for death (P-value = 0.37); Cox's 

proportional hazards model was used to analyze the 88 pa-tients 

from the 44 pairs, focusing on histology (LMM vs non-LMM), age 

( 2  60 vs 3 60), location, depth, associated nevus and sex, with 

depth alone found to be significant (p-value = 0.OC37). 

- 
Although the authors of the above paper did a fine job a 

(matching and multivariate analysis), the following aspects seem 

to have not been covered well. 

First, t h ~  results of. -the analysis 'of all 1,130,patients 

were not mentioned, especially, the stgnif icant factors ' iclentif ied for the wh&e study were not mentioned. Therefore the 

important general background is missing. 



Secondly, lesion site, especially the concept of posterior 

scalp and posterior neck, was an important criterion used to 

form the 44 pairs, but it has not been widely accepted as an 

important prognostic factor. ([55],[62]). 
\ 

\ 
\ 

- 
\\, Thirdly, of the,44 LMM patients, 40 had their tumours on 

t \ 

, head and neck (90.9%). 2 on arms and 2 on legs. So to match arms 
\\ 

axnd legs does not make much sense in this case, and consequently 
', 

A 
the\<esults thus obtained are unlikely to apply to arms and l ~ q r  

\ 

, in genexal. For instance, it may not be true that LMM and 

non-LMM have the same p5pgnosis if  they have the same depth and * 

are on the same site of arms and legs. 

Fourthly, the cutpoints of depth determined from large data 

sets may not catch the characteristics of the LMM population, 

and to treat age as a categorical covariate in such a special 

way ( I  60 vs > 60) can have simi1a.r problems. I'f this is so, the 

matching could have been misguided. 

Finally, the sample size might not be large enough as to />- * 

3 

make the definite conclusion reached by the authors. 
w 

It should be emphasized that matching is a useful technique 

(controlling confounding effects' o~ increasing precision of an 

analysis), but i.t needs careful consideration to use it ! [  1 4 1 ) .  
r L 

Also one should. realize the extent within which results obtained ' 

t.hrough the matching technique will apply. 
- 



In this section, the following second planned hypothesis is ' 

tested based on the data, that is, Is there any difference in 

proqnosis between lent iqo maliqna rnelan~mas a n d  at&"' types .nt 

melanomas ? a f l  

~t is shown first,that it is not easy to cons ruct good 9' 
matches. For this, depth is listed in ascending order and sex, 

age, cell and status are listed accordingly in Table 3.4.6.COne 

may try to form a few pairs, then one will see the point, The , 

matching technique will not be employed in this project. 

Table 3.4.6 Data for constructing matches. , 

SEX SITE DEPTH ---------- ---------- 
2 .0500 

1 4 .0500 
1 .I00 
1 C .I50 
1 . 150 
3 .200 
1 .200 
2 .200 
4 .200 
2 .200 
4 .200 
1 .200 
1 .200 
2 .250 - 4 .250 
1 .250 
3 .270 
3 .290 
3 .300 
1 .300 
2 ,  .300 
3 ,300 
4 .300 
2 .300 
4 
1 
2 
2 .300 





, - 

4 .500 1 
4 .500 - 1  
1 .500 1 
2 .500 1 
# ,500 1 
2 .500 . 1 
2 .500 1 
3 .500 1 
2  ,500 ' 1 
4 .500 1 
4 .520 1 
3 .520 1 
4 .520 1 
2 .520 , 1 
1 .520 1 
4 a .530  1 
3 .530  1 
3 ,530  1 
2  .540 , 1 
3 .540 1 
2 .540 1 
4 ,550  f 
2 .550  1 ,  
2 .550 1 
2 05s 1 -  
(portion of the whole data 

7 6  , 2 
48 2 
43 ! 2 ,  
3 4  ' 2 ,  
68 t P. 

42 0 
70  1 
49  2 
23  2 
3 3  2 
44 2 
5 3  . 2 
3 4  2 
4 1 2 
4 1 2 ,  
67  2 
6 1 2 
38 2 
50 1 
40 2 
43 2 
50 2 
4 1 "' 2 
3 2  2 
29  2 . 

set) 

The general features of LMM and non-LMM patients are 

described below. 

  able 3.4.7 Description of LMM a&d non-LMMopatients. 

D e p t h  / ~ g $ .  

median 

mean 

LMM 

maximum 

* 



skewness 

kurtosis 

Sex 

male 

female . 

Site 

hdnk 

others 

Dif f 
7 

levels I and I 1  

level 1 1 1  

Status 

dead 

censored 

spec i f ic 

death rate 1 1 . 4 %  18.7% 
4 

i 
1 

C' 

LMM patiehts.tend to have thinner invasion depth and older 

age than non-LMM. The male to female ratio is 1:0.75 for LMM and 

1 : 1 . 4 7  for non-LMM. Most LMM are on head and neck and the type 

specific death rate is high with non-LMM. 

Univariate analysis then shows that the five-year survival 

for LMM and fion-LMM are. 94.20% and 82.03%,  respectively. The 

results are in Table 3.4.8. 



. Univariate analysis then shows 

for W and non-LHM are 94,20$ and 
* -. - 

r e s u l t s  are  in Table 3 . 4 . 8 .  

t h a t  the  five-year ~ u r v i v ~ l  

82.03%, respectively. 1'he 
-- - 

Table 3 . 4 . 8  U n i v a r i a t e  analysis of JIMM vs non-LMM. 

Summary T a b l e  
Percent  

Total Dead Lost Censored Censored 
non-LMM 395 7 4  16 305 0.8127 

LMM 3 5  4 2 29  0,8857 ---- ---- ---- ---- 
4 30 7 0  r 8 334 TOTAL 

Test Statistics 

Statistic df P-value 
ftrcsfuw 2.551 f 0.1102 
Mantel 1.362 1 0.2431 

+ 

CUMULATIVE PROPORTI ON SURVI VI NG 

.*...~*....+.s..*~...*~,..+.*..*~,.,*..~.*... *. . . .* , . . ,* . . . .* . . . .* . , . .* , . . .* . . . .* . . .&: . . .* . . . . ' . . . . * .  
S.0 13. 25. Y. 16. $6. $6. 76.  W.  

0 .0  10. 20.  30. 4 D. SO. $0. lo. g 40. 99. 1W 



figure 3 . 4 . 6  Checking proportionality for LM13 vs non-LMM 

[under  depth: upper plot f o r  . all -factors, lower 

significant f a c t o r s ) ,  
t% UiWS 1% S U n i Y A i  F W I W  





The  upper p l d s  are produced when all the covariates bsed in - -  - 

t h e  previous section a r e  inc luded i n t o  the-model, The effect of-- 
- 

* 

fhis tovariate fLHM vs non-LHH) .on e v i v a l  is not proportional 

for the firsf two years and the last few.months in the range of - 
sDrvival time. Since one can not change the4b$ylg (L& vs 

n o n - ~ m f j  and since for a large portion of the ra%$& of survival, 
,*Y ?..? 

the pr'oport ional  i t i  assumption seems to be reasonable, 
t +  

multivariate a n a l x  es w i l l  be performed using the abov'e coding. 

b 

Twc backward selections (led by tumour depth and Clark's 

levels, respectively) are carried out with t h e  results shown in 
d - L 

:he following two t a b i e s .  47 
" *  

I t 
,1 

Table 3.4 .9  Backward selection l e d  by depth, + 

Step ~ o v a r  iate;' Chi-square to Global test 

no: l e f t  o u t  l e a v e  o u t  df P-values  P - ~ a l u e s  , 

- ulcera~ion O . C l 4  (3.  9070  ~ . O o O O  

* - 
a s i t e  2 . 3 2 6  I 0 . 1 2 7 2  0 .0000  

6 no co1xar ia te  C D  be left out. 

. ~ e  ~ e p t - i n  csvariates a r e :  

S O X  



The estimation of t h e  kept-in;ovariates -- is: 
- -- 

R 

Covariates Coefficients " Standard Error Coeff./s.'e. 

depth 

Table 3.4.10 Backward s e l e c t i o n  led by C l a r k ' s  levels. 
* 

I 

* 

I 
.. 

Step Covariates Chi-square to Global test 

no. left ou t  leave out  df P-values P-va l u e s  

2 d i f f  

3 mi to  

> 
y u l c e r a t  ion 3 .1  ; 5 1 0 . 0 7 7 6  0 .0000  

- - 
a site 3 . 6 ;  1 1 0.0572 0 .0000  

6 no covariate t o ' b e  l e f t  o u t .  

The kept-in covariates a.re: 

Name P-values 

Clark's 0.0002 

Trip estinatisn sf t h e  ~ e g - i n  c o v a r i a t e s  i s :  



In the first selection, depth, age, sex and celltype are 
c, 

selected: in the second seiection, Clark's levels, age, sex and 

ceiltype are selected. 

. The lower piots[&own in Figure 3 . 4 . 6  correspond to the 
\ 

sostar l a t e  [LMM v s  non-LMMi and are produced -when only the above \ 
< +  \ 

\ 

selected covariates are in the model. Some, but not dramatic, \ 
' '\ 

improvement- can be seen,  Table 3 . 4 . 1  1 contains 'the results of 

testing time-dependen: covariates to check the proportionality 

assumption. The large P-values support the use of the Cox model. - 
Table 3 . 4 . 1 :  Testing time-dependent covariates for LMM vs 

non-L$% ( z  = Inrsurvivai time) and the time-dependent covariates 

a r e  tested simuitaneousiy). 

Czvariates in Time-aependen t Test 

+ L a  r C -.,, m ~ d e l  . -d-~ar i3:es  tested statistics df P-values 

score 2 0. 3.400 

2 2  = i W f z  Wafd 2 0 .3487  



, When CLARK'S LEVELS are used 
-- -- 

age 
- -- & score 3 0.2916 

< 

Lim 23 = W * z  . Wald. 3 0.3Qdt 

To summarize, h e  M patTents  have. different 

characteristics from those o f  the *on-LMM pat lents, espec ia l - ly ,  
7 -- 

the LMM patients have better prognosis t h a n  t h e  n o n - ~ ~ ~  

- 

Ri 4 ,  3 PI rrnned Hyper h e s  i z 3 , 

I n  another &per by C. i. Day.ei a / .  1 9 8 2 1 ,  the a u t h o r s  

s tud i ed  203  patients w i t h  - clinical - stage I - - m e l a d &  and d t h -  ' 

primary tumours 0.76 t o  1.69 mm t h i c k .  12 deat A s were.observed I 
/ If - 

..l 

0 

and I !  of them occured in patients with primary turnours 'located -=$.. I .. 
I 

on t h e  upper Back, posterior A r m ,  posterior veck and posterior 
> , - I 

- S c a l p ,  t h u s  t h e  BMS,concept, k poorer s u r v i  of t h e  ,FANS 

' * i  
i - 

patients was reported ( 8 4 %  BANS vs  99% n o n - 5  -The a u t h o r s  

- conzluded t h e i r  paper by claiming t h a t  t h e i r  finding shows 

1 : + . t t l a  sex  difference,-ir, s u r v i v a l  after a c c s i i n i i n g  for depth, 

- > - /  

S i n c e  t h e  ? ~ b i i c a t i m  ~f :he above m p r ,  a series of 



section s t u d i e s  t h e  ., t .hird planned 

-P 
-# 

hypothesis: DO rhe BANS areas have  worse ~ q n o s i s  than other 
- - -  -- - 

-+.F" a r e a s  ? b 

The S~YS*atients.qnd the non-BANS patients are Ctirnpared in 
i 

4 

-* . 
ilhree d e p t h  ranges .  T h e  first range is the one-used by Day et 

617 
Zk * 

.. 
a t . :  theqsecand range- covers ,  according to the literature, most - 

s-n 7 .  

serious*&elanomas e x c e p t  t h e  extreme cases:  the t h i r d  rang& %is 

zscd  tc p r o v i d e  a r  overall picture. 
4 

T a b l e  3 . 4 . ' 2  3eptk  f r o r ,  6 . 7 6  to 1.69 mn (range I ) .  

3 e ~ t h  a n d  Age BANS non-BANS 

scanciard d e v .  5 . 2 4  ! 4 . 3  
A 

0.26 1 6 . 4  



censored 

Cell specific 

dea th  rate due' 

t o  nodu la r  

S i t e  -specific 

d e a t h  r a te  
" 

Table 3 . 4 . 1 3  Depth from 0.76 t o  3 . 6 5  mm ( r a n g e  1 1 ) .  

D e p t h  and  Age BANS non-BANS 
-/ - 

f r equency 90 ' 90 1 2 1  1 2 3  

mean 1.70 48.6 1 . 7 4  5 5 . 2  

s t a n d a r d  d e v ,  

minimum 

maximum 

range  

Sex 

female 



death  rate due 

t o  nodular 32 .2% _ ' 30 ..9% - 
Site Gecific 

. * 

d e a t h  r a t e  ' 25.6% 16;5% 
--C - 

. . 

T a b l e  3 . 4 . 1 4  The who3e depth range (range 111). 

Deptk -- and Age 

frequency 

mean 

standard dev. 

minimum . 

maximum 

range 

Sex 

male 

female 

Celltype 

ientigo 

super 

n o d u l a r  



death rate due 

to nodular 24% 
%L 21.6% - --- 

site specific f@ 
:L 

death rate 18 .7% 17.. 8% 6 

I n  'the BANS area, more male' cases 
-a 

whole data set there are 250 females - 
three'depth ranges, - t he  average depth 

from being greater than . t h a t  of 

\ 
were observed but in t-lm - 

a d  only 180 males, 1.n tile 

of BANS patients ~ ~ h a n q a t ;  - 
# 

non-.BANS pat ices to be i ny 

smaller than that of non-BANS patients. The cell s p e c i f i c  death 
- 

rate due tp nodular type of melanoma (nodular type has the h o r s t  
-- 

prognosis) is much higher with BANS in the firs~ range but 

becomes slightly nigher in the second and third - r a n g e s .  A ~ G ,  

the site specific death rate is noticablely higher with BANS in 

the first and the second ranges than with non-BANS, 
- 

I 

These observations seem to be supporting the ~ N S  con,cept, 

but they are un-ivariate descriptions only. Six: m u l t i v a r i a t e  
*- J 

t 

analyses ire performed, using the ap roach used-in the previous a$ 
two sections. In t h e s e  analyses, site i b  recoded as BANS v s  

, 
non-BANS. Alsc, celltype is recoded as lent i g o  plus superficial 

spreadi-ng vs nodii lar  t o  allow each l e v e l  t o  h a v e  a n e c e s s a r y -  

number of c a s e s  to f i t  zne C o x  model. 
-- 

A s  before, pigmentatior. and regression are n G t  inciuded in 
C - - - 

t h e  following z~irivaria~e analyses. The p r ~ p o r t ~ o n a l i t y  

assgmpt Yn is c h e z ~ e d  for s i z e  (BANS vs non-BkNSf a n d  celltype 

szly i n  F i g u r e  3 . 4 . 7  ( g a g e s  9 5 - ' 0 0 1 .  



Figure 3 . 4 . 7  Checking proportionality f o r  the BANS concept 
I - - - - - 

(under depth and range I :  upper p l o t  for s i t e ,  lower plot f o r  



~ i g u i e  3.4.7 cont2%nued (under depth and range I I : upper plot 

for 
- - - - - - 

s i t e ,  lower p lo t  for  .ce l l type) .  
,- C I  

- - - - - - - - - - - - --- -- - 
t D G ~ l n m w m v r t  ~~ 



A- Figure 3 . 4 . 7  continu d (under depth and range ' 111: upper 

plo t  for site, lowar plot fur  celltype). 
t- 

L#i  5 V R V I V U  W l D N  a -- 

5- 
L W 3  YiWS LOG SWlVlVAL RR13TIW ", .. 

-~ - 
:..... .+  . . . . . . . + . . . . .  . +  . . . . . . . . . . . . . . .* . . . . . . .* . . . . . . .* . . . . . . .* . . . . . . . . . . . . . . .* . . . . . . .* . . . . . . .* . . . . .  
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Figure 3 . 4 . 7  continued (under Clark's . and . range I :  upper 

A A A  
A A AA 

A A A A A  



% = -Figure 3 . 4 . 7  continued (under C l a r k ' s  
. / - - 

and range , I I : 

I p l o t  for s i t e ,  lower p l o t  for  c e l l t y p e ) .  

LOG MIWS L W  S U R V I V A L  F W T I O N  

A A U A A A  
AAAA 

A A 

LOG M l W S  L O 6  S U R V I V A L  F U N C T I O N  

AAAAAA 
888 M 

B M A A A A A A A A A A  
08 AAAAA 

BBBBAAAAAAAAAAAAAAA , 
BBB**AAAA 
BAA . 
A 



? 

Figure 3.4.7 continued (under Clark's and range 111: upper - p 2  

plot for site, lower plot celltype). 
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The proportionality assumption seems to hold for all but two - --- 

cases,  s i x  backward selections are then carried out (Table 
i 

1 -- 

3.4.15). ~ifferentiation can not be included into the model for 

the first two depth ranges because its inclusion causes the 
7--- 

so-called monotonicity problem ( [ l o : ) .  Therefore, for dfrPth 
# 

range I  and depth range I1 differentiation is not used. 

Table 3.4.15 Backward selections for the three depth ranges. 

When DEPTH is used When CLARK' S LEVELS are used 

cova-r iates P-values 

kept in 
-3 

none 

kept in 

Range, I  

none 

Range I 1  

depth- 0 . 0 0 0 0  sex 

sex 0 . 0 0 4 1  cell 

~ a n g e  1 1 1  

depth 0 . 0  Clark's 

sex sex 

e ' 
Interesting enough, no factor is significant for the first 

depth range. I n  fact, the global chi-square test for model fit , 

had never been significant once even 'when depth alone was 

included into the model. There are two explanations. The first 

is that the exponential form of the Cox regression model i's not 



suitable .for this depth range. This is possible, but id unlikely . 
'because Cox's model does not specify the underlying distribution 

and thus is pretty robust and flexible. The second explanation 

is that there reall) does not exist a significant factor in t h e  -* 

first range, at least BANS is not signif3cant. This second 

explanation is prefered because it is whab the global chi-square 

test says. In addition; BANS is not kept in in the second and 

the third aepth range aqalyses. 

i 
A few comments about the depth cut points used so fat 'seem -- - 

to be necessary. By reading through the literature, one can find 

out that cutpoints like' 0.85, 1.70 and 3.65, which have been 

cited and used very often, were first chosen by Day and another 
\ 

two co-authors in a paper titled " The Natural Break Points for 

The main 

approach Day e t  a l .  used to reach the above cutpoints was a 

computer-based searching. As Day e t  a l .  , wrote: " A .separate 
1 

dichotomous variable was created for each depth value at 0.05 mm 

s increments* from ~ 0 . 0 5 .  to 10.0 mm. These depth variLbles were then 
* 

siiultaneously tested with logistic regression. The 95 per cent 

con•’ idence intervals were generated, with the jacknife. 

k u technique." " - - -  the risk -increases with depth in quantum jumps, 
- .  

analogous to a rising .staircase, with four 'stair steps' or 

categories Gith the followinq. boundaries: < 0.85 mm, 0.85 mrrl 

through 1.69 mm, 1 . 7 0  m? through 3.60 mm and 2 3.60 rnm.." 
h 

Without the intention to go into the detail any further, 

only' the other side of t e coin is mentioned here. I t  has been &- - 



# 

* - ) '  

noticed that important depth ranges vary from ,place to place 

( [ 1 2 1 ,  [ 291, [ 6 1 ] ) .  An unresolved important issye is how to get 
& . 

- - 

biological evidence to support or disprove certain cutpoint 
i 

values. Incidently, it should be mentioned that the whrd, 
1- . 

"Natural", used by Day e t  a l .  in their paper does not have any. 

natural biological medning. 

~n'conclusion, the above analyses provide a negative case 

study on the BANS concept. 

3.5 Fittinq Cox's Reqression Model and Exploring New Hypotheses 

3: 5 .  1 N e w  H y p o !  h e s i s  I 

I n  the course of looking for significant prognostic actors \ 
of malignant melanoma, various trials have been made (see [12] 

. ,  
for a review). A entral issue involved was how to chafacterize e 
this deadly neoplasm on objective grounds so that the results 

thus obtained could be used by clinicians to design and choose 

appropriate treatments. Many classi'fications were suggested but 

none. of them was accepted outside the centre from which it 

originated. This situation lasted for about thirty years until 
II 

in 1969, Clark e l  al. classified malignant melanoma into five, 

levels sf invasion, which were found to, be of practical 

relevance and later became internationally accepted. 

After Clark er a1 .Is work, the field changed rapidly. In 
t - 

1970. V.J. Mcgovern stressed the importance of the growth 

patterns of primary melanoma (or cell types), and in the same 



year, A. Breslow claimed the importance 06 the measurement oi - 
:* '. 

maximum depth of primary melanoma. In 1978, the fi'rst &study 
7 

.. -- 

comparing ~lark's levels of invasion and   re slow's tumour, depth 

was published, and the superiority of tumour depth over levds 
> 

of' invasion was claimed in termss: being more objective, m o r e  - 

reliable, and reproducible ( 1 1  2 1  ) . ~ o d a ~  Breslow's tumour depth 

has become accepted as the most important prognostic criterion 
L- - 

. , of stage I inalignant melanoma. 

In this section, the details of how the superiority of 

. tumour depth over levels of invasion was established are '  , 

rqiewed. Following khis, the Cox model is fitted to the data to 
i 

corroborate the superiority. Tumour depth and Olark's levels of 
f 

4 invasion are -studied in the same model for the fi+t time in a 

this project. 
- 

C_ 

In one of the first two papers comparing tumour depth with 

levels of invasion2, C.M. %Cch e t  al. (1978) proceeded as 

below. 
\ 

2 I 
-- 

1 .  Kaplan and Meier's method (or product-limit method) was used 
h" 

to estimate five year sbrvival. First, levels of invasion 
9 

werg fixed and within each level depth was divided into 'r" 
, to three ranges. Secondly, four depth ranges were fixed and 

within each range different levels of invasion were 

compared. The re'sults are summarized in Figure 3.5.1. 

Another,paper is in Italian. It has been arranged to get a 
copy in English. 



3.S.1 Comparison: Part A 
-LC 

- 
Legend 

. EZi LE 0.76 
0.77-1.49 

Levels of Invasion 



3.5.1 Comparison: Part 0 Figure 

Legend 
F=a Level II 
D Level I l l  . 
n Level IV 
RRI Level V 

1 - depth LE 0.76 
1 - < 

2 - depth 0.77-1.49 

37 depth 1.50-3.99 

4 - depth GE 4.0 

Tumour depth 



As Balch ' e t  a l .  pointed out, -within three Clark's levels - 
e - -  

there were gradations of depth that influenced survival. 
-- - 

(Part A), but converse reIations6ips were not observeti wKens 

thee?oles of depth and Clark's levels were exchanged (Part 

B). 
, . 

ThTrteen potential prognostic factors were studied fi,rst by 

2 
univariat'e method (Breslow's test.) Six- - factors' were 

(, significant at 0.05 level. A forward multiple logistic 

regression procedure was then used to analyze the thirteen 
9 7 - 

factors - simultaneou"s1y. Tumour" depth was chosen to be one of 
4 

the five significant factors, while levels of invasion 

belonged to the group of insignificant factors. 

3. A comparison was made b-etween the observed number of five 
- .  - 

year survivors and the number of predicted five year 

survivors based on the logistic model containing the five 

significant factors for evenly spaced survival probability 

intervals. A good fit was claimed. 
- 

m - 

A few comments on Balch e t  a1 .Is paper are given below. 
- - 

First, a good fit means a comprehensive-agreement between data 

and the proposed model. Logistic models deal with "dead" or 

"alive" only, so the 'infwmation contained in the length of 
< - 

survival time was not fully used, leaving possibjlity and need 

for further investigation. (Recent studies do use the length of 
- - 

survival time, i.e., Cox's regression model, but the ideas and 
, 

the approach are the same as those of Balch e t  a1 .Is f 281 1. 





Figure 3.5.2 Checking proportionality.wheg depth-and Clark's 

l e v e l s  are use& (sex:  upper plot for original codes, lower s o t  

new codes). 
7 
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, 
Figure 3.5.2 continued (site: upper glot f o r  original codes, - 

- 
lower plot f o r  new codes) .  - - - - -- 
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continued (Clark's: upper plot Figure 3.5.2 original 

codes, lower plot for new codes), 
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Figure 3.5.2 continued (mitoses: upper plot for original 

codes, lower plot for new codes)'. 
< - - 
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Figure g.5 .2  continued (celltype: upper plot for original 

codes, lower plot for new codes). 
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i .  

Figure  3 . 5 . 2  c o n t i n u e d  ( d i i ' i e r e n t i t i o n :  upper p l o t  f o r  

o r i g i n a l  codes; lower p l o t  f)gr new codes) .  O 
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Figure 3.5.2 continued (ulceration: upper plot for original -- 

- codes, lower' plot for new codes). 

SURVIVAL T I M E  I N  WNTH 

LOO M l W S  LOO SURVIVAL FUWCTloN 

. +  .',... . . . . . . .  + . . . . .  :m* . . . . . . .  + . . . . . . .  ....... . . . . . . .  + . . . . . . .  ....... ....... + ....... + ..... 

SURVIVAL T 1 K  I N  W H  



for 

Figure 3.5.2 continued (lymphatic inflammation: upper plot 

original codes, lower plot for new codes), 
4 
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I 

lentigo plus superficial, spreading vs nodular. This change is 

suggested by the analyses done in section 3 . 4 . 3 .  

After recoding the data, the proportionality assumption 

appears to hold to a reasonable degree. Backward and forward 
0 

sei1.ections are then carried out, giving results shown in Table 

3.5.1 and Table 3.5.2. 

Clark's levels of invasion is not seiected inethe above two . 
,----' 

covari,ate selections. Since the selected covariates are the same 

as those obtained in section 3.4.1,  no further checking and 

testing need to be done and the superiority of tumour depth over 

~iark's levels of invasioh is corroborated. 
d 7 

Table 3.5.1 Backward selection 'of significant prognostic 

factors. 

f '  

Step Covariates Chi-square to ' Global test . 

no. left. out leave out df P-values P-values 

1 
- 

ulceration 0.000 1 , 0 . 9929  0 .0000 

2  mitoses 0 .004  1 0 .9449  h 0 .0000  

3 lymp 0 .027  1 - 0 . 8685  0 .0000 

4  diff 0.357 1 0 .5504  0 .0000  

5 celltype 0.617 1 0 . 4322  0.0 

6 site --1-:4 10 1 0.23.49 0 .0000  

7 Clark's 2 .498  1 0 . 1 1 4 0  0.0 
- .  

8 no covariate to b6 left out. 

The kept-in covariates are: ' 



.- . 

Name 

depth 0.0 
- - 

The estimation of the kept-in covariates is: 

Covariates Coefficients Standard Error Coeff./s.e. 

depth 0.3309 0.0502 6.5881 

age 0.023 1 O.OJ69 3.3360 

sex(fema1e) -1.1655 0.2420 -4.8162 

- 
\ 

Table 3 .5 .2  Forward selection of significant prognostic 

factors. 
4 

Step Covariates Chi-square to Global test 

no. added in add in df P-va1,ues P-values 

1 depth 39.103 1 0.0 0.0 

4 < 2 sex 21 .813  1 0.0000 0.0 

4 no covariate to be added in. 

The estimation of ,the added in covariates is: 

Covariates Coefficients Standard Error Coeft./s.e. 

depth 0.3309 0.0502 6 .5881  
i 

age 0.0231 0. Q069 3 .3360  



3 .  5 .  2 N e w  HypN h e s i  s 2 

A s  has been mentioned before, tumour depth is at prese-nt the 
-- - 

best prognostic factor of stage . I  malignant melanoma. However, 

new prognostic factors are proposed from time to time. In 1978, 

Schmoeckel and Braun-Falco reported to have found an even better 

prognostic factor'(they called it Prognostic Index, thus the 

name PI [55]). By definition, PI equals the product of tumour 
I 

depth and t'he number of mitoses per square millimeter on 

standard histologic sections of the-turnour, ' 

- 

However, if one reads Schmoeckel and Braun-Falco's paper, - 

one can s m n  find out that the authors did not provide a 

convincing analysis to support their PI proposal. In a very 

recent paper by A.M. Kopf e t  al. (1987), the authors programmed 

their computer to seek significant - - cut points of the PI range 
I 

and then used the cut points thus obtained to sub-divide evenly 

spaced depth ranges (1.50 to 2.49, - 2.50 to 3.49, 'greater than 

3.50) and sho.wed that within each depth range, - patients with 

different PI values ( <  19 vs 2 19) had different survival. Also 
A "  

logistic regression was employed to show that cut point 19 was 

more significant than depth when both PI and depth were in the 

regression model. 

For similar 'reasons to those given in section 3.4.1 about 

the comparison of Clark's levels of invasion with tumour depth, 

the comparison done by Kopf e t  -al. can he imprb"ved. (By the way, ' - 

Schmoeckel and '-Braun-Falco used the Student's t-test only). In 

khis section, the prognostic value of PI is studied. 



A word must be said about the definition of PI to be used 
- - 

below. When the data were collected, the information on the 
-- 

number of mitoses per square millimeter was not recocded. 

Instead, the actual number of mitoses were counted. Therefore 
< ,  

the definition of PI to be used is 

PI = (tumour depth) times( number 04 mitoses) = Index 

Fozthis reason, this section is named a new hypothesis. 

- .  As in section 3.4.1, tumour depth and Clark's levels are 

used toSlead two parallel analyses, in each of which index (or 
$$ 

raphical checks of the proportionality assumption produce- , 

quite similar to those displayed in section 3 .4 .1  and 

section 3.5.1 and thus are not presented. The proportionality 

assumption comes to hold in generql after the data are recoded 

m in the way shown in Table 3.4.1 except that celltype is recoded 

as lentigo plus super•’ icial spreading vs nodular. 

Four covariate selections are carried out. when depth is 

used, the forward and the backward selections select the same 

covariates, but index is not selected; when Clark's levels are 
\ -- 

used, the forward and the backward selections still select the 

same covariates, and index j s  selected and hes smaller P-value 

than that of Clark's levels. 
- 

Table 3.5.3 Backward selection when depth is used. 

Step Covariates chi-square to Global test 



. no. left out leave out df P-values P-values 
i 

lymp - 0.000 - 1 0.9964 0.0000 

ulceration 0.024 1 0.8761 0.0000 

diff ,,, . 0.207 1 0.6495 0.0000 .., 

site 1.504 1 0.2200 0.0000 

mitoses 1.831 $ 1  0.1760 0.0000 

index 1.308 1 0.2528 0.0 

no covariate to be left put. 

The kept-in covariates are: 

Name-  P-values 

depth 0.0 
\ 

\? 
4' 

age 0.0007 

. sex 0.0000 

The estimation of the kept-in covariates is: 

Covariates Coefficients standard Error Coeff./s.e. 
, 

depth 0.3309 0.0502 6.5881 

Table 3.5.4 Forward. selection when depth is used. 

- 

Step ~ovariatis Chi-square to Global test 

no. added in add in + df P-values P-values - 

t depth 39.103 1 0.0 0.0 

2 1 sex 21 :813 1 0,0000 0.0 



4 . no covariate to be added .in. 
& 

The estimation of the added-in covariates is: _ 
d 

Covariates Coefficients Standard Error Coeff./s,e. 

depth 0.3309 0.0502 6.5881 

sex (female j - 1 .I655 0.2420 -4.8162 
- 

5 
* 

Table 3.5.5 Backward selection when Clark's levels are used. 

Step Covariates Chi-square to , I .  Global test 

no. left out leave out -_df P-values P-values 

f ulceration 0.000 1 0.9964 - - 0.0000 

3 dif f 0.207 1 0.6495 0'. 0000 

4 mitoses 0.786 1 0.3754 0.0000 

5 celltype 1.504- 1 0.2200 0.0000 
. , 

6 site 1.831 1 0.1760 0.0000 
I 

7 no covariate to be left out. 

The kept-in covariates are: 

/ Name P-values 
E 

Clark's 0.0322 

sex 0.0000 

index 0.0001 

The estimation of the kept-in covariates is: 



1 

Covariates Coefficients Standard Error Coeff ./s.e. 
, 

I Clark's ( I_V,V)  0.5606 0.2644 2.1201 -- 

I). OZt 0 0.0070 Zr99&t " age 

sgx ( female ) - 1 . O W 4  0.2400 -4,5812 , 

inc3ex 0.0803 0.0185 4.3519 

i 
+- 

'% Table 3.5.6 Forward selection when Clark's levels are used. 

Step Covariates Chirsquare to Global test 

no. addegin add in, df P-values P-values 
d 

1 index 32.595 1 0.0 0.0 

2 sex 

4 % 

4 Clark's 4.585 1 0.0322 0.0000 

5 no covariate to be added in. 

The estimafion of the added-in covariates is: 

Covariates Coefficients Standard Error ~oeff../s.e. 

Clarkls ( IV,V) 0.5606 

age 0. 021 0 

sex ( female - 1 .0994 

index 0.0803 - 

The above results suggest that.index stands in between depth 

and Clark's levels. Considering the fact that Clark's level is 

not seletted when it is arialyzed tobether with depth, and that i 

. - I 

there is no natural meaning attached to index, index is not 
* * Q  



recommended as a significant prognostic factor. - 
' I - - - . . 

In fact, since the absolute counts af mitmes arc-used, one 
. . 

may argue that some adjustment is needed to get rid of the 
0 

effect of presumed evenly spaced ranges of prognosis, which is 

unlikely to be true because depth seems to measure the effect of 

duration and cumulated invasions, thus is a long term effect, 

while mitosis measures growth rate of the tumour and is more' 

dynamic. The use of t h e  number o f  m i t o s e s  p e r  s q u a r e  m r I t r m e t r  

seems to be a step in the right direction. 

3 .  5 .  3 N e w  H y p o t  h e s i  s  3 

During the course of analyhng the data, home signs of 
9 

-1 
interactions among the covariates were observed. In  this 

S 
section, anaef<ort is made to look for interactions. Two methods 

are supplied and one of the two methods is demonstrated using 

thz data. 

The first method is most suitable for searching interactions 

among covariates. Suppose a covariate has k levels (for a 

continuous covariate, it is discretized into k levels). A -- 
i 

separate model is fitted to each level add a covariat* selection 

procedure is cakried out. if different covariates a selected 

as being significant for different levels, tRe implication is 

that an interaction may exist between the chosen covariate and 
-- 

the' other,covariates. ( [31 I). 
- - 

The second method is formal and is based on the likelihood I 

ratio test. It is suitable fo$ both searching and confi~ming 
% 



existence of interactions;'As above, for a chosen covariate with 
43 

k+l levels, lef a,, a 2 ,  * * *  , ak be the k corresponding effects* 

on survival. For each level i ;  let Pi = (Pil-*=,Pis)T be . - the 
t regression coefficients associated with the covariates z , ,  

z 2 , - * , Z s 1  i = 1, 2,.*0a,k. Then the followi'ng null hypothesis 

- _- 
means that there is no interaction between the chosen covaria'te 

and other covariates. 

/ penote by Lo(k+s) the maximized partial likelihood under Ho 

and by ~((k+l)s) the maximized partial iikelihooG under no :I 
/ restrictions. If Ho holds, then 

/ will distributed asynptoticlly as 'chi-square with k(s-1) degrees 
- .  / - 

of freedom ([31]). 

1 Since BMDP does not support ?the second method easily, in the 

following demonstration, only the first method is used. 
I 

  his' section L is - mostly an 'exlporatory section, especially it 

is hoped to find (significant) interaction(s1 gmong the 
ii- 

4 

insignificant factors according, to the previous analyses. In 

order to search as far as possible, pigmentation and regression 
T 

are also considered, but of depth and CJark's levels, only depth 

is used. , '  

To ease the applic~tion of the first method, the data are 

receded. For technical reasons, some factors ca not be included - 
r 7 

into the model desired td be fitted ( [  1 0 1 ) .  ~ g i s  is made clear 



, . 

- 
. - 

when the results are presented. The back'ward ction procedure 

is used to obtain clues of interactions. 
C 

s 

- 
- - 

Table 3.5.7 Recoding information for finding interacbions. 

i 

6, - 
ad* Covariate Levels Codes Names 

male 

female 

n.on-1 imbs 

sex 

P 

Sex 1 

sex2 

sitel 

site4 

depth 

mitol 

mi t o 3  
a , ,  

a cellt 
0 

cell3 

diff 1 

diff3 

pigml 

pigm3 

. ulceO 
a 

ulcP 1 

~ Y ~ P O  

lympl 

regrO 

regr 1 

age 

sex 1 

s i t e 1  ' 

/ 

mitol 

cell 1 

diff3 

pi gm 1 

ulce0' 

~ Y ~ P O  

regrO 

/ 

site 

depth continuous / 

level I  and. I I  1. 

level I 1 1  3 

cell lentigo and 

nodular 3. 

level I  1 
5 

level I 1  and I 1 1  3 
@ .. 

level 0 and I 1 

dif f 

level I 1  and 1 1 1  3 

ulce 

present 

absent 

present 1 

absent regr 

present 

. continuous / 



Table 3.5.8 Backward selections for clues of interaction. 
n 

b 

0 I 

Factors selected ~aitors not in Model 

depth age diff3 none 

depth age 

depth sex2 age 

Under female 

none 

Under sitel 

Under site3 

depth diff3 

Under mitol 

depth sex2 age dif •’3 
k 

9 

+x 

Under mito3 

depth sex2 age. 

pigm3 regrl 

Under cell 1 

depth sex2 age .,diff3 Site4 mito3 pigm3 

Under. eel13 

Sex2 age dlff3 Site4 mito3 pigm'3 
c .  

Under diffl 

aepth sex2 age ulcel mito3 regrl 

d e p t h  

1 

ulcel mit-03 ,regr 1 



depth sex2 age 

depth sex2 

dept+h sex2 age 

diff3 pigm3 a 

Under pigm 

Under pigm3 

dif f 

Under ulceO 

none 

Under ulcel 

lympl sex2 age 

Under lympO 

depth sex2 age 

Under lympl 

depth se'x2 

% 
- 

depth sex2 age 

Under regrO 

Under regrl 

depth sex2 age 

none 

none 

Based on the clues of  a able 3.5.8, formal statistical tests 

are performed by introducing cross-product terms. The factors 

'always in the model when doing any test are depth, sex and age. 

In every single test to be performed, only one cross-product 

term is tested. Table 3.5.9 has the summary for those 

cross-product terms in which at least one element is a 



significant factor~for the whole data set. 

Table 3.5.9 Testing cross-product terms I. 

cross-products tested. P-values 

0.3649. 

0.5946 (P-values are given by 

0.4679 the likelihood ratio 

p i g m F ~ y  sex2 

ulcel by sex2 

lympl by sex2 

test) 

None of the cross-product terms are significant. 

The cross-product terms in which none of the elements are 

significant factors are. tested below. Note that "0" means not 

significant, " 1 "  means significant. Significance level is a = 

One significant cross-product term is found, namely, mitoses 

4 by regression. Is it legitimate to report this cross-product 

term as a significant factor.? Should the significance level -be 
'9 

control1 a d because of what people call the "multiple comparison" 
effect ? 

/ -< 
\~hese two questions are connected. The key point is: What 

does it mean by being significant ? Twenty-seven tests at a = 

0.05 level are carried out*, then the probability of having at 
E 



-- Table 3.5.10 Testing cross-product terms 11 

site mito cell pigm ulce lymp regr 

site 

mito 0 

cell 0 0 

pigm 0 0 0 

ulce 0 0 0 0 

lymp 0 0 0 0 

regr 0 1 0 0 0 0 
?% 

P 

least one significant result is 1-(1-0.05)~~ = 0.7497. This is a 

high probability. If one controls the above probability at 0.05. 

a should be set to 0.001,.9 at the very beginning, then the term 

mitoses by regression is no longer significant (it has P-value 

Something subtle and philosophical is involved here. 
h 

However,~this section is an exploratory section, so it is 

recommended to investigate the interaction between mitoses and 

regression further. 

0; t h e  whole, looking for significant interactions is not 

the easiest job in the world. Based on the data, only some signs 

are seen. 





~t present, graphical methods are the most commonly used 
, 

methods. There are some advantages in using graphical \ 

techniques, such as their being quick, easily understood and 
. . 

fairly comprehensive. However, when bordline or near bordl ine 

cases arise, graphical methods seem to be incom~eteht. Moreover., 

alldthe methods available have "presumedw, "approximately" and 
. , C 

"may be expected tow etc. in thei'r descriptions. For instance, 
* 

, let h(t,g) be a hazard rate, H(~,;E) be the cumulative hazard 
A, , 

b function defined by 

Then the transformation . 

Ei = H(T~,&) i = 1 ,  2,' - - - ,  n 
- 

will transform survival times {Ti] to a (censored) sample from 

the unit exponential distribution if one knows - ;he underlyinq 

theoretical H( t ,z). However, one usually does not know and can 

only estimate ~ ( t , h )  by, say, H(t,h). when this estimate is used 
. - 

to calculate 

Iei3 will have their own statistical properties which one does 

not know exactly. The 'hope, .which is the basis of some graphical 

methods, is-that {ei)~will behave somehow like a genuine sample . 

from the unit exponential distribution. But at present-not much 

is known about the impact,o•’ t.his assumption on the'tresults thus 
Y 

,obtained. ' 

Note that the above •÷&stion is a goodness-of-•’ it questibn, 

but it is not in the usual framework. Instead of estimating a 
, 



few pqrameters, one first estimates the- whole cum~lati~ve hazard 

function ~(t,%) and the'. uses this estimate to obtain what . 
people nowdays call the generalized residuals {eiI ( 1  171 ) .  - - 

In the case of fitting the Cox model, one does not specify 

h(t,~) (thus H(t,z)) at all, so there even does not kxist an 
- 

9 

object to make- comparison to. An approach has been suggested to -- 
treat the base line hazard rate function ho(t) in the Cox model 

- .  

as  ons st ant or piecewise constant ( [ 1 ] , [ 5 7 ] ) .  Perhaps a method 

with certain upper and lower bounds when estimating ho(t) might 

be more appropriate for the reason similar to that of providing 
r 

a confidence interval for a point estimate. 

< 

I t  s e y s  to be unusual for a project to bring about a 

problem without solving it, at least partially. However, in the 

present case, solving the problem itself would be another 
h 

'project or even a thesis. Nevertheless, there is another purpose 

to discuss the above problem-here, namely, to make the following 
/ 

C 

point clear from a practical point of view: care should be taken 
1. when fitting the Cox .survival regression. model because powerful 

techniques for checking ' model adequacy are not practically 

t available. 

3 .  5 .  5 P r e d i  c t  1 o n  of Fi v e - y e a r  S u r v i  v a l  
1 

One purpose of fitting a *  regression model is to do 

prediction. In this section, the model containin.9 tumour depth, 

sex, age and cell type (LMM vs non-LMM) determined in. section 
B 

3.4.2 is utilized to predict five-year survival of stage I 



- malignant melanoma pati-ents covered by the data. 

Predictions are based on the following f0rwJa. Aeesrding to - 

Thus, 

where So(t,) is the base Line survival function corresponding to 

In the present context, = ( z l , z z , ~ 3 , ~ 4 ) T ,  where z ,  = 

depth, 2 ,  = sex ( =  0 if male, = 1 i f  female), z 3  = age and 2, . =  

celltype (=0 if non-LMM, = 1 if L M M ) .  The depth range is divided 

into four intervals: LE 0 .74  mm, 0.75-1.49 mm, 1.50-3 .49  mm, GE 

- 3.50 mm. In each interval, the mean depth is used when-doing , 

B prediction. Similarly, age is divided into under 64 and over 65 

years old and - - the mean .age in each interval is used to do 

prediction. SO(fiy?e .years) = 83.04% is estimated by the 

product-limit method. 

All together, 32 predictions of 5-year survival are made. 

The following table contains these predictions. 

 able 3.5.11 Predictions of f ivecyear survival. 

Depth Sex A9e Celltype Five-year survival 

LE 0.74 male under64 LMM 



LE 0.74 male under 64 non-LMM 89.9 % 
-. 

LE 0.74 male over 65 LMM 92.1 % - 

LE 0.74 male over 65 non-LMM 80.5 % 2 

................................................................ 
. . 

Depth Se)c Age Celltype Five-year survival 

LE 0.74 female under 64 LMM -98.9 % 

LE 0.74 female under 64 non-LMM 97.0 % 

LE 0.74 female over 65 ' LMM 97.7 % 

LE 0.74 female over 65 non-LMM 93.9 % 

Depth Sex A9e Celltype Five-year survival 

0..75- 1.49 male under 64 LMM 95.1 % 

0.75-1.49 male under 64 non-LMM ' 87.6 % 

0.75-1 -49 male over 965 LMM 89.5 % 

0.75-1.49 male over 65 non-LMM 
-. 

74.5 % 

Depth Sex , Age Celltype Five-year survival 

. 0.75-1.49 female under 64 L'MM 98.6 % 

0.75-1.49 female under 64 non-LMM 96.. 3 % 

0.75-1.49 female over 65 LMM 

0.75-1.49 female over 65 non-LMM 92.4 % 

Depth Sex A9e Celltype Five-year survival 

1.50-3.49 male under 64 LMM 92:7 % 

1.50-3.49 ma'le under 64 non-LMM 81.9 % 

1.50-3.49 male over 65 LMM 83.8 % 

1,.50-3.49 'male over 65 non-LMM 62:7 % 



................................................................ 
T 

Depth Sex . Age Celltype Five-year survival 
- 

1.50-3.49 female under 64 LMM 37.9 % - 

1.50-3.49 female under 64  non-LMM 94.6 % 

1.50-3.49 female over 65 LMM 94.7 % 

1.50-3.49 female over 65 non-LMM 86.6 % 

Depth Sex Age ~ell't'ype Five-year survival 

GE 3.50 male under 64 'LMM 85.3 "6 
- 

GE 3.50 male under64 non-&Mt4 65.7 7, 

GE 3.50 male over 65 LMM 

GE 3.50 male over 65 non-LMM 35.0 8 

1 ................................................................ i 

Depth Sex Age /Celltype Five-year survival -.-' 
GE 3.50 female under 64 LMM 94.1 % 

'GE 3.50.  female under 64 non-LMM 85.0 % . 

- . GE 3.50 female over 65 LMM 

GE 3.50 female over 65 non-LMM - 6 7 . 8  % 

The worst situation 'involves a male patient over 65 years 

old and with non-LMM lesion more than 3.50 mm thick; the best 

situation happens to a female patient under 64 'years old and 
'B: 

with LMM lesion less than 0.74 mm i n  depth. 



CHAPTER IV 

CONCLUS IONS . 

p Towards the main objective of identifying significant 

prognostic factors of stage I malignant melanoma, both 

univariate analysis  a ant el's' test and Breslow's test, etc.) and 

multivariate analysis (Cox's proportional hazards regressionr 
9 

model) were carried out to analyze the data set from the Western 

Canada Melanoma Study. Among the thirteyn potential prognostic 

factors covered by the data, melanoma tumour depth, sex and age 

of the melanoma patients were found to be important progno'stic 

factors, that is, the deeper the tumour depth or the older the 

patients, the worse thel prognosis; the female patients'generally 

have better prognosis than the male patients. 

Two current research problems w'ere also investigated. In the , 

first problem, some researchers claim. that there is no 

difference in prognosi.~ between stage- I lent igo melanoma (LMM) 

and stage I superficial spreading and nodular melanomas 

(non-LMM) after controlling lor tumour depth and 
a 

locat ion 

( [ 3 8 ] ) .  The analyses of the data in+this project show that.LMM 

has a bettereprogmsis than non-LMM, a conclusion which has been * 

reported in 1 1 2 1  and [54]. In the second problem,+-the BANS 
/ 

concept (that i s ,  tumours located on the upper. ~ k k ,  posterior 
- 

Arms, posterior. Neck and posterior Scalp have worse prognosis 
- b 

- 

than tumours located elsewhere) was shown to be invalid based pn 

the data, adding one more negative case study to [ 1 3 ] ,  [ 5 5 ]  and 



[ 6 2 ] .  b 

,The review of the development of t w a  i w p r t a ~ t  p - c g - w k i e - ~  
8 

factors of stage I melanoma, namely Breslow's tumour depth and 

Clark's levels of tumour invasion, reveals that the former is a 

quantitative measurement, the latter is a qualitative 

measurement, of the same characteristic of melanoma tumours, and 

thereforeb1the= two factors are highly correlated. For the study 

, of stage I melanoma, the present fashion is to analyze tumour 

- depth and Clark's levels of invasion in one model, which often 

leads to such conclusions as that both tumour depth and Clark's 
* 

levels are barely significant and either sex or age is much more 

significant ( [ 2 8 ] ) .  From a sta'tistical analysis point of view, 
9 

including highly correlated covariates into one model is notb 

recommended in general; from a biological interpretation point 

of view, it' is more -appropriate to analyze tumour depth and - - 

Clark's levels 01 invashn separately. Using this strategy, 
2 

Clqrk's levels of invasion, sex, age.and melanoma cell types are 

found .to be another+set of significant prognostic factors. 

Based on the data, a new prognostic index, i.e., the, product 
\I 

of tumour depth and the number of mitoses, is studied. This 

index is shown to be not as powerful' as tumour depth alone in . 
\ 

predicting prognosis. 
, 

A systematic sear,ch for interactions between the potential 

prognostic. factors is performed. Mitoses seems to interact oq, 
5 

regression. This interaction is recommended for further ., 



investigation. 

0 

For doctors to use the results of the analyses, a.series of .. c z  - 

predictions of five-year survival of the.melanoma patients are 

supplied. The method of predicting any number of years of 

' survival is alsofexplained and the formula provided. 

There are several areas where fvrther analyses can be of 

interest. 
I - 

Throughout this project nonparametric =techniques ,' are ' 

utilized. The advantage of using nonparametric techniques is ' 

that thej\are pretty robust (for example, to outiiers). But 

- fitting parametric models such as Weibull's may provide 

alternative descriptions to the same data. 

Most melanoma patients are old people and naturally some of 

.them are patients with some other diseases, too. This means that 

there.are competing risks among the melanoma patients. It should 

be interesting'ta - see how the competing risks" influence the 

health of melanoma patients; that is, one -may carry out a 

competing. risks analysis. 

Since British Columbia has more sunshine and beautiful 

beaches than the other three provinces and in general each 

province has its cwn characteristics, an analysis aimed at the 
;&-d . 

dif ference(s) among the four provinces may provide *additional 

knowledg& about the behaviours of 'melanoma in Western Canada. A\ 

This can be done when the whole data set has been cleaned. 



' 5  
As for the statistical analysis, there is still some work to 

be done to iiprove the present modeling techniques, especially, 

to. provide more powerful techniques to cheek model adequacy. - 

7 This incluqles improvihg the graphical methods in use now and 

developing $?asy-to-use analytical methads. 
- -"a., 

'? - i.a?-- 
Finally, some' jeneral comments which provide additional 

information about the statistical techniques used will conclude 

this pro]ect. 

. B  * The life-table method and the product-limit method usually 

give very close estimates of survival function. A good reference 

for the underlying theory is [ 8 ] .  o 

- -_ 
There are at least three different ways of looking the 

Mantel-test and the BreSl~w test. One way is to consider the 

difference between the observed number of deaths ind the 
? 

expected number of' deaths;.another way is by means of dummy 

variables and the Cox regression model; the third way 1s :to use 

rank statistical argument. The first way is int"it ively 

appealing, the second way can easily incorporate other regressor 

- variables into the analysis, and the third way- supplies >a 

unified approacb and in some case produces more efficient 

procedures. See [ 4 1 ] ,  [ 4 3 ] ,  [52Tand the references contained. 

The Cox regr'ession model is based o w t h e  idea of partial - - 

likelihood. Justifications of the use of .  partial likelihood 

developed as below. Kalbfleisch and Prentice ( 1 9 7 3 )  derived the 

partial likelihood as the marginal likelihood based on the rank 



statistic for the data; Cox (1975)  first used the name "partial 

used the idea of "overallw hazard function and explained what 

was ignored from the full likelihood by using the partidl 

likelihood. There were many other works along this line, and an 
- - 

important step achieved was. Tsiatis' work (1981)  'which 

established the consistency and asymptotical normality of the 

partial 'likelihood estimator under a random .independent 

censoring assumption. For an advanced and detailed treatment of 

the above outline, see 1 3 5 1 ;  

The following problem of practical importance is unsorved so 

far. When a Cox model is built for a data set, one has an 

estimator for the regression parameter @ and the related ' 

variance-covariance information. One can go on to estimate, the 
. 

base line s-~rvival function So(t) and attach a variance to the 

estimator. The problem is: How can one supply a reasonable 

confidence interval when one predicts survival probability at 

any fixed time point using the above estimators? 
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