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ABSTRACT

The éox‘proportiénai hazards regressioh‘modei {p employed to
analyze a data set from a programme named ’The Western Canada
Melanqma Study. ‘Of the thirteeh potential prognostic factofs
covered, melanpmg tumour depth, sex and age‘ are ;idé%tified' as.
important proghostic factors. The prognosis of thin melanoma-and
the BANS concept are also studied in ;ight of the data, followed
by a review and comparison of tumour depth and Clark'sAlevels of
tumour invasion, an‘investigation of a new prégnostic 'ind;x, a
 systhatic "search  for .interactions between the potential

§
-\ . . . . . .774/ 3 - .
prognostic factors and a series of predictions of  five-year

©

survival of the melanoma patients. -

Statistical techniques related to the Cox model are also
provided from an intuitive and practical point of view together
- ‘

with comments on the theory behind the techniques.
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CHAPTER 1

INTRODUCTION

e

\

,Skin diseases are fairly common, but in general are not

lethal. However, there are some cutaneous diseases which are

K

fafal. Malignahé melanoﬁa, for example; . has been ;a ﬁkiller of
—thousands of people. According to aeéioiogistsg this is a kind
of cancer developed from melanocytes, which are derived from
‘neural crest del;s that migrate to the skin, eye, central

»

nervous system, and occasionally elsewhere during fetal life.

Malignant melanoma représents about 2% of all tancers.VOver
recent years the incidence:of melanoma has been rising rapidly
fj;hd‘ steadily. In the United States, the incidence has increased
) b§ 4.5% annually, and in British Columbia 7.5%. Here are -sBme
) mo;e facts about thés cancer: -
1.‘ The vast majority ?of mélanoma seeﬁ‘ to w&rise from
pre-existing benign nevi;
2. There is an incréése in melanoma fﬁf pody sites that are
exposed to the sun, and the greatér\the expcsufe, the higher
the incidence; ) |
3. Melanomas occur in all races, but ‘are -rare in blacks,
orientals,(and others with dark skin, and are more common in
fair;ékinned races and individuals; 777777

4. The incf%ence of melanoma 1s latitude-dependent, e.g., the

incidence among white people in Atlanta is almost twice that

b

of Detroit;



5. There are minor differences in occurrence between males and
females, although females have a better prognosis for

unknown but possibly hormonal reasons; ,

-

6. Almost no melanomas occur before pUberty,‘;§nd the peak

‘

incidence ‘occurs in the fifth to seventh decades;
o - .

7. A small proportion of patients with melanoma have a
hereditary componéht;

8. Administrative and professional workers were found to have a

3
By -

higher incidence than construction workers and farmers

([1f],[32],[45],[46],[58]). R

)

\Medical experts are still gbserving this disease. On the one

hand, it has lon@ been recognized that certain characteristics
of the patients and of their d}seaﬁeé may strongly influénce\
their survival. %hé fact that some patients with the disease di?
whil; others survive suggests thaamldifferent factors affect
prognosis. On the other hand, observ;?ﬁons have been acéumulated

and analyzed to give useful assistance to congquer this deadly

disease finally. For instance, point 2 1in the above list

-
<

emphasizes the importance of watching for any changesb in
existing lesions,.and point 8 sué§ests that intermittent intense

sun exposure may be a harmful pattern.

In general, characteristics that influence prognosis (of a

ognostic

disease) are called covariates, or

tors. In cancer
_ ‘ S
research, there are several reasons for studying prognostic

fa

factors ({47]). The first ?gason is " to understand how the

disease behaves. 1Is the prognosis similar in men and in women?



Is age an important prognostic ‘factor? Does the extent of a

_tumour or its histological grade materially influence the

outcome? Are the values of certain léboratory tests and the

results of physical examination significantly correlated with’

length of survival? Questions like these -and the answers to them ..

H

. are certainly important for understanding the disease.

, \ : 4
The second reason is the need to predict survival for groups

of batients and to choose treatment accordingly. After severa!®

factors are found important separately, the way they act

together needs to be understood and the results then can be used

—_—

to aid doctors to classify patients accurately and. to choose

) «
treatment correctly.

The- third reason is to help researcheré design experimenfs
to'study new treatments. Knowledge about prognostic factors of a
cancqr. is the basis of any new experiment. What factors sg;le
be con;rélled and what factors should be stratified:? Whether or

not one can answer these guestions depends on how much one knows

. about the factors involved.

In this project, a .data set on stage I maligﬁant melanoma is
analyzed. The main ébjectivé is to identify - the. fmpqﬁtanf
prognostic factors for this_ skin Jcancer} In chapter 2, a
description of the data is given, and in\chépter 3, statistical
analyses are perférmed and import%nt‘ prognostic factors
identified. In chapter 4, a summary is provided and some areas

for further analyses are suggested. .



CHAPTER 11 | ‘1
DATA |

C

The data to be analyzed are Eased on fépﬁ;ts of all newly
diagnosed,vhistologically confirﬁed cases of malignant mel noﬁa
seen in Western Canada (Bfitish Columbia, Alberta, Séskatch an,
Manitobé) from 1 April 1979 to 31-March 1981. The reports were

obtained. through the cancer registries of the above provinces,

and the whole programme is named The Western Canada Melanoma

N L

~

Study ([33]).

Patients were interviewed in their homes by trained

interviewers using a standardized questionnaire. Information was

obtained on a number of variables, including host pigmentation\
and reaction to sunlight, residence, occupational . history,
recreational activities with specific reference to sunlight

exposure, medical -history, chronic drug use, family history,

diet, smoking and alcohol consumption; and  for women,

reproductive history and use of oral contraceptives and

A standardized abstract ©of the medical record was made for

each patient and included data on  symptoms, tfeatment —and

recurrences. Pathological slides were reviewed by a pathologist,
Dr. A, J. Worth, at the Cancer Control Agehcy of ‘British

Columbia. Pathological slides were not available for. 20% of the

patients, ahéJTE‘EBeSe cases the original pathology repoftw was

used. . \ .-



4

b
i
a2

In the 2-year period_ of data 'intake, 904 patients with -
primary cutaneous melanomatous ~lesions were ‘registered.  The
patients were foXlowed. from their registration daté,iahd the

times at death and drop-out were recorded. To allow a fﬂve-year»

e

follow-up time for most of the patients, the termination date
s C, : : 7 %
for analysis was December, 1986. Most patients were still alive.

by this date, hence thei; survival times were censored.

.Because of some technical difficulties in a study like thiy

one, not all patients included in the study have. complete and

A

correct records on all the variables on the raw data base.
Therefore, a decision was made that a pre-analysis be carried
out .first. 430 patients with complete information on 13

important covariates form the data set for this project.

Bt

i

Of the 430 patients} 78 died, 18 dropped out and 334 had
their survival time censored. The 13 covariates are defined

below.

. ¢ ' .
Table 2.1 Definitions of the 13 covariates.

1. ‘Sex: male and female;

2. 'Site of tumour location: hééd and neck,.truhk,

| | " upper limbs,lower limb
3. Depth of tumour invasion: the depth in millim€ters of a
melanoma measured vertically frém the tbp of the

granular layer to the base of the tumour, or the -

maximum invasion dimension; .

- o .



4. Clark;s levels of invasion: 7
evel I: all melanoma cells resfricted to the epiéermis;
level II:VmelaQQma cells.penetratihg tﬁe~papillafy;
level iIT: melanoma cells filling the papillary de;ﬁié;
leQel'Ly:-melanoma cells exten&ing te the retricﬁlar
dermis; |
"~ level b: melanbma‘éells invading the subéutaneous
tissue. B J

5. Mitoses:
level.I: fewer than 1 per‘5 high power'microscopic fields;
level JI:-between fnperVS high power {ields and 1 per each’
high power field;
level III: greater than 1.per high_pd;ér field.
6. Histological céil type:v(or‘gfowth patfern)
lentigo: the melanoma lesion grows radially for a long}
period,.and may or may not éventually‘penetrafe;
superficial spreading: the'melanoma lesion has a
disorderly‘appeapahcé in colour and outline,.
and tends to grow horizontally before

vertically. Also it tends to ulcerate and

3
-

- -bleed with growth;
nodular: the melanoma iesion initially gron vertically
| without a visible pre-existing radial growth
phase. | -
7. Differentia;ion:
level I:.absent to mild: lymphocytic infiltration around

lesions;



o

level I1I: moderate lymphocytic infiltration represénted
by multiple foci Qf.lymphocyégs at the edge
and beneath the lesion; |

level 111: marked lymphocytic'infiltrafioh where
lymphocytes Were’éonfluent occasionally
forming bandlike features. °

8. Pigmentation:

;
]

level I: melanoma cells or macrophages contained
no melanin pigment to their cytoplasm;
level II: melanoma cells or macrophages contained

minimum melanin pigment to their cytoplasm;
- level III: melanoma cells or macrophages contained

moderate melanin pigment to their cytoplasm;
level V: melanoma cells or macrophages contained

marked melanin pigment to their cytoplasm.

-

9. Ulceration:

absent: an interruption of the surface epitheliuh

involved by tge tumour is not seen; -
presént:.an internuptﬁon of the surface epiﬁhelium
igvolved'by the tumour is seen.
10.'Pe;ilymphatic>ihflammation:
ébsent: absence of indicator of deep inflammatory
response; | {\
‘present: presence of deep inflammafory response
indicating tumour invasion;
11, Regression:

. \
‘absent: when no signs of increased vascularity with



scattered melaninladen macrophages in the

\

dermis and no signs of fibrosis are seen;

present: when one or both types of the above signs:

12, Age: age =1diégnosis year - birth year.

13. Index: index = (depth of tumour invasion) times (number’

are seen. -

of mitoses).

S v

For the purpose of statistical analysis, the above

a

covariates are coded and shortened names given to them.

Table 2.2 Céding information. *
Covariates levels | Codes \'Names Base-level
Sex male L 1 sex1 sex1
female - 2 sex?2 :
Site head and neck R sitel
’?fuhk ' 2 site2 site2
7 hpper limbs | ' 3 site3
| lower limbs 4 sitg4
.Depth continuous / depth /
C1a§¥li levé& 11 ' 2 clark2 clark?2
level III - 3 clark3
level v 4 clark4
level V - "5 clark5
‘Mito +level 1 ' - mitol / /mito1
level I1I - 2 mito2- |

—



level IIi . P - 3 mitoB
NS | _
Cell - lentigp 1 celli .
| suﬁerf%tial spreading 2 céll2 } cell2
nodular ! - 3 cell3 : |
Diff  level I 1 QifET ‘,1‘<_32A”,“~1‘~v
level II 2 diff2 diffzvn
level III ‘ .3 diff3 |
Pigm level 0 . 0 ‘pigm0
“ leQel r | | 1 pigmi J
level I1I ) -2 pigm2 pigm2f
} 1evé1 ;II i | 3 pigm3 |
“Ulce absent’ % ‘_ - 0 uiCeO | ulce0
- present 1 . ulcel
Lymp absent ' - 0 . lymp0 o 1ydip0
present | : 1 . lymp1 |
heér’ absent f 0 «regr0 fegrO
- preséﬁt | ' 1 regr!  3
. - o
Age continuous ‘ J / age / -
Index continﬁoug” A / index /

As is well known, if a cafegorical covariate has k+1 levels%f
only' k kaummy vériables are‘needea to represent it. Thé'lebel
without a spécific dummy vafiable matched to it is referred to
as the base level. For instance, to analyze theﬁefgeﬁt ofvsite

on survival, only sitel, site3 and site4 are included - into the

model ‘"since site2 has been chosen as the base level. The

-



= A . - 1

criterion to choose a level as base level is to allow it to
contain enough cases €0 fEBat comparison - referred to it s

practically meaningful. For éxqmple,' thefgﬂ'are 375'patienés

whose tumours did not ulcerate, and only 55 pat;ehts' whose

P ] ' 1 , ) . =
tumours had ulcerated, so the patients without ulceration are

chosen as the bage level. - -

Finally, the <clinical 'stéging system of melarnoma used by

doctors is described briefly here. Stage I.melanomas’ abe local
\ . ‘ ' - .

disease only, ‘with the primary melanoma present, previously

excised, or locally recurrent. Stage II melanomas consist of. the

primary lesionm and palpablé regional lymphnodes, dndustage 111
melanomas indicate widespread disease. A o

] LS

The patients covered by the data are all stage I patients.

‘ ~N
More will be said abou‘>the basic features of the data in

the next chapter. ]

/



CHAPTER 111 -

" STATISTICAL ANALYSIS

3.1 Descriptive Analysis

The data Set contains 13 covariates as described in° chapter
2. In this section, those covariates will be analyzed

‘descriptively to gain some qualitative / quantitative insight
into the problem at hand. : -

The three continuous covariates, i.e., depth,-age and index,

have the following characteristics.

"Table 3.1.1 Descriptive analysié of depth, age and index.

(Units are mm for Depth, year for Age and mm by number of

—

mitoses for Index.)

Depth Age Index

‘minimum - 0.05 12 0.05

‘maximum 9.00 100 27.00

range 8.95 88 26.95 ‘

mode ko * - 0.50

median 1.03 52 .41

mean - 1.65 52.50  3.52 e
st.dev. 1.60 17.14  4.72

skewness 1.86 0.08 2.27

kurtosis 3,60 -0.71  5.55




NOTE: * means that the correspondlng mode is_not unlque.

hlstograms of"these three covarlates are shown in Flgure -~

15 30 45 60 75 . 90 105 120 135

12

The
3.1.1 o
Figure 3.1.1 Hi%tograms of depth, age and index.
Hlstogram for depth
Symbol Count Mean , - st.dev.
X -~ - 430 - 1,654 1.604
Each symbol represents 3 ‘observations:
(MM) 15 30 45 60 75 90 105 120 135 150"
- L el R i il Rl R Bkt Kb e ity Rkl ek bl N it kel o
upto0.5 +XXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
0.6-1 +XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
1.1-1,8  +XXXXXXXXAXXXXXXXXXXXX o
1.6-2 +XXXXXXXXXXX T
2.1-2.5 +XXXXXXXXXX
2.6-3 » +XXXXXXXXX p
3.1-3.5 +XXXX /
3.6-4 +XXXXX »
4.1-4.5 +XX
4.6-5  +XXXX _
5.1-5.5  +X
5.6-6 +XXX
6.1-6.5 +
6.6-7 +X
7.1-7.5 +X
7.6-8 . +
8.1-8.5 +
8.6-9 +X
i Rl S B et ik el et e
150
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A Histogram for age
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Histogram for index
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Most patients are aged 30 years or older (90%), 5 patients
are- aged under 17 (1.2%), confirming the observations that the

disease usually affects middle-aged and older pébple, and rarely

occurs before puberty.

at most

thicker than 3.50 mm (1

that 1is,

For the depth, 66.7% ‘patients had lesi
1.65 mm in thicknesé} and only 12% patients had—tesi

.65 1s the mean,

the point which divides a given range into intervals of

14
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S . for depth or for age.

~indicating that thin melanoma is more common in stage I disease

~ described in relation to survival status (that -is, the éatients

3 Es

different survival patterns, usually cited in the literature),

than thick melanoma. That the mode does not exist uniquely for.

depth and age indicates that there is no heavily centered peak |

The ten categorical covariates, namely, sex, Jsite,,“éiark's

levels (clarkl),  mitoses (mithT- celltype (ceLl),;

differentiation (diff), pigmentation (pigm), ulceratidn (ulce),’

perilyﬁghatig _inflammation (lymp), and regression (regr) are

are dead or-of censored survival time), -because survival is the

major concern.

Table 3.1.2 Status by Sex

MALE " FEMALE "TOTAL ‘
DEAD - 51 27 78
CENSORED 129 223 352
TOTAL 180 250 | 430 (
SEX SPECIFIC | 7 -
DEATH RATE  28% - 1% Q

Note that there are many more female patients than male

patients, but the sex specific death rate is higher with the

15



males than with the females.

Table 3.1.3 Status by Site - \ sz

UPLIM

LOLIM

TOTAL

* HDNK TRUNK
DEAD 23 29 8 18 78
CENSORED 64 101 80 107 352
TOTAL J B7 ,130 .88 125 430
SITE SPECIFIC § S
DEATH RATE 26% 324 9% 14%

\

-

More cases were obsefved on trunk and lower limbs, while

~head and neck has the highest site specific death rate.

Table 3.1.4 Status by Clark's Levels

1V

1] . I11 v TOTAL
DEAD 12 5 44 7 78 .
CENSORED = 133 90 123 6 1334
TOTAL S 145 105 167 - 13 430
LEVEL SPECIFIC ..
145 26% 54

DEATH RATE 8%

w Although Clark's levels measure the same thing as depth

-

does, from a biological point of view, the picture here is

‘ clearer than that described by depth alone. For exémplep one can

16
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see a steady increase in level specifict death rates from level

II to level V. ' o

Table 3.1.5 Status by Mitoses

I BT I11 TOTAL
DEAD . 29 18 31 .78
CENSORED 216 63 73 352
TOTAL ' 245 81 104 o 430
LEVEL SPECIFIC |
DEATH RATE 12% 22% 30%

In agreement with intuition, the rates of death go up as the

numbers of mitoses go up.

Table 3.1.6 Status bg%Cell Type

SUPERFICIAL

LENTIGO _  SPREADING NODULAR TOTAL
DEAD : 4 43 31 78
CENSORED 29 242 | 63 334
TOTAL ' 35 - 298 97 430
TYPE SPECIFIC | ﬁ

DEATH RATE 11% 14%" 32%

Most patients had. superficial spreading melanoma, fewer

patients had nodular melanoma, and even fewer patients had

17



lentigo melanoma. However, the type specific

highest with the nodular type melanoma. -

Table 3,1.7 Status by Differenfiation

e

death rate 1is the

I ' 11

DEAD - 1 . 62

CENSORED 33 229
" TOTAL 44 291

LEVEL SPECIFIC |

DEATH RATE 25% 21%

111

90
95

TOTAL
78
352

430

=2

The observation is in accordance with biological knowledge,

that 1is, the death ' rate decreases as the level of
differentiation increases. -
Table 3.1.8 Status by Pigmentation
0 I I1. 111 TOTAL
DEAD 3 20 38 17 78
CENSORED 14 114 131 93 352
‘TOTAL 17 134 169 110 430
LEVEL SPECIFIC
DEATH RATE 18% 4% 22% 15%

There is no clear explanation with this table how the degree

of pigmentation affects survival,

18
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The next three tabled describe the last three categorical

: ] “d
covarilates,
—_— .

\ Table 3.1.9 Status by Ulceration

-

‘ NO YES TOTAL
DEAD | s 0. 78
CENSORED 317 - 35 353
TOTAL 375 55 430 R
.- ULCE. SPECIFIC ~TNG | (
 DEATH RATE 5% 36%

\_-—w: . -
Table 3.1.10 Status by Perilymphatic Inflammation

NO YES TOTAL
“ DEAD 49 29 78
CENSORED 27¢ 78 352
TOTAL © 323 107 430
LYMP. SPECIFIC -
D@ATH RATE | 15% | 36%
‘Table 3.1.11 Status by Regression
S ' =
o NO . YES TOTAL
DEAD 63 15 78
CENSORED 253 99 352
TOTAL 316 114 430



REGR. SPECIFIC o '

DEATH RATE -~ 20% 133

Table 3.1.9 and 3.1.10 indicate that ' ulceration and .

—

perilymphatic inflammation are signs of poor progdosis, while
Table 3.1.11 indicates that regression 1is a sign‘ of good

prognosis.

‘Two more tables of interest are presented below. The cut

points used for age and depth are based on those seen in the

literature. ([3], [12] and [22]).

Table 3.1.12 Status by Age

under 39 40-64 over 65 TOTAL

DEAD * 16 ‘ 10 52 78
CENSORED ' 90 81 181 352
TOTAL | 106 91 233 " 430
AGE SPECIFIC |

DEATH RATE 15% 11% 22%

Patients under 39 years old and patients aged between. 40 and

64 have similar death rates, but for patientsxover 65 years old,

(4

the death rate increases sharply.
. “~

For depth, a similar picture to that for Clark's levels. can

be seen. That is, the thicker the invasion depth, the larger the

20



death rate.

-~

Table 3.1.13 Status by Depth

'€3.74  0.75-1.49 1.50-3.49  23.50 TOTAL

DEAD 2 15 | 28 23 78
CENSORED 151 93 : 77 ’ 31 352
TOTAL 163 108 . 105 - 54 430

DEPTH SPECIFIC , .

DEATH RATE 7% - 14% 27%  43%

For another aspect of the data, it might be 1interesting to

have a look at the registration pattern.

Since the data were collected in two years, it is difficult
to ‘identify a seasonal'pattern, but winter does seem to be the

season with the lowest number of cases reported (Figure 3.1.2),.

Finally, the estimated survival curve for the whole data set
is shown in Figure 3.1.3. The overall five-year survival
(percentage) is 83.04%. The methods of obtaining estimated

survival curves are given in section 3.3.

3.2 Screening for Prognostic Factors

When the clinical experiment was designed, many potential
prognostic factors were included. The ideal approach to .

determine the 1important prognostic factors is to treat

21 ‘ (ﬁ
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information from allffactOrs simultaneously, because all. factors

acted on the patients in that way. However, experience shows
v, : ’

rhat analyzing too many unimportant factors tgQgether with the
important ones _will not only slow down progress but hinder one

from gaining insight- into the nature of -the :prgblem as . well. .

——

Therefore, some selective analysis is useful for getting'fid of

‘those totally unimportant factors, so that one can start

v

gﬁéﬁyitaneous analyses with a reasonable. set of .potential

o

» . w . - ' L .
~prognostic factors. This process 1s called screening for -

prognostic factors. ([47]1).

s

In this section, the 13 covariates are gpalyzed‘one by ‘one
to éei\rhich of them contribute significantlYé}o the survival»bf
th ﬂ;tients. For’ both the continuous and the >categorical
covariates, the rationale of the analysis is the same: if over
different ranges of a‘continuous covariate or over different
levels of a categorical covariate, the survival of malignént
melanoma‘patients changes only within random variation,/then the
covariate 1is of little yaiué in predicting survival; otherwise
if changes ﬁo survival are so large that they can not be
explained by random fluctuation.alone;'the implid?tionlis that

A\

the covariate correlates to survival in a significant way.

—

For the continuous covariates, there is a question of how to
choose cutpoints to perform grouping. The cutpoints seen in the
literature for depth and age are used, and for index the first

quartile, mean and the third quartile are used. 'The issue of

~cutpoint will be discussed more fully in section 3.4.3.

e
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In order to judge when the changes of survival are

~significant, Mantel's test and Breslow's - test are  used

([61,[43]). Both: tests can be viewed as analogues of

nonparametric rank tests. Wheh - there are no censored
observations, Mantel's‘test is essentially an expoﬁential scores
test. ﬁfeslow's test is alversion of the erskal—Wallis‘test-for 
censored data. The difference bétween the two tésts}is that
VBresiQw's test puts more weight on early observatibns and s
less sensitive to late events which occur when few patients in
the s£udy remain alive. Both tests used here are based on lafge
sample theory, and on nuli‘hypotheses the test statistics have

approximate chi-square distributions 'with degrees o A;kreedom

shown. For details, see section® 3.3. Lo -/

el

;
The results of the analyses are summarizeéx,bﬁ’ Table 3i2.1

and Figure 3.2.1.

Table 3.2.1 Summary of wunivariate analysis (The first

statistic is Breslow's, the second statistic is Mantel's)

Covariates statistics af ‘ P-values
Sex 21.481 1 0.0000
j 23.527 1 ~0.0000

Site 13.725 3 0.0033
12.553 | 3 . 0.0057

Depth : 67.349 3 0.0000
71.836 3 0.0000

Clarkl 34.428 3 0.0000

25



37.621 3 0.0000

Mitoses ' 19.239 2 0.00017
' 19.11% 2 0.0001
Celltype . 19.581 2 | ,_0;0001
19,118 2 | 0.0000
~Diff, 13.421 2 0.0012
_ 14.440 2 0.0007 -
Pigm f 2.352 3 ~ 0.5026
3.028 3 0.3874
" ule | . 15.446 p 0.0001
_ 17.562 1 0.0001
Lymp 7.098 P 0.0077
7.772 1 10.0053
. Regr - 2.759 1 0.0967
2.219 1 0.1363
Age 17.798 2 " 0.0001
B 20.056 2 0.0000
Index 8.195 2 0.0166
8.151 2 0.0170
All “the »covariatés are significant (a = 0.05) except

pigmentation and regression. Among those significant covariates,
sex, depth, Clark's levels, wulceration and age are highly

significant. (¢ = 0.005).

Before 1971, survival analysis relied solely upon univariate

techniques, and many factors were reported to be prognostic
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Figure 321 UnivaPiate andlysis: by sex
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Figure 3.2.1 Univariate andlysis: by depth
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indicators of survivaf>\

Howe&er, different factors afe acting on éisingle patient at
thé same time, Moreover, in a large scale stuéy like the preéent
one, some éovariates‘are likely to be correlated. If this is SO,
it -is useful fo know which covariates are highly correiated, sb
that they can be treated properly later when fitting regression
models (e.g.,‘to deal with the multicollinearity problem). Also,
association between covariates might explain the prognostic
value of different covariates. With this in m;nb, an assqg}ation

-

analysis of the 13 covariates is performed.

Seventy-eight two-way tables are examined, For each table, a

test for independence of classification (Pearson's chi-squére)
is carried out. Moreover, Goodman-Kruskal's A and Ryx (ny) are
used to measure the association between two covariates X and Y
when X and Y are of equal importance (A) or when Y depends on X

(Nyy) 5respectively. The test procedure is described in section

yx-oo
3.3.

-

The Goodman-Kruskal's association measur¢§ are employed here
because they fit the problem nicely. For example, if one can

accurately ‘predict wulceration leytl (yes, no) based on tumour

depth, and tumour depth is found to be %Q important prognostic

factor, then the way 1in which ulceration influences survival

2
.

will be better understood.
]

In summary table 3.2.2, a "1" means both the independence

test and the association tests are significant (at « = 0.05) for

Z . | )



Table 3.2.2 Association Analysis -

sex sit dep cla mit cel dif pig ulc lym. reg age ind

- sex 1 0 0. 0 0O 0 O0 0O 0 0 0 0
sit 0 1 0 1 0 0 0 .0 0 0 0
dep . 2 1 i1 0 1 1 0 1 2
cla A N R L -
mit - 11 0 1 0 0 0 '1
cel B | o o 1 0 0 0 1
dif | o 0 o o 0 1
pig | 0 070 0 0
ule | 0 0 0
lym . : : 0 0 0
rég * ’ _ 0 0
age ) 0
ind )

the pair of covariates involved, a "2" means the association is
very strong (P-values = 0), and a "0" means there 1is no

empirical evidence of association.

As expected, depth and Clark's 1e§els are highly correlated;
so are depth and index, and Clark's levels and index. Also depth
correlates with all thé covariates ‘éxcept sex, site,
pigmentation and regression; Clark's levels correlates with #ll
the covariates except sexv and ulceratioﬁ. Since depth and
Cianﬁ's levels are frequently reported to be sign}ficant
prognostic factors, the above series of associations suggest

ol
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that the other COVariates influence survival through their
associatioms with these important factors. The association
" petween sex and site is a confirmation of the observation that

women have their lesions mostly on lower limbs, while men have

lesions mostdy—on the trunk.

The high association between depth and Clafk's levels,
together with their biological meanings, suggeSts that it may be
more appropriate to treat depth and Clark's levels separately‘

&) —_—

and fit models with only one of them included.

3.3 Statistical Methodology

This section provides the statistical technigues for fitting
the Cox‘reg:ession model. For ease of reference, the statistical
methods used-in the previous two sections are also described

here.

! Product Limit_ (or Kaplan-Meier) Estimate .of Survival

Curve. ' ay

Suppose that there are observations on n individuals and

~that deaths occur at k time points. Let m; be the number of

+

deaths at time t;; let r; be the number of individuals at risk

at ti,

that is, the number of individuals alive and uncensored
just prior to t;. Then the product-limit estimate of the
probability of surviving past time t, denoted S(t), is
S(t) = N (r: - m3;)/r;.
irty<t 1 i)/73
If a censored time equals a death time t;, the convention that

a

[}
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the censored 1nd1v1dual is - 1ncluded in the set of ry 1nd1v1duals
‘at risk at.t1 is adopted, since an 1nd1v1dual censored at time t.

‘almost certainly survives past t.

~

As a function of t, S(t) is a rlght contlnuous step- function
with S(0) = 1. The helghts of the k steps correspondxng to the &
distinct death,times can be computed recursively as below:

§(t,+0)

(ry - m1)/F1u

S(t;+0) = §<_4_1+0)( - mg)/ry, o io= 2,3,.00 k.

~

When the largest observed time is a censored time, S(t). remains

undefined beyond this time point. ([31],(351,[36],[411]).

Example 1. "~ The 'follewing' data are the 1lengths of
remission times (in weeks) for a group of acute leukemia
patients. The starred quantities denote censored observations

and 6-MP stands for the drug 6-ﬁ§rcaptopurine taken by the

patients.

Data for illustrations

-~ 6-MP
¢

6 6 6 6% 7 9% 10 10% 11* 8 16 17% 19*% 20% 22 23 25% 32% 34% 35%

The calculations leading to th: roduct-limit estimate of

the survival curve for these patients are outlined in Table

3.3.1.
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Table 3.3.1 Estimated survival curve for the 6-MP data using

the product-limit method "

-

ty - rj Coomy (r; - my)/r; - ' §(ti+0)
6 21 3 0.857 B 0.857
7 17 1 ©0.947 . 0.807
10 15 C 0.933 ©0.573
13 12 1 0.917 0.690
6 1 o 0.909 0.627
22 7 1 0.871 0.538
23 6 - 0.833 0.448

Note that S(t) is well defined up to_t = 35 only.

2 Life Table (or Actuary) Estimate of Survival Curve

i
Suppose that the range of survival time is divided into m
intervals, This method describes the whole survival experience

in terms of interval survival experience.

Let
n; = number of patients entering the i-th interval,
cij = number of patients censored in the i—£h intérval,
d; = number of patients dying in the i-th intervél.

Under the assumption that in each interval censored observations
occur randomly (that™ is, are distributed uniformly), the

patients who are censored are considered to be at risk for half

34



of the interval time. Thus, the number of patients at risk

during the i-th interval is estimated by

= !
] . fl - nl Ecl,

and given that an individual enters the 1i-th interval, the
~conditional probability of his / her dying in the i-th interval
is estimated by:
L
Qi = di/ry,
assuming that the mortality rate is constant for each'of the ‘m

intervals.

v

The conditional probability of surviving the i-th interval
given that the individual enters the i-th interval is est'imatc;"d’\X
by .

— p; = 1 7 4dj,

3

and the cumulative survival function, wusually called the

survival curve and meaning the cumulative proportion of patients
surviving to, say, the beginning of the 1i-th interval, 1is

estimated by

¢
Pi = PiPi-1,
where P, = 1 and i = 2,3,---,m., ([26],[31],[41]).
Example 2. The 6-MP data given in example 1 are ysed to

[

illustrate the 1life-table method (Table 3.3.2). I; represents

the i-th interval of survival time.

3 K-sample Mantel's Test

o

Let k be the number of groups of (or categories of a

covariate for) individuals whose survival distributions are to
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Table 3.3.2 Estimated suryival curve for the 6-MP data using

the life-table method

I nj Ci di rj qj Pj i
(0,4) 21 0. 0 21 0 1 Y
[4,8) 21 1 4 20.5  0.195 0.805 . 0.805
[8,12) 16 3 1 14.5 0.069 0.931 - 0.749
'[12,16) 12 o . 1 12 0.083 0.917 0.687
[16,20) 11 2 1 10 0.100 0.900 0.619
[20,24) 8 .1 2 7.5 0.267 - 0.733 ' 0.453
[24,28) 5~ 1 0 4.5 0 1 0.453
(28,32) 4 0 0 4 0 P 0.453
[32,3) 4 3 0 2.5 0 ’ 0.453

e 2

‘be compared. Let t, < t; < +++ < ty, be the times at which deaths

‘occurred among the k groups and let n be the total number of
individuals. The null hypothesis is that the k groups have the

same survival distribution,
{ .

At time t;, let nj 5 be the number of individuals in-group J
ine the study (that is, whose observatiogdtime t,is greater than
or equal to t;). Let xii be the Qumber of individyals 'whd: died
at exactly time ti'in group j.'(If there'gre no tied times, xii

A

is zerq for all but one group} xij = 1 for the group where death

occurs.)
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fer”

- “Then 'the j—fh element of Q - E is like

2

Conditioned on the°nii and the sum *i4 = jgixij' the vector

Ry = (xi1,..,,xi(k;i))7;has a k-1 dimensional hypergeometric

distribution with mean vector

E(Ki) = (E(xi]),-°',E(xi(k_1)))T,

where E(xij)\é‘(xi+nij)/ﬁi4,,and I =1,2,v+,h, 3 = 1,2,-44 k-1,
The'covarianchﬁatrix ¥Y; of x; has 'elements

ni (851 = nj1/nja)xgalngy = x5,

covlxijiniy) -

o nidlngg =) :
wherg 6j1 =1 1f 3 =1 andejJ = 0 1f J,¢vl,‘ni+ = j§1”ij’ b,
= 1,2, ,k=1. | | |
Let
= L E '
E i=1 (23)
Vh '
Q = 15151' ¢
_—
=~ i=gTl

~h : ‘
iE](xij - x&+nij/ni+).

" Mantel's test statistic is ;
- xg'= (Q - BNV Q- E),
which is asymptotiéaily distributed as chi—squarel with k-1
degrees of freedom and 1argé values of Xﬁ indicate that the null

hypothesis is false. ([261,[411]).

Example 3. Consider the following three grdups of
hypothetical data. Starred number; are censored observations.
group 1: 1 3* 4 5* 10Q*

group 2: 2* 3 7* 9* (3% #
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group 3: 2 5 8* 8* "11*

The Mantel test statistic can be calculated as below.

ty Py Pi2 ME3 Pk X4 Xj2 o Xi3 o Xis
1 -« 5 5 5 15 1 0 0 1
2 4 5 4 13 0 0 1 1
3 C 4 \. a4 12 0 1 0 1
a3 a4 11 10 0 1
5 2 4 4 10 0 0 1 1
h =5 k = 3 n =15

x, = (1, 0)7 E(x,) = (5/15, 5/15)7

£ = (0, 0)7  E(xs) = (413, 5/13)7

x; = (0, 1)7 B E(x,) = (4/12, 4/12)'T

X = (1; 0)T E(g,) = (3/11, a/11)7

xs = (0, 0)7 E(xs) = (2/10, 4/10)7

Q = (2, 1T g; (1.447, 1.815)7

The two by two matrices V;, et al., are as below.

v ¥ | v, Y
2/9 -1/9  36/169 -20/169  2/9 =-1/9 20/121 =12/121
~1/9 2/9 -20/169 40/169 -1/97 2/9  -12/121 28/121
Us \ v
4/25 -2/25 1.016 -0.520 1.280 -0.557
-2/25 6/25 -0.520 " 1.153  -0.557 1.128

Therefore, Xﬁ = 0.6201.,

- 4 K-sample Breslow's Test
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With the same notation used above, let

4 nj«+ ’ '

whére j o= 1,2,«¢,k-1,

Then the vector W = (w,,--+,wy_,)7 has zero mean and covariance

’

matrix
o (dix

)zyi.

Breslow's test statistic is
X3 = W7 ¥, ¥,
which is also asymptotically aistributed as chi—squére with k-1
degrees of freedom and large values of x% indicate that the null

hypothesis is false.

-~

Note that the Mantel test puts equal weight 1 to the terms’
xij—xi+nij/ni+' while the Breslow testkgivesbdecreasing weights

nj+/(n+1) to the same terms. ([26],[41]).

.Example 4. | Continue example 3, the Breslow  test
statistic is calculated as below.

(15/16)[1—5/15]+(13/16)[—4/13]+(12/16)f:4/12]

W, =
+(11/16)[1-3/11];(10/16)[-2/10] = 0.5,

wy, = (15/16)[-5/15}+(13/16)[-5/13)+(12/16)[1-4/12]) .
+(11/16)[~4/111+(10/16)[-4/10] = -0.625
(0.5, -0.625)7 - |

=
1

Y, s 22y, v (g, + (12)2y, + (Mhzy, + (L)zy,

Finally, X§ = 0.6679.



S\TheuGoodmah%Kruskal Test

Let x .stand.for the row and y stand for the column of an .r
by ¢ contlngency table. Let a; T‘bé the entries of the table (i =
1,2, -,r and j = 1,2,---,c). Let r; = E aj ? be the row totals, -

=,,E aj 4 be the column totals and N be the table total. o

" The stétistic Ryx involves avcomparison of the following two
situations: an individual 1is chosen at random from the
population and one is asked to guess to which y category the
individual belongs, either (a) given no further'information or
(b) given the individual's x category. If x and y are totally
uncorrelated then one can do no better in the secohd situation
than 6ne can do.in the first, butbotherwise there will be ban
improvement. The‘@gasure R&x guantifies thig improvementfés the-
‘relative decrease’in the probability of efror in quessing the vy
category as between the two. situations under the assumption that
the guess consists of selecting _the most 1likely of 'the y

categories on each occasion. The formula for Ryx is

xyx = (1§1maxja1J - maxjcj)/( - maxjcj)

An approximate formula for the variance of Ryx is
3
(N- 1E‘.lmaxjalj)( Z maxja13+maxjcJ ZZmaxJalj)/(N maxjcj)
where I denotes the summation over those values of 1 such that

€

max4aj 4 occurs” in the column which has the the largest column
total. For large N, the ratio of xyx to the approximate standard

etros-has asymptotically a standard normal distribution.
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C Exchang1ng the roles of x and y will nge A that is, the

XY’

statistic ‘which measures the ~ association between x and y by

means of predicting x based on y.

"When x and y are of” equal importance, the appropriate

statistic is X, which is a combination of kxy and Ayy (combined

in a symmetrlcal manner) and is deflned as

v

+ m -max:C.-max:r:
1§1max]a1J ]§1 axjaj 4 max;cy iri

A= .
2N—maijj - maxiri ‘

The approximate variance for \ is very complicated and is

not presented hefe.~([26],[63]).
6 The Cox Regression Model

The model to be used in the remainder of this project 1is

called The Cox Proportional Hazards Regression Model for

survival or failure data analysis (Cox 1972). Some basic terms:

are defined below.

Suppose that the random variable T denotes the time elapsed
between some specified event (in this project, this is the
'diagndsié date) and the time at death (failure), or at drop-out,
of at the time the sfudy terminates, of a living organism or an
inanimate device. In. the present context, T 'is called- the
survival time. The cumulative :distributién function of T is
defined as

F(t) = Prob(T < t) 0 € t < +o
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- } !

= Prob(death by time t); P

the survival function of T as

!}

S(t) = Prob(T > t) .0 £t < te

Prob(surviving past time:t);

the density function of T as .
| ar (t) | .

A | f(t) =u it H
the hazard rate function -of T as B
h(t) = é%%%;

-and the cumulative haza¥d function of g as
t
- H(t) = foh(u)du = -1n §(t).
For a more advanced treatment, see Kalbfleisch énd Preﬁtice

(1980).

In survival analysis, h(t) 1is the function which plays a
fundamental role [20]. For this reason other functions are_.

usually expressed in terms of h(t), e.g.,

§?E) = exp(‘I;h(u)du).

The Cox prdportionaY hazards regression. model is also
qumulated in . terms of h(t). ‘A new feature here is the
introduction of a number of covariates denoted by vector gz =
(zy, «++, zg)T, which is introduced in the hope that iﬁ can
explain h(t). There are.VSrious ways of doing this, but only the
‘most ~ commonly uéed form of the Cox model,< namely, the

exponential form is described here and is used later.

Let h(t}z) be the hazard rate for an individual with

covariate vector z. The exponential form expresses h(t;z) as



h(t;z) = hg(t)exp(fTz) - (1)

where f is a column vector of unknown regression cgffficients

i

and hy(t) is an-unknown undefiying hazard rate function for an

]

individual with covariate vector z 0. Notice that no .
parametric model is assumed for the underlying‘hazafd function;,

it is completely arbitrary.

4

The apove model contains two implﬁcit'assumptions.
Assumption;I:GThe relationghip betwen the wunderlying hazard
~function and the covariates is gylriplicallve as shown in (1),
Thus .the rétio'of the hazard functions for two individuals with
different covariate vectors does not depend on time. For this
reason, this assumptionris usually called the proportionality
-assumption.

Assumption II: The effect of the covariates on the‘ hazard rate

function is of the exponential form also shown in (1),

Of the two assumptions, the first one is more basic,r since
it describes the general manner in which the covariates act upon
the hazard rate function. The second one is in fact chosen for
convenience, as the exﬁonential form 1s just one of the many
possible forms. Howeve;, the exponéntial form is quite flexible,
in pa;ticular, 1t is good at describing increasing / decreasing

phenomena such as -survival.

‘Estimates of the regression coefficients are obtained as
below.

Suppose that t, < t, < .-+ < t, are the k distinct times to
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death 'of - the individuals 11;~12,.l,, 1, among n individuals in
the sﬁudy. Let R; be thg group of individuals at risk just pfior
to time >ti (called risk group at tj). Then given that only a
single death can occur at tj and that the risk.group is R;, the

conditional probability that individual I; with covariate'vec;or
z; dies at t; is )
xp(fTz:)/ .Z
exp(fizi)/ $ER;
Multiplying these probabilities together for each of the k death

exp(ﬁrzj).

times‘gives the partial likelihood function (Cox 1975)

(]
It

L(g) =, (exp(BTzi))/( “Z_ exp(BTz4)),
J€R J

1 .
and»maximizing the partial likelihood func;ion with respect to §
yields estimators of f with similéf asymptotic properties to
those of the usual max imum likelihood estimators
([e],(20]1,(35]). If/there are ties among the death timés, s;y,

there are m; deaths at time t;, let s; be the vector sum ‘of the

covariates of the m; individuals. A modified likelihood function '

([71)

L(B) = .h exp(BTg;)/l L exp(ﬁ*z') ]my
= . . JeRl ]

is then maximized.

7 A Graphical Method for Checking the Proportionality

Assumption

When fitting the Cox model to the data, it is necessary to

know whether the two assumptith}’especially the proportionality

assumption, hold or not. There is a'graphical method for this
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purpose, in which 1n(-1nS(t;Z)) is plotted against survival time

t, ‘'where §(t;Z) is the Kapian~Meier estimate of>S(t;E) and z is

the mean vector of the covariates of a’certainfsfratum,‘when an

(independent) cova:iéte is stratified. (For a éatégorical
covariate) itsucategories form natural straté; for a codfinﬁous
covariate, one needs to choose appropriate cut points.) If the
propqrtionality assu%ption holds, the plot should exhibit+
constant differences between strata because

In(-1nS(t;Z)) = B7Z * ln(-1nSq(t)).
In this project, the plotting is done for categorical covariates

only ([35],(37],[40]).
8 The Global Chi-square”Test of Fit

Whenever a model is fitted to the data, it is important- to
knpw whether the fit is good so that valid statementé can be
made abéux thé fitted model. This‘is,'fof‘tbe time being, only a
partially solved problem. A ready-to-use method is.called the

glébal chi-square test, which tests the null hypothesis that all

regression coefficients are identically zero:—

Let U(0) represent the vector of first dérivatives ‘(with
.respéct\'to ) of the partial likelihood function evaluated at g8
= 0; let 1(0) represent the observed information  matrix.
evaluated at B = 0. Then under the null hypothesis
| X? = UT(0)17'(0)U(0)

has asymptotically a_'chi-square distribution with degrees of

freedom equal to the number of covariates in the modelf"Large
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values of X? imply that the null hypotiesis is not true

([26],135)). e
9 Significance Tests

Three large sample significance tests are available for

deciding which covariates are significant.,

1

The Cfirst is,the ma x imum pattial likelihood ratio test. The

log bartial'iifgfihood is maximized first under the - full model
(all covariates) and - then under the restricted model
(maximization is restricted to covariates not being tested). The
diffe{ence " between the above two log likelihoods times 2 is the

@

test statistic, that is,

likelihood ratio = 2[1ln L(Bpull) - In L(ﬁRestricted)]'

LY

The seccnd test is th2 Wald test based on the asymptotic

normalityﬂproperty of maximum likelihood estimates.

- Let ﬁ*,represent the subset of MLE's = (obtained wunder the
full model) corresponding to the coefficients to be tested. The
wald test statistic 1is

Wald = =T -1687) B

The third test is called the score function test, which s

’

built on the derivatives of the partial likelihood function. -

Let U(Bgy) and 1(B,) represent the vector of first
derivatives and the observed information matrix. These functions

~are then evaluated using parameter estimates calculated under
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,the restricted model (the coefficients to be. tested are
constrained to zerd). The scores test statistic is

score = UT(Bg)17 ' (p)u(By).

All three statisticé are compéfed- with the qhi~équare
~distribution with degrees of freedom equal to fhe' number of
‘parameters being tested. The asymptotic distributions of the
likelihood ratio statistic and the score function statistic have
not been proved to be chi¥square; Howeve;,mthé three statistics
generally give close ~résults fdr lafge samples. For‘}small
samples, the likelihood ratio and score tests usually produce
similar values, but thé Wald test is often different, becausebit’

depends <critically on the normality of B.estiﬁgzes) whereas the

other tests do not ([26],(53]). Vx

10 Testing Time-dependent Covariates to Check the

Proportionality Assumption

Suppose that a categorical covariate' has k+1 levels. To
include this covariate into the Cox model, k dummy variables are
generated:. For each of the k dummy‘va:iables, a time-dependent
covariate can be introduced. Then one caﬁ fit a model containing
the k dummy variables and the k time-dependent covariates and
test the hypothesis that the coefficients corresponding to the k
time-dependent covarigtes are all zero. The proportionalfty
assumption is accepféble if the above .test accepts the null

hypothesis.
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- For a coﬁtinﬁous covariate, time-depenﬁent;covariaﬁes of a
suitable form,}say, some piecewise defined éovariates éankrbe
introduced and significance tests performed. However, this is
- not a mature method and experience is\needédfto‘use it kpfope:ly

({20]).

Among the suggested forms of time-dependent covariétes, ﬁhev
following one seems tdvbe useful: i
(a dummy variable) times (ln(survival time))
denoted‘ by z; = wln(t). The ideé is to use the power function
family, which is quite flexible, to descfibe h(t;z),' because
h(t;z)iis proportioﬁal to exp(B;z;) = g(Biw)
In this project, the above method is applied to the

1

categorical covariates only. ([20],[35]).

-~

11 Covariate Selection Procedure

Among the procedures avaifable, ‘thé backward  selection
| procedure is'to be used for most of the analyses to be done in -
thié projecc. TheAadvantage of backward selection over forwar@
selection 1s that the former does better than the .latter‘ when
some of the covariates act together———a4likely situatién in the

data (see section 3.2). ' .

L4

The backward selection procedure goes like this:
1. Include all.the covariates into the Cox model and decide the
significance level a to be used. a« = 0.05 is wused 1in this

project.
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2. Test each of the (13) covariates injﬂturn by the maximum -
partﬁal<likeliﬂsbd ratio test and record the P-values. |

‘3. Leave oqt»the covariate-ﬁith the largest P-value, which must
be greater than &,‘ and repeat step 2 with the (12)
covariates léft. ‘

4."When there 1s no covgriate fo léave out, the procedure
terminates. The cqvariates not left out from the model 'Are

considered the significant prognostic factors.

(1311148 .

12 The PHH Method of‘Varfhble Selection

v

As an alternative to “the (partial) likelihood ratio
statistic, Peduzzi, Hardy and Holford (1980) proposed the PHH
statistic to calculate significance probabilities to enter or

remove a candidate variable in a variable selection process.

For the candidate variable Z5 the vector of first
derivatives of the (partial) likelihood function U(ﬁ) and the
observed information matrix I(B) are calculated using current
parameter estimates for those variables already in the moéel and
zero for the candidate variable. Let Uj(ﬁ) be the 1-th component

of vU(ﬁ) and Ijj(ﬁ) be the j-th diagonal element of I(f). The

-

tail probability of

i
]

12(3) 1321(38
Uj(ﬁ) IJJ(B)
is calculated from the chi-square distribution with one degree -

of freedom.
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| o . o .

\ : : ~ T .
The distribution of _the PHH statistic .is unknown. But its

close resemblance to the score test statistic and many numerical

‘calculatipns suégest . that tﬁe chi~-squdre aproximatioh is
" reasonable. ﬁlso, since it is ‘much cheaper. to use\‘than thg
jpértial{ $1ikelihooa ratio statistic, it can. be psed fq
.eliminate’variables with little or no relatiqnship‘to survival.

([26],[5%v]).

=

There are some praétical problems wheh using tHe)statistical

techniques described above. Discussions will be offered when ..

3 .
4 . ’

these problems arise. o

3.4 Fitting Cox's Regression Model and TestinéfAPlanned

N

Hypotheses

3.4.1 Planned Hypot hesis 1 ‘ , .

In this section, multivariate analyses will be performed to

study the first planned hypothééis; that is, to identify the’

significant prbgnostic factors covered by the data.

Pigmentatiog and regression will not be included in the

" - on “the

7

multivariate analyses because they were "screened out

..

univariate analysis, and Cox's regression models will be fitted

' ‘ . VI &, .
to the rest of the covarilates except 1index, which 1s to be

2

discussed in section 3.5.2. ’

%

As was discussed in section 3.2, the strong association
between tumour depth and Clark's levels of invasion’ suggests

that it be appropriate to include only one of them when fitting
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_the Cox model. Therefore, two parallel analyses, one including
depth and another including Clark's levels, are éafriedhout

below.'

First, the ! grapﬁiéal method is used to 'chedk the
" proportionéljty asSumptién of the Coxﬁmodél. Thempldfs are shown
lin Figure 3.4.1 gnd Figure 3.4.2. The qppef plots are §b§£ined
using the original coding explaine@ in Pable 2.2 on pqgég B8-9;
the lower plots are obtained using the;same covariates but

revised coding. The revised coding is in Table 3.4.1.

, . il
Table 3.4.1 Recoding information ‘ ; v
Covariate Levéls _ | 3 Codes Names - ‘Base-level

sex male 1 sex | sex |
female 2 sex2

site non-limbs. . 2 site! sitel

‘ limbs ‘ 4 site4 |

depth ‘ continuous / depth /

Qla;k's level II and III N 2 clark!l  clark!
level 1V and V . 4_‘ clark4

mito levei I.and I1 1 m_.tol mito!
level 111 . | | 3 o mito3

cellﬁ . lentigo .. | 1. cell

. -supérficial spreading . 2 ‘ cell? cell2

nodular _ 3 . cell3

o - - ———— ————

' To achieve computational stability,»individual tumour depthw
minus the mean depth is used in all the model fitting
calculations. Age and index are treated similarly.

Lt
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diff  level I~ ' 1 diff1

level II and III 3 diff3  diff3
ulce absent | 0 ‘ulced ulce0
* present 1 \; ulcel
e lymp absent '0 ‘lympo - lympO
present | | 1 ‘lym91
age continuous 'i / age /

Improvemgnts are seen by comparing the upper plots with the
lower‘ploté. For,celltYpe, the distance is not constant between
the ;eVel représeﬁting lentigo melanoma and the other two levels

"representing superficial spreading and - nodular helanomag;’ for
differentiation, the two curves cross. Results like these are
qxpécted, because sﬂfictly speaking, everything is chahéing» as
time:'changes. However, since most covariates do seem to have a
propqrtional effect on survival, the | above  results - are

_.encouraging.

- A

Secondly, the pfoportionality assumption 1is checked by
fpesting . time-dependent covariates as explained in the previous
section. Some pgactical problems are: the method is very costly;
there Is ﬁp cléar guide as to what kind of time;dependent
¢ovariates should be introduced and to which covariate(s) in the
data Oné should introduce‘ time-dependeht covariate(s). More
importéﬁtly,,a dilemﬁéﬁéxists: idedlly one wants‘ to check the

assumption before fitting a model to the data by testing

time:dependent covariates, but in order for the tests to give

[l
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. Figure 3.4.1

(sex: upper plot

LOG MINUS LOG SURVIVAL FUNCTION

O, e L e s o S e L, LI e
0 »
. - - N AAAAAAAA
* - A A AAAAAAAAAAAAAAA
- B AAAAAAAAAAARAAAAAAAA
2 e . AAAAAAAAA
- A
- A BBBRBERBRA
- AAAAAAA PBEABBBABLB
- A
- AAA BBBBEBBARERA
- AAA ) i
- Y BBBB
-4 . B
- AA ] -~
- A 8B
- AA ‘B
- A - BBB
- 88
- A 8p .
- - 8B
-5 »
-2 +
‘.. L S L S * L L I + .. A P A L L S ... .
7. 21 35 49 63 2]
0 1" 28 42 66 70
* SURVIVAL TIME IN MONTH
LOG MINUS LOG SURVIVAL FUNCTION
LUl L S L AP LA L S . L S L * o A A .
- AAAAAA
-1.4 . AAARAAAAAAA
- AAAAAAAAA
- AAAAAAAAAAAAA
- AAAAAAA
- AAA
“2.1 . AAA
- AAAAA
: A BRABBAA
- A BBBBARE
- AAAAAA 688888
~2.8 AA a8
- AAA BBABBAB .
- AM BBBRABEAB
- AA BB8 T
-3.6 A 88
- A BBB © -
- AA BB
- A ]
- AA B
-4.2 ¢ AA B
- A B8
- A B
- A BB
- A ]
4.9 + A B
- AA 88 /
- A P /l
- ‘ B o
- A . BB .
5.6 ¢+ A BB
- A BB
L S .. L A ‘. L N .. | S L L Y + *
7. 21 35 ; 49° 81 77
0 14 28 42 66 70
SURVIVAL TIME IN MONTH
A

53

84

P I I I A N R R I S AL T B |

LRI I B B TR T T A T T T R T T SNE S S TP S TN SO

Checking proportionality when depth is used

for original codes, lower plot for new codes)..



Fiﬁure 3.4.1 continued (sife: upper plot for

lower plot for new codes).
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Figure '3.4.1 continued (mitoses:

upper plot for original
codes, lower plot for new codes).
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‘codes, lower'plot for new codes).

v

Figuré:3;4.1lcbﬁtinued (celltype: upper ~plotf for Origihaf
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Figure 3.4.1 continued (differentiation: wupper plot for

‘original codes, lower plot for new codes);_
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Figure 3.4.1-continued- (ulceration: upper plot for ' origin
codes, lower plot for new codes). ~
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Figure 3.4.1 .continued (lymphatic inflammation:? upper plot

for original codes, lower plot for new codes).
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Figure 3.4.2 Checking proportionality

are psed (Clark's levels: upper plot for original codes, loﬁer

‘plot for new codes).
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Figure~;3;4.2‘continued (sex: upper plot for otigihal codes,

lower plot for new codes).

~

!

LOG MINUS LOG SURVIVAL FUNCTION

T e, e L oo L SO L S LA L U A P LA A SN L
-a
N AAAA
-‘l‘ . AAAAAA
- AAAAAAAAAAAA
- - AAAAAAAAA
- AAAAAAAAAAA ‘
- AAAAAAA
“21 . AA )
- CAA .
- AAAAA 8BBBBRA
- AA B8BBABBA
- A 686888
-2.8 AAAAAA -
- AA BBBBBE8
- AAA B8BBBBBBE
, - AA
- A BBA
-3.6 AA 88
- A BB -
- A ]
- AA B
- A B
4.2 AA B
- AA BB
- A B
- A BB
- A B
¢ -4.9 ¢ A B
- L: BB E
- B -
r A L
- A 88
6.6 A BB
- A BB
LR LU L T T LI LT L. L L [ . [P .
7 21 35 49 63 17
0 14 28 , 42 66 70 LY}
©
SURVIVAL TIME IN MONTH
T e
LOG_MINUS LOG SURVIVAL FUNCTIDN
. AP | S . A AU L VIR L AP L S L AN L L PR LI oL L AU
0 .
- 13
- LY
- AAAAAAAAA
- AAAAAAAAAAAAAAAAAAA
- ; AAAAAAAAAAAAARAAAAAA 7 -
-2 . T,
- AAAAAAA B6BABERA%Y
- BBBABBBBERBE ;.
- _AAAAAAAA 858888888 .
- AAAA BBBBBBBBBBES ‘ ‘
- AAA b
- AA
- AAA B
-4 AA B .
- A BB
- M B
- A 888
- ‘ BB - -
Y- A B8
- A BB
- A .
-6 .
- -
- &
| S . L S | “ L + L B . L LA * e +
Y 24 35 49 63 17
0 " 28 42 66 70 84

SURYIVAL TIME 1IN MONTH

I

Ce a0

Vo e s

D e R L I R e R e T R T R R R A 2

LN



.

Figurg,3.4}2 continued (site: uppervplot for original codes,

lower plot for new codes).
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Figure 3.4.2 :continued (mitoses: ‘upper ploL“‘fo; originaiv

‘codes, lower plot for new codes).
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Figure 3.4.2 continued (celltype: upper plot for original
codes, lower plot for new codes) . .
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-Figure 3.4.2 continued (differentiation: upper plot for

. . ,
original -codes, lower plot for new codes). .
2 . q’
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Figure 3,4.2 continued (ulceration: upper plot for original
codes, lower plot for new codes]).
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. Fiqure 3.4,2 continued (lymphatic inflammation: upper plot

for original codes, lower plot for new codes).
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valid results, one needs to ensure that the model containing the
time4dependeht covariates is well-fitted, which gives rise to a

new and at least equaliyvdifficult assumption ’to be checked.

In -this ‘!;qjeét, thew following "approach: is adoptedf
Regarding a'éontinuous covariate as having one level, the levels
of the covariates in  the data are treated .as vindiviaual
covariates and a backward‘selectioh is carried out using the PHH
statistic. Then-time-dependent covari;tes are introducedifor the
significant ‘1ev§;s 'selected in the above backward seléction.
This approach is based on_the'intuitibn'that those levels which’
appear to influence = survival more than othér levels are more
iikély tb violiate the aséumption and thus should be checked. Tﬁe

results are shown below and the new codes are used.

Table 3,4.2 Backward selection for significant levels.

. When DEPTH is used

Covafiates ) Chi-square to keep in P-values
depth 43.40 o 0.0
sex? “ a3 00008
age 23.20 | 0.0000
When CLARK'S EEVELS are used K
Clarks | 7.57 | 0.0059
sex? . 10,21 o 5.0014
age - ‘ - 20.88. o 0.0000
celll 4.13 - 0.0421
celll 7.33 0.0068
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Table. 3.4.3 - Testing time-dependent covariates. (2§~=
‘ln(survival time) and all the time-dependent covariates are

tested simultaneously)

[

o
When DEPTH is used
Covériates in Time-dependent Test
the model - covariates testedv_ statistics df 'P-values f;
depth ' lratio Rl 0.2342
5ex2 | 21 = sex2 * z score 1 10.2522
age ‘ Wald 1' 0.2592
z1 | ; | |
- When CLARK'S LEVELS are used
clark4 21 = clarkd *\;‘
‘sex2 §'éi22 = sgxé * z lratio 4 0.4078
age . | ﬂ\\\\ . score 4 0.4397
cell2 23 = cell2 * z  Wald 4  0.4576
cell3 24 = cell3 * 2

-

z1,22,z3,24;

The abbvg checks show that the proportionality assumption is
,acceptéble for the data after fecoding some of the covariates.
Two backéard selections are then performed (using the partial
likelihood .ratio test and the recoded covariates) to idenpify

significant prognostic factors. The results are summarized in

Table 3.4.4 and Table 3.4.5.
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P

Table 3.4.4 Backward selection whénrdepth is used. .

S0

‘Step Covariatés: | Chi-square to _ Globalifééf
no.” left out ° leave out df P-values - P-yaiues
1 Q'_ mitoses  0.0032 1 -0.9551;‘: 0.0000 .
2 ulceration  0.0236 I 0.8780 ofoooo |
'3 - lymp © 0.0240 1 0.8769 °  0.0000
4 ?diff © 0.7918 1 0.3735 ','_»*o.booo | .
‘5* site  1.9400- 1 0.1637 0.0
P celltype 4Q9938' 2 0.0823 0.0
7 ‘'no covariate to be left out. | |

The kept-in covariates are:

Name ,P-Yalhes
“depth 0.0.

age . 0.0007 7

sex ©0.0000 | N o

\yhe_estimation of the kept-in covariates is:

Covariates Coefficients  Standard Error Coeff./s.e.
depth: 0.3309 "0.0502" 6.5881
age 0.0231 | 0.0069 3.3360
sex(female) -1.1655 0.2420 © . -4.8162 4

ATable»3.4.5tBackward selection when Clark's levels are used.

Step Covariates Chi-sguare to § Global;test
no. left out leave out df P-values P-values
70



o

o o
1 lymp ~ 0.0046 1 .0.9452 ©0.0000 |
2 Qiff 0.1546 1 - 0.6942 0.0000
3 mito © 0.6738 1 0.4117  0.0000
4 ulceration 1.6122 1 0.2042 0.0000
5  site  2.3718 1. 0.1236 0.0
6 no covariate to be left out.

The kept-in covariates are:

Némg | P-values
Clark's 0.0066 i
age - d.QOO3
sex © 0.0000
celltype 0.0037

The estimation of the kept-in covariates is:

- Covariates. Coefficients Standard-Efror Coeff./s.e.
Clark(IV,V) 0.7005 10.2607 2.6874
age | 0.0271 0.0075 . 3.5987
sex(female) -1.1615 0.2402  -4.7941
celli(lentigo) -0.9698 . 0.5367 ~1.8067

cell3(nodular) 0.5439 0.2548 2.1347  +

With depth in the model, depth, age and sex are identified

e

"as significant prognostic factors; with Clark's levels in the

modél, Clark's levels, age, sex and celltype are \identified ’asg

Y
significant prognostic factors.
It is understood that model fitting is an evolutionary

process. Thus, the graphical method is used once again to check

\
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Figure 3.4.3 Checking proportionality when only, the .
significant factors. are used (upper plot for sex undef‘depth;

lower plot for Clark's levels under Clark's levels).:
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Figure 3.4.3 cont1nued\(upper plot for sex wunder Clark's,

lower plot for ‘celltype undef\CIark s)
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Figure 3.4.4 Model fit when depth is used
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Figure 3.4.5 Model fit when Clark's levels IV and V»oré used
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the proportlonallty assumption when only the 51gn1f1cant factors
are in the model. F1gure 3. 4 3 contalns the plots. 7

Also, the results of testing t1me-dependent covariates shdwnﬂ
in, Table 13,4.3 happen to be the results needed to’ support the
models containing only the 51gn1f1cant factors. For these two

. models, the prqportlonallty assumption is reaeonable.

S
3

oL g

As another check of model fit, the eStiﬁaEed survival curves

=3

(by the life table method) and the predicted survival curves are
compared on paées 74-75. With depth in the model, the“CQmparison
‘is focused on the men's  and women'’s sdrvivel; with Clark's

levels»in the model, several combinations are considered. The

comparisons are displayed in Figure 3.4.4 and Figure 3.4.5.

Satisfactory agreement is observed. . ' .

{

In summary, ba;ed on the data and the multivefiate analyses
7 using Cox's regression model, the significant prognostic factors
are tumour depth, sex and ‘age if tumodr depth 1is .to be
considered, or are Clark's levels of ihvasion sex, abe and cell
type 1if Clark's levels of invasion are to be considered. (cf

section 3.5.1).

3.4.2-Planned Hypot hesis 2
In a paper by Koh er a/. (1984) -the authors claimed that
they determined the following finding: after careful depth and

location considerations were accounted : for, .there 1s no

difference 1in prognosis between stage I LMM (lentigo mallgnab

melanomas) and stage I non-LMM (superf1c1al ‘spreading and

»
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nodblar melanomas). Thé'authors used 44 LMM pa;lents\JA\E//éi
‘1,%%9 -hélanoma patlents in their study as the ba51s.v44 people
weré chosen from the non- LMM patients to form 44 palrs with jthé
44 LMM patients matched on body site (face vs postbrlorascalp vs
posterior neck vs arm vs leg) and depth (< 0.85, 0.86 to 69;
.70 to 3.64, 2 3.65). Slte was chosen to be matched because the ~
" authors highly apprec1ate its meortance ([24]). An attgmpt was
also made- to match patlgnts with - similar age, 'iength ,6f
'folioﬁ;up and sexA(no,detéil was Erovided).‘ Patients who died
from causes other than melanoma were recorded as being alive,
and their sufvival time being censored. The log-fank test
(Mantel's test)‘was used to compare survival betweeh the LMM and
the chosen non-LMM,patiénts (P-value = 0.68);'McNemar's,test was
used to analyze the 44 pairs for death (P-value = 0.37); Cox's
proportional hazards model was used to aqaiyze the V88 ?atients
£rom the 44 pairs, focusing on histology (LMM_vs.non-LMM), agé
(< 60 vs > 60), location, depth, associated nevus and sex, with
depth‘alone_found ;6 be significanp (p-value'= 0.0037). -

—

Although the authors of the above paper did a fine job
(matching and multivariate analysis), the folldwing aspects seem

to have not been covered well.

First, the results of. -the analysis of all 1,130 patients
were not mentioned, especially, the éﬁgnificant factors -
identified for the whole study were not mentioned. Therefore the

important general background is missing.

78



_ Secondly, lesion site, especially the concept of posterior

e

scalp and posterior neck, was an important criterion used to
form the 44 pairs, but it has not been widely accepted as an

important prognostic'factor.‘1[55],[62]).

Thirdly, of the .44 LMM pétients, 40 " had their tumours on
head and neck (90.9%), 2 on arms and 2 on legs. So to match arms
‘\agd legs does not make much sense in this case, and consequently

thé\{eSults thus obtained are unlikely to apply to armsAénd lege

in‘geaé{al. For instance, it hay‘ not be true that LMM and
non-LMM haveﬂthe same pggénosis 1f they have the same depth and
are on the same site of a;ms and legs.

Fourthly, the cutpoints of‘debth determined from large data
sets may not Eatch the characteristics of the LMM population,
and to treat age as a categorical covariate in such a special

way (< 60 vs > 60) can have similar probléms. I'f this is so, the

matching could have been misguided.

Finally, the sample size might not be large Aehough as to

make the definite conclusion reached by the authors.

"

It should be emphasized that matching is a useful technique

(controlling confounding effects or increasing precision of an

1

analysis), but it needs careful consideration to use it ([14]).

z

" Also one sheould realize the extent“within which results obtained

through the matching technique will apply.

""ﬂ
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In this section, the following séCohd'planned-hypothesis} is

‘tested based pn' the data, that is, 1s there any difference in

‘prognosis between lentigo maligna melanomas and other”' types .of

melanomas ? e ' //7

}If is shown first that it is not easy to Conéyruct gooa
matches, For this, depth,is listed in ascending order and sex,
age, cell and status are listed accordingly in Table 3.4.6.<?Ohe

méy try to form a few péirs, then one will see the point. The

matching technique will not be employed in this project.

Table 3.4.6 Data for constructing matches.

"SEX  SITE . DEPTH CELL AGE STATUS

1 2 .0500 1 66 1
2. 4 0500 1 51 2
2 1 . 100 1 63 2
1 1 150 3 70 2
2 1 150 3 52 2
2 3 200 1 31 2
1 1 200 1 84 1
1 2 200 1 53 2
2 4 .200 1 17 0
© 2 2 200 1 67 2
1 4 200 1 57 2
1 1 200 3 35 2
1 1 200 1 42 2
2 2 .250 1 50 2
1 4 250 1 51 2
2 1 . 250 3 52 2
2 3 270 3 56 2
! 3 .290 1 61 2
2 3 .300 i 46 0
1 1 .300 3 73 2
1 2 .300 1 71 2
2 3 .300 1 26 2
! 4 .300 1 30 0
2 2 300 1 57 2
2 4 .300 1 57 2
1 1 .300 3 75 . 2
2 2 300 1 43 2
1 2 .300 1 54 2
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500

2 4 1 76 o Ny 2
1 4 - .500 R 48 2
1 T .500 1 43 L2
2 2 .500 1 34 2
1 2 .500 1 42 0
1 2 . .500 1 70 1
2 3 .500 1 49 2
1 2 .500 - 1 23 2
2 4 .500 1 33 2
2 4 .520 1 44 2.
-2 3 .520 1 53 2
2 4 .520 R 34 2
g 2 .520 1 41 2
2 1 .520 1 41 2
2 4 .530 1 67 2
2 3 .530 1 61 2
2 3 .530 1 38 2
1 2 .540 o1 50 1
! 3 .540 1 40 2
2 2 .540 1 43 2.
! 4 .550 1 50 o2
2 2 .550 1, 41 e D
2 2 .550 1 32 2
2 2 .550 1° 29 2 .

- (portion of the whole data set)

The general features of LMM and non-LMM patients are

described below.

Table 3.4.7 Description of LMM and non-LMM patients.

LMM : non-LMM
Depth / Ag®
median 0.65  69.00 1.07 51.00
mean 1.24 57.17 1.69 51.24
s.e. o “71.53  12.87 1.60 716,88
mimimum - ' 0.15 35 0.5, 12
maximum . 6.00 100 : 9.§9F2§3 /

g
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skéwness
kuftosis
Sex |
male
female
»Site
hdnk
others
Diff
levels I and II
level III
Status»' |
éead
censored
Type speéific‘

death rate

:3‘0

47

- 2.104 -0.35

1.85 0.14

0,78 3.62 -0.68

20 160
15 235

26 61
9 334

20 315

15 80
4 74

31 321
11.4% 18,73

LMM patients-tend to have thinner invasion depth

i

and

{
\
!

o

older

age than non-LMM. The male to female ratio is 1:0.75 for LMM and

1:1.47 for non-LMM., Most LMM are on head and neck and the type

specific death rate is high with non-LMM.

Univariate analysis then shows that the five-year survival

for LMM and non-LMM are 94.20% and 82.03%, respectively; The

results are in Table 3.4.8,.

[
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Univariate analysis then shows that the five-year survival ,

~for LMM and non-LMM are 94.20% and 82.03%, respectively. The |

results are in Table 3.4.8.

E %
Table 3.4.8 Univariate analysis of LMM vs non-LMM. -
' Summary'Table
. Percent
Total Dead . Lost Censored Censored
non=-LMM 395 ' 74 . . 16 305 0.8127
LMM 35 4 2 29 0.8857
430 78 18 334 TOTAL
Test Statistics
Statistic df P-value
. Breslow - 2.551 o b 0 0.1102
Mantel ' - 1.362 1 0.2431
CUMULATIVE PROPORTION SURVIVINGJ
CLMULATIYE PROPORTION SURYIYING
)" ;“r n.‘;---.u.‘.....;.. .,..|.-'--;..---.‘a,.-‘v¢-.‘-»»A.........4......A»-‘..‘\..-..‘.-.‘>‘.<.'.<<n.‘4:
1.2 .
O :
JDE T e -
. .50 : :
w0 o
.20 . stands for L, .
N - gitanos for non-Luk. :
eﬁ :0 + + » - » 4 * . - . * L4 ’ * [P SRR ’..,.’...,‘.‘..‘?:
o0 2% 0. a0 B, B o W B T 10, . w0, * 1o

SURYIVAL TIWE Iu MOMTHS
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Figure 3.4.6 Checking propoftionali;y for LMM vs non-LMM

(under depth: upper plot for 6 all -factors, lower plot for

. . o
significant factors),
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Figure 3.4.6 continued (under Clark's: upper plot for all
factors, lower plot for significant factors). ~ C :
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The upper plots are produced when all the covariates (sed in .
the previous sect{on are included,intb thg,mbdel, The gﬁﬁég;,g;ﬁ;gi
fhis éovariate (LMM vs non-LMM) -on sEﬂyival is:not ‘proportipnal
for the first two years and the last few}manhsAin the range of
survival time. Since one can not*,change the*£§3§ing (LM vs

non-LMM) and since for a large portion of the :ééggzof‘survival,'

the "proportionality assumption seems to be reasonable,
- s e N v . z& . )
multivariate analyses will be performed using the above coding.

Ty

Two backward selections (led by tumour depth “and Clark's

ievels, respectively) are carried out with the results shown in
, . - £,
the following two tables, ’ ‘ v
% -

Table 3.4.5 Backward selection led by depth. - -

RS
re ~
i

Step Covariate§¥\ Chi-square to Global test
not left out leave out df P-values T P-ualues . ‘
 ulceration 0.C14 1 0.9070 0.0000 \

2 lymp bé.OZT ! 0.8835 - 0.0000

3. ¢ mito .037 ot 0.8480 0.0000

¢ aife C.694 - ¢ 0.4050 ©0.0000

s site 2.32¢ ‘J 0.1272 . 0.0000

& ne covariate to be/left out.;

——
s

The kept-in covariates are;

. Name P-values
’ depth 0.0
aze 00,0001
sex a.00 -~



. LMM ~0.0360 L

The estimation of the kept-iﬁFcovariateg;gs:

Covariates Coefficienpsvc Standard Error Coeff./s.e.
‘depth 0.3133 . 0.0514 1 6.1005
age 0.0271 | - 0.0072 . 3.7529
‘sex(female) =-1,2152 B 0.3431  -5.0000
M -0.9721  0.5280 -1.8412

R Y
A

‘Table 3.4.10 Backward selection led by:Clark‘s levels.,

-

|
“

N

‘Step Covariates. Chi;square to Gloﬁal test
ne. left out | leave out df P-values | P-vaers.
b ,iymp 0.000 1 0.9918 10,0000 -
> difs 5.072 1 0.7880 6.0000
3 mito | 1.552 v 0.2129 C.0000
4 ulceration 3.135 1 0.07§6i i .0000
5 site 30601 0.0572 6.0000
& no covariate‘tofbe left out.

The ke€pt-in covariates are:
Name vaalues
Clark’'s 0.0002 .
age l 0.0001
Sex ' 5.0000
MM 0.0094

The estimaticn of the kept-in covariates is:

Czowvariates Coefiicients " Standard Error Coeff, /s5.e,

88



clark(I1V,V) 0.8739 | 0.2430 °~  3,5966

E
S

age  °  0.0285 ©0.0076 ¢ - 3.7628
sex(female) -1,1377 ° 0.2397 . -4.7466
LMM C-1.1673 10.5264 f, -2.2175

In the first selection, depth, age, sex and celltype are
selected; in the second selection, Clark's levels, age, sex and

celltype are selected.

.. The lower plots~shown in Figure 3.4.6 correspond to the
covariate (LMM.vs non-LMM) énd are produced when only the above
selected covarliates are in the model. Some, but not dramatic,
improvemenfﬁ4can be séen.,Table 3.4.11 contains the results of
testing timeé-dependent covariates to check the proportionality

assumption. The large P-values support the use of the Cox model.

T

Table 3.4.11 Testing time-dependent covariates for LMM vs
non-LMM (z = ln{survival time) and the time-depéndent covariates

are tested simultaneously).

When DEPTH is used
Covariates in Time-dependent "Test

.
the m

6]

del covariates tested statistics df P-values

sox2 2! = sexz*z . iratiec 2 8.2887
age | score 2 0.3400

MM z32 LMM* 2 Wald 2 0.3487
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conczluded their paper

primary tumours 0.76 to

.65 mm thick

studied 203 patients with clinical stage 1

malamé/é “and

12 deatgs were‘observed

___with

and 11! of them occured in patients thh prlmarﬁ ‘tumours "located

on the upper Back,

Scalp, thus the BANS ,concept.

patients was reported

by

sex difference.-in

subsites, clinical stag
Since the publication

studies have been conducs

o

A

claxmzng

-

]

and

poorer surv

that th

:#gﬁ

eir

of

finding

pcsterior Arm, posterzor Heck and posterior

the %thS

{84% BANS vs 99% non- Bhﬁgyﬁﬂfﬁe authors

shows

survival after accounti ng for depth,

, When CLARK'S LEVELS are used ‘ f B
clarks zt = clark4*z H¢§f,
 sex2 22 = sex2*%z ‘lratio’ 3 0.2608- .Kﬁg’fj
age ':’ score. 3 0.2916 -
MM 23 = LMM*z Wald 3 0.306!
21,22,23 - N
. e 3
‘TG~¥ summa;ize, the LMM patﬁehts ﬁavé' different o
cha;écégris;ics Lfromrthose of the nbn~;MM pat:ents, especially,
the LMM patients have better _prognosis than the noh—LMM
patients. .
i;{,3 Plaaﬁed!Hypolhesj; 3,
In another paper by C. L. Day.e! a/a £1982;, the authors

rhe above

conflicting

paper,

resylts

a series of

reported
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t{r3},{55},[611). This sectjoﬁ;,sgudies,,the ~third planned

hypothesis: Do the BANS areas have worse prognosis than other

areas ? i 5 o

- The BANSZpatients and the non-BANS patients are c®mpared in

shree depth ranges, The first'range 15 the one used by Day e

am ] .
al .; tbg,sétend raﬁg&fcoyers, according to the literature, most
= = .

serious*melanomas except the extreme cases; the third. rangé‘ﬁﬁs

~used tc provide an overall picture.
Table 3.4.°2 Depth from (.76 to 1.69 mm (rahgefl).

Deé:h and Age BANS ) noﬁ-BANS

freguency 32 53 67 67

mean L5 462 1.13 53.6

standard dev. J.24 14,3 N 0.26 16.4

Tinimum 5,86 27 0.7% 19

Tax imum " .60 83 : 1.65 :OO

rarge .80 6 0.88 81
Sex

Talie 2% 24

female 24 42
Telltype

lentige SN 8

sugper 23 50

naduLar i 5 9

Status

dead 7 .



censored

Cell specific

death rate due

to hodular
Site specific
death rate:

-

42 "

23.3%

20.7%

60"

13:4%

10.4%

&

Table 3.4.13 Depth from 0.76 to 3;65 mm (range II).

—

<

Depth,and Age

— .

frequency

mean

standard dev,.

minimum
max imum
range
Sex
. male
female
Celltype
lentigo
super
nodular
Status

dead
W

S0

3.60

BANS
“90
486
16.2
21
86

65

51

38

92

2

3

non-BANS
123 123
1.74 55,
0.78 17
0.77 12
3.65 100
2.88 88
47
76
11
74
38
22



Cell specific
death rate due

to nodular
Site specific

death rate-

Table 3.4.14 The'who%e-depﬁh range
‘ -

(range III).

Depth and Age
freguency
mean
standard-dev.
minimum
ﬁaximum
ranget

" Sex
male
female

Celltype
1entigd
super
nodular

“Status

dead

cenéored

Cell specific

87

84
128
41

32

139

83

"non=BANS
259 259
1,72 54.9
9.71 0 17.5
"0.05 12
9.00 100 ’
8.95 88
JEE .
166 2o
33 »
170 . |
56 o
46 (//,/f///
213 L '



T o o K .
death rate due L i o ] & }
to nodular : - 24% o 21.6% o
o LR T :
Site specific,‘ ‘ 7
death rate : 18.7% . ’ 17-.8% "

b

: ~o
- In'the BANS area, more male cases were observed but 1n_ the:-

whole data set thére are 250 females and only 180 males, Ln the

threg'depth ranges,*fhe avgrage‘depth of EANS patients.féhanqep'
from being greater than that of non~BANS patiéRES‘tQ being
smaller than that of non-BANS patients. The cell épecific death
rate due to nodular tybe of melanomé (nédular ;ype has the worst
prognosis) is much higher~;;th ﬁANS iﬁ. the ffrs; range but
becomes slightly higher in the second and third”ranées. Alse,

the site specific death rate is noticablely higher with BANS in

the first and the second ranges than with non-BANS,

These observations seem to be supporting the BANS concept,

byt they are umivariate descriptions only. Six _multivariate

analyses are performed, using the aggroach u§edfﬁn the previous

two sections. In these analyses, site iﬁ recoded as BANS vs
non-BANS. Alsc, celltype is recoded as lentigoc plus superficial

spreading vs nodular to allow each level to have a necessary -

number of cases to fitf the Cox model.

F1y

s

9
o

efiore, pigmentation and regression are not included in

¢

the following mul:ivariate analyses. The proporrionality

assumpt%on is checked for site (BANS vs non-BANS) and celltype

cnly in Figure 3.4.7 {pages 95-100}.

s



Figure 3.4.7 Chécking p:oportiopaiity for the BANS concept

{under depth and range I: uppe; plot for site, 1lower plot for
celltype). - S % R
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F1gure 3.4.7 continued

for s1te, lower plot for celltype)

(under depth and range II: upper plot
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Figure 3.4.7 continued (under depth and range III:
plot for site, lower plot for celltype).
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Figure 3.4.7 continued (under Clark's . and range

plct‘for site, lower plot for celltype).
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- ‘Figure 3.4.7 continued (under Clark's and range 1II:  upper

plot for site, lower plot for celltype). S,
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plot for site, lower plot

-

Y

Figure 3.4.7 continued (under Clark's and range 1II1:

celltype). .
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The proportionality assumption seems to hold for all but two

cases, Six backward selections are then carried out (Table‘

3.&.15) leferentlatlon can not be 1nclud°d into the model for
the first two depth ranges because 1ts inclusion causes the
so-called'monotonicity problem ([10]). There}ote, fot 'd?pth
range I and depth range 11 dlfferentlatlon is not used.

Table 3.4.15 Backward selections for the three depth ranges.

When DEPTH 1is used ‘ | When CLARK'S LEVELS are used
"Covariates - P-Qalues : covariates‘ P-values L
kept in : ; : kept in. o ;
Range I |
none / | none / '\Q
Range 11
depth. v0.0000‘ sex 0.0016
sex 0.0081 cell 0.0472
| Range II1 | ’
depth 0.0 : E Clark's 0.0054
age 0.0007 | age 0.0012

sex ©0.0000 sex 0.0000

Interesting enough, no factor is significant for the first
depth range. In.fact, the global chi-square test for model fit
had never been significant once even when depth alone was
1ncluded into the model. There are two e;planations. The first

is that the exponential form of the Cox regression model is not
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sujtable;for'this'depth'fange. Tﬁis is poééible,vbut is/uniikely.
ﬂbecéﬁée Cox's model doés not specify the underlying distribution
~and thus is pretty rbbust and flexible. The sécond explanation
is that there reall& doeg_not exist a significant factor in the
first range, at least BANS is ﬁot signif&éant. This second
1 explanation is prefered because it is wha&‘therglobal chi;square
‘test says. In Haddi;ion; BANS ié not kept in in the second and
the third depth rangé‘analyses.. |

A few co&me;ES éboﬁt the erth cut points used‘so far’ seem
to be necessa:é. By reading through the literature, one can find
out that cutpoints 1like 0.85, 1.70 and 3.65, which have been

cited and\used very often, were first chosen by Day and another

two co-authors in a paper titled " The Natural Break Points for

- Primary-Tumor Depth in Clinical Stage I ‘Melanoma." The main
approachx'Day et al. wused to reach thé ébo&e cutpoiﬁts wés a
computer-based seafching. As Day el al.ﬁ wréte:,'" A separate
dichotomous yariable was created for each deptﬁ value at 0.05 mm
incrementswfrom~0.05‘to 10.0 mm. These depth variébleé‘were then
siﬁultaneously fested.with logistic reg;ession. The 95 per cent

confidence intervals were generated w&th the jagknife\

"

technigue.™ "--- the risk sincreases with depth in quantum jumps,
analogous to a rising staircase, with four 'stair steps' or
categories with the following,-boundaries: < 0.85 mm, 0.85 mm

through 1.69 mm, 1.70 mm throﬁgh 3.60 mm and 2 3.60 mﬁwj

Without. the intention to go into the detail any further,

I

only the other side of gggwigin is mentioned here. It has been

i
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noticed that 1mportant depth ranges vary from place to place

([121, [29] [61]). An unresolved 1mportant 1ssue 'is how to get
biological evidence to support or disprove certaln cutpoint
\values. Inc1dently, it, should be mentioned that the wdrd;
"Natural", used by Day er al/. in their paper does not have any.

natural biological meaning.

*infconclusion, the above analyses provide a negative case

study on the BANS concept. ~ o

3.5 FittingJCox‘s Regression.Model and Exploring'New Hypotheses

3.5.1 New Hypot hesis |1 ‘

In the course of lookino for significant prognostid\ﬁiactors
of malignant melanoma, various trials have been made (see [12]
for a review). fentral issue involved was how to characterizeq
this deadly neoplasm on objective grounds so that the results
thus obtained could be used by clinicians to de51gn and choose
appropriate treatments. Many classfficationsrwerevsuggested butb
none of them was accepted outside the centre from which it
originated. This 51tuat10n lasted for about thirty years until
in 1969; Clark et al. c1a551f1ed S:Iignant melanoma into five

levels of invasion, which were found to be of practical

relevance and later became internationally accepted.

After Clark et al.'s work, the field changed rapidly. In
» t
1970, V.J. Mcgovern stressed the importance of the growth.

patterns of primary melanoma (or cell types), and in the same
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year, A. Breslow claimed the importanceioﬁ the measurement of

T F e,

t

maximum depth of primary melanoma.,. In 19?8, the: first “study

comparing Clark's levels of invasion and Breslow's tumour;depth

was published, and the superiority of tumour depth over ieve}s

3

of* invasion was claimed in terms of being more objective, more

reliable, and reproducible ([12]). Today Breslow's tumour depth
has become«'acceptéd*as the most impoftant prognostic criterion

‘ BN ‘
of stage I malignant melanoma.

&
o

In  this section, the détails of how the superiority of

" tumour depth over levels of invasion was established are

régiewed. Following this, the Cox model is fitted to the data to

< e

corroborate the superiority. Tumour depth and Glark's levels of

“invasion are studied in the same model for the firgt time in:

this project.

——

In one of the first two papers comparing tumour depth with
levels of invasion?, C.M. Batch er al. (1978) proceeded as
below. . -

1. Kaplan and Meier's method (or product-limit méthod) was used

to estimate five year survival. First, levels of invasion

werd fixed and within each level depth was divided into k%wo
to three ranges. Secondly, four depth ranges were fixed and
within each range different levels of invasion were

compared. The results are summarized in Figure 3.5.1,

2 Another paper is in Italian. It has been arranged to get a
copy in English, '
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Part A

Figure 3.5.1 Co'm'pcqlri'soh
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- Figure 3.5.1 Comparison: Part B
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As_Balch'et al . pointed out, -within fhree Clark's.lévelsw

o there‘weré.gradationsé.of dépfh. that influenced survival .
(Part A),'but,coﬁverée reIationShipwaére'ﬁdedﬁééfVéafWEéﬁf{“’ﬂ’
‘théﬂ?oles of depth énd Clark's levels were . exchanged " (Part .-

B).

2. Thirteen »pofenéial prognostic factoré_were studied figst by.

univariate method (Breslow's test.) Six- . factors: were

) (j significant at 0.05 level, A fofward multiplé logistic
regression procedure was then used to analyze the thirteen
factorsns:multaheodbly. Tumo§r°depth was chosen to be ongfgf
the five significant factors, while levels‘dof invasion
belonged to the group of insignificant factors.

3. A comparison waé qug between the obser?ed number of five
year survivors and the number of predicted five year -
survivors based on the logistic model cohfaining the five
sigﬁifican;‘factors for evenly spaced survival probability

intervals. A good fit was‘claimed.

P

A few commenfs on Balch et al/.'s paper ére given below.
First;{ a good fit means a comprehensive-agreement between data
and the proposed model. Logistic modéls ‘deal with "dead; or.
"alive" only, so the 'infprmation contained in the length of
survival time was nét fully used, leaving possibility and need
for further investigation. (Recent studies do use the lengfh of
survival time,_i:e., Cox's regression model, but the iaeés andr

’

the approach are the same as those of Balch et al.'s f28]);

W
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Secondly, levels of invasion are based on the structure of :

_ human integument and are essentialiy qualiféti9e4~lwhiiér:fﬁaoufﬂ o
dep£h  is the dfrect measuremenf'ofwméiimum ih&aéi@h'fédégdiéééﬁhigﬁgﬁ‘
of sﬁ{; structure and is-basically qUantifative.'It is certain1y>;‘
worthwﬁile. to look for gradafions that influence fhe survival
within eaéh level Qf invasion, and for changes  of su;vival‘_
accompanied with the change' of levels of invasioﬁ Qithin a
certa;n‘chosen depth range. But the résults‘thhs obtaihed shouldv
be‘uséd with'Eéution because the rangés of depth used ate jﬁst a
tiny portion of infinitely manyvpossible ranges. In- this sense

the comparison done by Balch er al/. was not fair nor complete, —

Thirdly,‘as mentioned by the authors, inferactioﬁ .might
exist andvchange the gesults ofvanaIYSis. Therefore, the results
of -forward selection shouid at least be compared with those of}
backward selection, and when there are signs of interactions,

one should persue in the indicated directions.

With the abovg review and énalysis,'the Cox model is fitted
to the data and forward as well as backward selections of
'significant prognostic factors are‘performed. Still pigmeﬁtation
and~regression are not‘consideréa in the following multivariate

ey

analyses.

As before, the proportionality assumption is checked first.

'In Figure 3.5.2, the upper plots corfespond to the original

codes (Table 2.2); the lower plots correspond to the new codes

in Table 3.4.1 with the exception that celltype is recoded as

w
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Fzgure 3 5.2 Check1ng proportionality. when depth and Clark's"

levels are used (sexﬁ upper plot for orlginal codes, lower plot

for new codes). o £y
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- Figure 3.5.2 continued (site: upper plot,f,or orfigrifnaglr code’s’——,——_—rf——r—f—

lower plot for new codes). S _
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Figure 3.5.2 continued (Clark's: upper plot for original
codes, lower plot for new codes). ‘
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Figure 3.5.2 continuéd_ (mitoses: ﬁpper'plot foerriginal

codes, lower plot for new codes).
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Figure 4g4.5.2 continued\ (celltype: upper plot for

codes, lower plot for new codes).
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Figure 3.5.2

P

continued (differentition:

original codes, lower plot flor new codes). -
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‘Figure 3.5.2 continued (ulcgration: upper plot for original

4

codes, lower plot for new codes).
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Figure‘ 3.5.2 continued (lymphatic inflammation: upper plot

for original codes, lower plot for new codes).
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lentigo plus 'superficial\ spreading vs nodular. This change is

suggested by the analyses done in section 3.4.3..

After recoding the data, the proportionality assumpfion
appears to hold to a reasonable degree. Backward and forward
selections are then carried out, giving results shown in Table

3.5.1 and Table 3.5.2. \
' 5

Clark's levels of invasion is not selected in'the above two
covariate selections, Since the selected covariates are the same
as those obtained 1in section 3.4.t, no further checking and

testing need to be done and the guperiority of tumour depth over

~ Clark's levels of invasioh is corroborated.

4 ' kl

Table 3.5.1 Backward selection ‘of significant prognostic

factors.

Step Covériates ' Chi-square to =~ Globai test
no. left out ’ leave out .af P-vélues ’ P—Qalues
1 ulceration 0.000 t~ .0.9929 ~0.0000
2 mitoses 0.004 1 0.9449 >  0.0000
3 lymp 0.027 1 -0.8685  0.0000

g diff 0.357 1 0.5504 0.0000
5 celltype  0.617 1 0.4322 0.0
6 site o110 1 0.2349 0.0000
7 Clark's 2.498 1 0.1140 0.0
8 no covariate to be left out.

The kept-in covariates are: .,



-
‘\
8

s . Name = P-values

- depth 0.0
age 0.0007 / -
> » :
3 sex 0.0000

The estimation of the kept-in covariates is:

Covariates Coefficients Standard Error Coeff./s.e.

 depth 0.3309 0.0502 6.5881
age 0.0231 0.0069 3.3360
sex(female) -1.1655 .. 0.2420 -4.8162

.

Table 3.5.2 Forward selection of significant prognostic

factors. h
Step Covariates Chi-square to Global test
no. added in add in df P-values i' P-values
1 depth 39.103 1 0.0 0.0
2 sex 21.813 1 0.0000 0.0
3 age 11.498 1 9.0007 0.0
4 .‘no cova;iate to be added in.

The estimation of ‘the added in covariates is:
CoQariates Coefficients Standard Error Coeff./s.e.

depth 0.3309 0.0502 6.5881

age 0.0231 ~0.0069 3.3360
sex(female) -1,1655 ) 0.2420 -4.,8162
&
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3. 3. 2 New Hypothests 2

As has been ment1oned before, tumour depth is at present the

best prognost1c factor of stage I mallgnant melanoma. However,

-

new prognostlc factors are proposed from time to time. In' 1978,

Schmoeckel_and Braun-Falco reported to have found an evengbetter

'prognostic'factor'(theypcalled it .Prognostic Index, thus the

name PI [55]). By definition, PIvequais the product of tumour
depth and the number of mitoses per square millimeter on

standard histologic sections of thertumour,

rﬂowever, if one reads Schmoeckel and Braunjgalco's 'paper,
one can soon .find out that the authors did not provide av
convincing analysis:td support their Ph, proposal. In a very
recent paper by A.M. Kopf }1 al . (1987) the authors programmed
the1r computer to seek 51gn1f1cant cut points of the PI .range
and then used the cut points thus obtajned to sub-divide evenly
spaced depth ranges (1.50 to 2.49, 2.50 to 3.49, 'greaterA.than

3.50) and showed that within each depth rapge, patients with

d1fferent PI values (< 19 vs 2 19) had different survival. Aiso

logistic regression was employed to show that cut point 19 was

more significant than depth when both PI and depth were 1in the

regression model.

For similar reasons to those given,ih section 3;4.1 about
the comparison of Clark's levels of invasion with tumour depth,
the comparison done by Kopf et ~al . can‘be improved. (By the way, -
Schmoeckel and “Braun-Falco used the Student's t-test only).

this section, the prognostic value of PI is studied.

-

119



A word mustxbe said about the defiﬁifion_éf PI to be uséd' &
beiow. When the data were> cdllected; the information 6nvthe
number of mitoses pe; square ' milliméfer, was -~ not reéo:ded.
Instead, the actual nuqber‘of mitoses were counted. Therefore
the definition of ‘PI to be used is R

'PI = (tumouf depth) times( number "of mitosés) = Index

For this reason, this section is named a new hypothesis.

»

As in section 3.4.1, tumour depth and Clark's levels‘are
used to'lead two parallel analyses, in each of which index (or

k5
PI) is inE;uded.

. @raphical checks of the‘proportionality assumption produce
pldéi quite similar to those displayed in section 3.4.1 and
section 3.5.1 and thus are not presented. The proportionality
/éssumption _comes to hold in general after the data are recoded

in the'way shown in Table 3.4.1 except that celltype is recoded

as lentigo plus superficial sp}éading vs nodular.

Four covariate selections are carried out. When depth is
used, the 'fofward and the backward selections select the same
covariates, but index_is not selected; wﬂen Clark's levels are .
used, the forward and the backward selections still select gie o

same covariates, and index is selected and has smaller P-value

than that of Clark's levels.

Table 3.5.3 Backward selection when depth is used. -

]

Step Covariates ' Chi-sduare to Global test
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.no. left out leave out df,‘P-values"r P-values
é;\ lymp - 0.000 1 0.9964 0.0000 B
2 ulceration 0.024 1  0.8761 0.0000
3 diff _;;fj_vo.207 i 0.6495 B 0.0000 -
4 5;1{{§pe ~0.786 1 0.3754 | o;ooop_
5 site ; 1.504 1 0.2200 0.0000 | ) o
6 mitoses 1.831  *1  0.1760 0.0000 A
7 index 1.308 1 0.2528 0.0 -
8 . no covariate to be left out. .

The kept-in covariates are:

Name— P-values
depth 0.0 - ‘\
age . 0.0007 g
sex 0.0000

The estimation of the kept-in covariates is:

Covariates Coefficients ’Stanaa;d Error Coeff./s.e.
depth 0.3309 | 0.0502  6.5881
age ©0.0231 ~0.0069 . 3.3360

sex(female) -1.1655 . 0.2420 ~4.8162

Table 3.5.4 Forward. selection when depth is used.

Step Covariates - Chi-square to . Global test ——
no. added in add in ° daf P—values. | P—valués : ,;.
B depth 39,103 1 0.0 0.0

2.  sex © 21.813 1 0.0000 0.0
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A,

3 age ~ 11,498 1 0.0007 0.0
4 . no covariate to %e}added in. ;

The estimation of the added-in covariates is:

4

Covariates Coefficients Standard Error 4Coeff./s.e.
‘depth 0.3309 ~0.0502 - 6.5881
age ' 0.0231 0.0060 # 3,3360

sex(female) ~-1.1655 . 0.2420  -4.8162

Table 3.5.5 Backward selectioh when Clark's levels are used.

-

Step Covariates Chi-sguare. to , ﬂzGlobal‘tést'
no. left out lea&e out r';clf P-values P-values
4 ulceration  0.000 1 0.9964 . 0.0000

2 lymp 0.024 1 0.8761 0.0000
3 diff 0.207 1 0.6495 ~0.0000
4 mitoses 0.786 1. 0.3754 0.0000

5  celltype 1.504 1 0.2200 ©0.0000

6 site 1.831 1 0.1760  0.0000

7 no covafiate tohbe left-éUt. q

The kept-in covariates are:

! Name - P-values
Clark's 0.0322 ’
age o 0.0024
sex - 0.0000
index 0.0001

The estimation of the kept-in covariates is:
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Covariates ‘Coeffici

Clark's (IV,V) 0.5606

age o . 0.0210
s€x (female) -1.0994
index 0.0803

¢

énts
0.2644
‘0.0076
0.2400

0.0185

"Standard Error

Coeff./s.e.

2.1201 o

o 27998if’”* o

-4.,5812

4.3519

4Table 3.5.6 Forward selection when Clafk's levels are used.

N .

Step Covariates

no. aﬁdeg in add
(I index 32.
2 sex
3 ége
4 . Clark's 4.5
5 | no covariate to

Chi-sguare to

in. df
595 1 0.0
1 0.0000
1 0.0007
85 1 0.0322

bé_added in.

P-values

Global test

P-values

0.0
0.0
0.0
0.0000

The estimation of the added-in covariates is:

Covariates Coefficien

Clark's (IV,V) 0.5606

age 0.0210
sex (female) -1.0994
index 0.0803

ts  Standard Error Coeff;/s.e.
| 0.2644 2.1201 )
0.0070 2.9981
£ 0.2400 ~4.5812
0.0185 - 4,3519

4

and Clark's

not selected when it is aralyzed together with depth, and that

The above results suggest that index stands in between depth =~

levels. Considering the fact that Clark's-level is

there "is no natural 'ﬁéaning attached to index, index is not (
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recommended as a significant prognostic factor.

Ih fact, since the abso1ute:cQuﬁts of mitosaswatemusédT,’ongA
- may férgue thaf somé adjustment is needed to get rid df’the
effeét of presumed evenly spaced ranges gf>prognosis, which is
unlikely to be true because depth seems to measure the.effect of

duration and cumulated invasions, thus is a long term effect,

while mitosis measures growth rate of the tumour and is more

dynamic. The use of the number of mitoses per square millimeter’

seems to be a step in the right direction.

3.5.3 New Hypot hesis 3

During the course of analyzing the data, Some signs of
[ ,

interactions among the covariates were observed. 1In this

Y
-~

.section, an.effort 1s made to look for interactions. Two methods

are supplied and one of the two methods is demonstrated using

the data.

A

The first method is most suitable for searching interactions
among covariates. Suppose a covariate has k levels (for a

continuous covariate, it 1is discretized 1into £k levels). A

N .

separate model is fitted to each level ard a covariate selection

procedure is caxeied out. if different covariates are ‘selected
as being significant for different levels, the implication is
that an interactioh_may exist between the chosen covariate and

-thevother‘covariates. ([31]).

The second method is formal and is based on the likelihood

ratio test. It is suitable for both searching and confirming

[S
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existence of interactions:“As above, for a chosen covar1ate w1th
k+1 levels, let a;, a, -+, ap be the k. corresponding effects
’on survival.i For each level i;‘let ﬁi,= (ﬁi1---;ﬁiS)T be the
regression coefficients 'associated with the covariates Zy,

zz,---,zs, i =1, 2,4,k Then the following nulirhypothesis

H0:61=62="'=6k E\ ’ o

means that there is no interaction between the chosen covariate

and other covariates. - ‘ ,

Denote by Lg(k+s) the maximized partial likelihood under Hg
and by L((k+1)s) the maximized partial 1likelihood under. no

restrictions. If Hp holds, then
) : Lor(k"'S‘) ‘
will distributed asymptoticlly as chi-square with k(s-1) degrees

X2 = -2 1n

of freedom ([31])

Since. BMDP does not support the second method ea51ly, in the

following demonstration, only the f1rst method 1s ‘used. .

;
7

This\sectionL;s mostly an‘exlporatory section, especially it
is hoped to find gsignificant) interaction(s) “among the
insignificant factors according. to the preVious analyses. In
order to search as far as possible,- pigmentation and regression
are also.considered, but of depth and Clark s levels, only depth

158 used. [‘ ‘

—

To ease the application of the first method, the data are
recoded. For technical reasons, some factbrs caw not be included
into the model desired to be fitted ([10]). This is made clear

»
* 14
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when the results are presented. The backward lection procedute

-

is used to obtain clues of interactions.

Table 3.5.7 Recoding information for finding interactions.

3§

.+ Covariate Levels / & Codes Names -Base-level

sex male . I sex - sex|

o female ' 2 sex?

site non-limbs . 2 sitel sitel ”
1imbs , 4  sited

depth  continuous | / :deptﬁ Q /

mitoA level I and II : 1. mitol | mitol
level 111 ,‘ 3 mito3

cell - lentigq and )
superfigial,spreading 1 . cellt celll
nodular - " 3. - cell3

diff level 1 o diffi
level II and IIT 3 diffa diff3

pigm level 0 and I T o ‘pi§m1 pigm!
level II and III 3 pigm3

ulce absent - : 0 uléeO : ﬁulceO
present . o ulce |

1ymp absent 0 1ymp0 1ympO
present | ‘ | 1 ‘ lymp1,

. regr absent ‘ 0 regr@ regr0
\, | present 1 regri
age . continuous ’ / age /
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Table 3.5.8 Backward selections for clues of interaction.

s : = Q&

aFéct@rs selected Under Male Factors not in Model
depth age diff3 none :
| Under female

depth age | } ' none

Underhsite1
depth sex2 age‘ o diff3

pigm3 |

Under site3

depth I Giff3

"Under mitol 1

depth sex?2 aée | diff3 3
Under mito3.
depth éex2 age- diff3
pigm3 regr!
Under cell?

depth sex2 age ‘ ) ,diff3 Sited4 mito3 pigm3

e T
[ .

Under: cell3
Sex2 age diff3 Site4d mito3 pigm3
 Under diffi '
depth sex2 age ' v ulce1imito3 regri
pigm3 o
Under diffs3

depth ' - ulcel mito3 regri
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_ B Undér.pigm}ﬁ{
' depth sex?2 age‘ - - ,diff3
’ ~Under pigm3 |
" depth sex2 | ‘ - Qiff

| Under ulce0 |
depth sex2 age | none

diff3 pigm3 =
Under ulce!

lympl sex2 age . none

Under lympO

depth sex2 age none
pigm3
\Undervlymp1'
depth sex2 none

Under regr0

—

"

depth sex2 age - diff3
Under regr!
depth sex2 age . Qiff3

mito3

‘Based on the clues of Table 3.5.8, formal statistical tests
are performed by iatroducing cross-product terms. The factors
‘always 4in the model yhen doing any test ;ré depth, sex and age.
In every single test to be performed, only one cross—producti
term is tested: Table 3.5.9 has the summary for those
cross-product terms in which at leasf one element is a

: ;
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significant factor~for the whole data set. | S -

Table 3.5.9 Testing cross—product terms 1I.

Cross-produbts tested. P-Qalues
se#2 by diff1 ; 0.3649.
site3 by sex2 - 0.5946 (Pﬁvélues are given by
mito3 by sex2 0.4679 the likelihood ratio
piém?gﬁy sex2 0.4309 »'tést)
ulcel by sex2 0.7485

lymp1 by sex2 , 0.2633

None of the cross-product terms are significant.

The cross-product terms in which none of the elements are
‘significant factors. are. tested below. Note that "0" means not
significant, "1" means significant. Significance level 1is a =

0.05.

One significant croés—product term is found, namely, m@toses_
by regression. 1Is it legitimaté to report this cross-product
term as,a significant factorzé Should the significance level -be
control?zd because of what people call the "multiple comparison”

effect ?

—_—

w
“_These two guestions are connected. The key point is: What

does it mean by being significant ? Tweqty-seven‘tests at a =

' 0.05 level are carried out, then the probabjlity of having at

K
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Table 3.5.10 Testing cross-product terms Il

.
site mito cell pigmxhlce lymp regr L
site |
" mito O
cell O 0 .
pigm O 0 0
ulce 0 0 0 0
lymp O 0 0 0 0 .
regr O 1 0 0 0 0
v

least one significant result is 1-(1-0.05)27 = 0.7497. This is a
high probability. If one controls the above probability at 0.05,
a should be set to 0.0019 at the very beginning, then the term
mitoses by regression is no longer significaht (it has P-value

0.0116.)

L4

Something subtle and philosophical 1is involved here.
However, this section 1is an exploratory  section, so 1t 1s
recommended to investigate the interaction between mitoses and

regression further.

&

r

On  the whole, 1looking for significant interactions is not
the easiest job in the world. Based on the data, only some signs

are seen.

=]
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3.5.4 A Goodness-of-Fit.Problem

In section 3.3, the statist&éal background ‘ofﬁ the -Cogf‘
regréSsioh‘mddel.Wasintrod@ced. In particular, it was mentiongd
how tg,check the propértionality assumption by plotting or by
testing time-dependent covariates. As to the problem éf model-:
adequacy,. a global chi-square test was méntioned,ané in section '

3.4.1 a brief discussion on some practical problems was offered.

¢

In this section, the problem of checking model adequacy is
studied i a littlé more detail. Instead bof describing-g
éolution to the \problem, which has not been available
practicalLy; a few ‘cbnsiderations are given in looking fgr a

solution to this problem..

In the field of su;vival anaiysis- of biological data,
various kiﬁds of randohness ekist. But preciée‘ information
necesséry to describe them is usuaily hard to obtain. A typical
pfoblemAis; a large”qumber of variables wé;e measured, but they
were measured “in greatly varing precisions, due to arbitrary
codiﬁg, complicatéd censoring, competing risks aﬁd unevenly
correlated associations. When the data are ready, o?e usually
has an enormous amount. of information, but perhaps only a small
‘portion is useful in.p;nswering the questions in one's mind.
Sometimes. one even does* not know what portion one needs to’ take

-

for wuses. Intuitively speaking, analysis methods requiring high

and uniform ﬁ&ecg#gon of data are neither Apractical’ nor

sulitable.
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"may be  expected to" etc. in their descriptions. For instance,

‘obtained. .

2

- At present, graphical' methods are the most commonly used .

- methods. There are some ~advantages in using ' éraphicél

techniques, ;such as their being quick, easily understood and
fairly comprehensive.AHowéver, when bordline or nea;‘ bordline
cases arise, graphical methods seem té be inéompeteﬁt. Moreover,
allé&he methods availablé have "presumed", "approkimately" and
let h(t,z)xbe a hazard.rate, H(t,z) be the cumulative -hazard‘{
function defined by | | |

H(t,z) = fgh(u,z)du.

Then the transformation

Ei = H(Tilz) i = 1, 2') ...-" n «*

will transform survival times {T;} to a (censored) sample from

the unit exponential distribution if one knows “the underlying

theoretical H(t,z). However, one usually does not know and can

only estimate H(t;z) by, say, ﬁ(t,g).IWhen this estimate is used
to calculate |

ei = H(tI,Z),

{e;} will have their own statistical properties which one does
not know exactly. The "hope, which is the basis of some gréphical
methods, is that {e;} will behave somehow like a genuine sample

.

from the unit exponential distribution. But at present-not much

is known about the impact’ of this assumption on the.results thus

¥

Note that the above qdestion is a goodness-of-fit question,.

but it is not in the usual framework. Instead of estimating a

rd
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‘few parameters, one first estimates the-whole cumulative hazard

function H(t,z) and the. uses this estimate to obtain what

people nowdays call the generalized residuals fe;} ([171).

b

~ In the case of fitting the Cox model, one does not specify
h(t,z) (thus Hét,g)) at all, so there even does not exist an

object to make comparison to. Anlapproach has been suggested to

—

treatrthé base line hazard rate function hd(t) in the Cox model

as constant or piecewise constant ([1],[57]). Perhaps a method

with certain upper and lower bounds when estimating ho(t) might
" be more appropriate for the reason similar to that of providing

a confidence interval for a point estimate.

4

It seems to be wunusual for a project to bring about a

problem without solving it, at least partially. However, in the

present case, solving the problem itself: would be another

o

project or even a thesis. Nevertheless, there is another purpose

to discuss the above problem‘ﬁeré, namely, to make the following

point clear from a practical point of view: care should be taken

3

when fgtting the Cox survival regression\modél“because power ful
‘techniques for checking model adequécy' are not practically

~available. . | .

3.5.5 Prediction of Five-year Survival
One  purpose of fitting a_ regression model 1is to do

prediction. In this section, the model containing tumour depth,

sex, age and cell type (LMM vs non-LMM) determined in_Secfion

. F . . A
3.4.2 is utilized to predict five-year survival of stage I
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malignant melanbma patignts covered by the data.

Predictions are based on the following formula. According to
§eétionA3.3, . ~ -

h(t;z) = ho(t)exp(ﬁTz), o “g\\

~ Thus,.

S )
S(t:z) exp(—foh(u;z)du)

[so(t)]exp(fTz)

N

where S;(t) is the base line survival function corresponding to

z = 0 ([40],[461).

In the present context, z = (2,,22,25,2,)7, where z, =
depth, z, = sex (= 0 if male, = 1 if female), z, = age and z, .=
celltype (=0 if non-LMM, = 1 if LMM). The depth range is divided

~into four intervals: LE 0.74 mm, 0.75-1.49 mm, 1.50-3.49 mm, GE

3.50 mm. In each Vinterval, the mean depth'is used when doing
prediction. Similgrly, age is divided into under 64 and over 65
years old and  the mean .age 1in each interval is used to do

brediction. SO(fi"e years) = B83.04% 1s estimated by the

product-limit method.

All together, 32 predictions>of 5-yeat ‘survival are made.

The following table contains these predictions.’

Table 3.5.11 Predictions of five~year survival.

Depth Sex Age Celltype Five-year survival

LE 0.74 male under 64 LMM 96.0 %
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LE 0.74
LE 0.74

LE 0.74

0.75-1.49
0.75-1.49
0.75-1.49

0.75-1.49

0.75-1.49
0.75-1.49
0.75-1.49

0.75-1.49

1.50-3.49

male -

male

male -

Sex
female
female
female

female

64

65
65

64
65
65

64

64

65

65

64
64
65
65

Celltype
LMM
non-LMM

' LMM

Celltype

LMM

non-LMM

LMM

Celltype
O
non-LMM

LMM

Celltype
C M

non-LMM
LMM

non-LMM
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;////////

Sex

Age Celltype Five-year ;urvival'
1.50-3.49 female under 64 LMM 97.9 %
1.50-3.49 female undér.64 'non-LMM . 94.6 %7
1.50-3.49 female ovér 65 - LMM 94.7 %
1.50-3.49 female over 65  non-LMM 86.6 %
P P Cesemereecnsasenns i R
Depth Sex Age Celltype Five-year survival
GE 3.50 malé under 64 MM 85.3 %
GE 3.50 male under-64  non-LMM 65.7 %
GE 3;50i male over 65 LMM 67.2 %
. GE 3.50 male over 65 non-LMM 35.0 %
................... Bl LR LR R R R SRR R
Depth Sex ‘Age . géelltype Five—xear survival
GE 3.50 female under “‘64k/ LMM 94.1 3
GE 3.50. female under 64  non-LMM . 85.0 3 :
. . GE 3.50 female over 65 LMM 86.3 %
| GE 3.50 female over 65 non-LMM - “67.8 %

-----

The worst situation involves a male ﬁhtient

¥

over 65
old and with non;LMM lesion more than 3.50 mm thick: the best

situation happens to a female patient under 64 "years old and

with LMM:lesioh less than 0.74 mm in depth.
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CHAPTER 1V
CONCLUSIONS

—_—
!

Towards the main objective of identifying significant

+

prognostic factors of stage I malignant  melanoma, both

univariate analysis (Mantel's test and Breslow's test, etc.) and

multivariate analysis_v(édx’s “proportional -hazards regression’

y

model) were carried out to analyze the data set from the Western

‘Canada.Melanoma Study. Among the thirteen potential prognostic

factors covered by the data, melanoma tumour depth, sex and ége

of the_melénoma'patients were found to be important prognostic

factors, that is, the deeper the tumour depth or the older the

patients, the worse the prognosis; the female patients ‘generally

have better prognosis than the male patients.

pr
4

Two current research problems were also investigated. In the

‘first problem, some researchers claim- that there . is no

difference in prognosis between stage I lentigo melanoma (LMM)

and stage I superficial spreading and nodular melanomas

(non-LMM) after controlling for tumour depth and location
([38]). The analyses of the data in this project show that LMM
has a bettergprogﬂosis than non-LMM, a conclusion which has been

reported in [12] ‘and [54]. In the second problem, -the BANS

concept (that-is, tumours located on the upper Back, posterior

Arms, posterior. Neck and posterior Scalp have worée prognosis
than tumours located -elsewhere) was shown to be invalid based on

the data, adding one more negative case study to [13], [55] and
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[62]. L

‘The review of the development of two important prognostic - -

2

factors of stage I melanoma, namely Breslow's t umour depth and -
Clark's levels of tumour invasion, reveals that the>fofher.is a
quantitativé measurement, ‘the latter is ' a quglitatiVe'
measurement, of the same characteristic of melanoma tumours, and

therefore. the. two factors are highly correlated. For the study

. of étage I melanoma, the present fashion is to analyze tumour
depth and Clark's levels of invasion in one model, which often

leads to such conclusions as that both t umour depth and Clark's

s

levels are barely significant and either sex or age is much more
significant ([28]). From a statistical analysis point of wiew,
including highly correlated covariates into one model. is not >

recommended in general; from a biological interpretation point

2]

of view, it 1is more -appropriate to analyze tumour depth and

<

Clark's levels of 1invasion separately. Using this  strategy,
SN

Clark's levels of invasion, sex, age .and melanoma cell types are

found to be another set of significant prognostic factors.

-

Based on the data, a new prognostic index, i.e., the product

Wt

of tumour depth and the number of mitoses, is studied. This
index 1is shown to be not as powerful as tumour depth alone in

predicting prognosis. .

A bsystematic search for interactions between the potential
prognostic factors is performed. Mitoses seems to interact on

1

regression., This interaction is recommended for further

.;v'
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‘investigation.

For doctors to use the results of the énalyses, a.series of

“predictions of five-year survival of the melanoma patients are
supplied. The method »of‘ predicting any number of years of

survival is alsogexpiained and the formula provided.

There are several areas where further analyses can be of
. o N . o N
interest. : Y

Throughout this project_l noﬁparametric ctéchniques~7kare
utilized. The advantage of using ﬁonparametric technigues is
that theiiare bretty.fobust‘ (for example, to outiie}s); VBut
fitting parametric models such as Weibull's may provide

alternative descriptions to the same data.

Most melanoma patients are old people and naturally some of

.them are patients with some other diseases, too. This means that

there are competing risks among the melanoma patients. It should

be interesting 'toc see how the competing risks< influence the
health of melanoma patients; that 1is, one +may carry out a

competing. risks analysis.

Since British Columbia has more sunshine and beautiful
beaches than the other three provinces and in general each

province has its cwn characteristics, an analysis aimed at the

rhn o

P

difference(s) among the four provinces may provide ‘additional

knowledgé3 about the behaviours of melanoma in Western Canada.

This can be done when the whole data set has been cleaned.

-
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As for the statistical analysis, there is still some work to
be done to iﬁprove the present modeling téchniqpes, especiaily,

t6.provide mére powerful techniques to check model adeqﬁacy.

This inclddés improving .the graphical methods. in use now and

developing ‘easy-to-use analytical methods.

Finally, some' general comments which provide additional

information about the statistical techniques used will conclude

this project.

The life-table method and the product-limit method wusually
give very close estimates of survival function. A good reference

for the underlying theory is [8]. °

_There ‘are at least three different ways of looking at the
Mantel test and the Breslqow test. One way is tb cohsider t he
difference between the observed number of deaths and the

expected number of deaths;.another way is by means of dummy

variables and the Cox regression model; the third way is ‘to use

rank statistical argument. The first way 1s intditively'

appealing, the second way can easily incorporate other regressor

variables into the analysis, and the third way supplies a

unified approach and 1in some case produces more efficient

procedures. See [41], [43], [52T and the references contained.

The Cox regression model 1is based on the idea of partial

likelihood. Justifications of the wuse of- partial 1likelihood

developed as below. Kalbfleisch and Prentice (1973) derived the

partial likelihood as the marginal likelihood hased on the rank

: 140
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statistic ﬁof the data; Cox (1975)'first uséd the name "partial
Vlikelihood" aﬁd outlined‘the asymptotical theory;'Efron (1977)
uséd the idea of "overall"™ hazard function and explained :what
was ignored from the full ‘iikélihood by usingvthe partiﬁlb
likelihood; There were many.other'works along this line,cénd an
imﬁortant " step “achieved _was. Tsiatis' ;ork (1981) ‘which
'éstablished the coﬁsistency aﬁd asymptogical normality of the
partial "likelihood estimator ~under é réndom' independent ,
censoring aésumptionﬁ;For an advanced and ﬁetailed treatment of

the above outline, see [35].

The following problem of practicai importance is unsolved so
far. When a Cox model ié built for a data set, one has an.
estimator for the regression parameter B and the reiatgd
variahce—cova:iance information. One can go on to estimate the
base line survival function S5(t) and attach a variance to fhe
estimator, The problem ié: How can one supply a reasonable

confidence interval when one predicts survival probabiiity at

any fixed time point using the above estimators?
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