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Phylogenetic trees are graph-like structures whose topology describes the inferred 

pattern of relationships among a set of biological entities, such as species or DNA 

sequences. Inference of these phylogenies typically involves evaluating large numbers of 

possible solutions and choosing the optimal topology, or set of topologies, from among 

all evaluated solutions. Such analyses are computationally intensive, especially when the 

pattern of relationships among a large number of entities is being sought. 

This thesis introduces two novel algorithms for the inference of large trees; one is 

applicable to the likelihood framework, the other to the Bayesian framework. Both 

approaches rely on the notion of a multi-modal tree 'landscape' through which inferential 

algorithms traverse. Using sampling techniques, the landscape can be perturbed 

sequentially, such that local optima can be evaded. The algorithms find good solutions in 

reasonable time, as demonstrated using real and simulated data sets. 

An example of large phylogeny inference is presented in the form of a novel 

estimate of Primate phylogeny - the largest estimate for this Order to date. The 

phylogeny is based on previously published smaller phylogenies, and hence serves as a 

summary of the present state of Primate phylogeny. In addition to this 'supertree's' 

topology, composite estimates of divergence are provided also. These estimates are based 

on multiple, clock-like genes combined using a novel approach presented here. 

Handling sets of trees and sequences poses practical problems in terms of 

conversion of data and the interoperation between computer programs. The thesis 

therefore concludes with a chapter discussing suitable data structures and programming 



patterns for phylogenetics. The appendix discusses an implementation of some of these 

concepts in an object-oriented application programming interface. 

Keywords: Phylogenetics; maximum likelihood; Bayesian systematics; MRP 

supertrees; divergence date estimation; tree data structures 
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CHAPTER I - GENERAL INTRODUCTION 

Rutgev A. Vos 



HISTORY OF PHYLOGENETICS 

Even before the notion was advanced that all life forms are related through 

evolutionary processes, humankind has strived to organize the diversity of life in various 

schemes. Initially, these schemes were based mostly on metaphysical beliefs about the 

meaning of biodiversity and the ordering of the universe. For many centuries, everything 

- including life forms, but also, among other things, rocks and angels - was thought to fit 

into a strict hierarchical system known as the "great chain of being". As both scientific 

and biological knowledge grew, observers began to infer a more tree-like organization. 

Linnaeus introduced a binomial system of organization (Linnaeus, 1735), still in 

use today, from which this tree was readily apparent: Kingdoms split up into Classes, 

which split into Orders, which split into Families, which split into Genera, which are 

comprised of Species. However, this organization does not necessarily imply relatedness 

through shared inheritance of characteristics; rather, it is a system that is meant to bring 

order in the diversity of life forms - the way library books can be organized, or car 

models. Darwin made explicit that the observed tree-like pattern reflects the outcome of 

an underlying evolutionary process: 

"The afJinities of all the beings of the same class have sometimes been 

represented by a great tree. I believe this simile largely speaks the truth. The 

green and budding twigs may represent existing species; and those produced 

during former years may represent the long succession of extinct species. At each 

period of growth all the growing twigs have tried to branch out on all sides, and 

to overtop and kill the surrounding twigs and branches, in the same manner as 

species and groups of species have at all times overmastered other species in the 
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great battle for life. The limbs divided into great branches, and these into lesser 

and lesser branches, were themselves once, when the tree was young, budding 

twigs; and this connexion of the former and present buds by ramzfiing branches 

may well represent the classzJication of all extinct and living species in groups 

subordinate to groups. " (Darwin, 1872) 

The only illustration in early editions of the Origin of Species shows a graph 

somewhat like an evolutionary tree, describing a thought experiment where different 

lineages diverge along a horizontal axis over discrete generations marked on the vertical 

axis. 

By viewing the classification of life forms as reflecting the resulting pattern of an 

underlying physical process the accuracy of the proposed pattern becomes the subject not 

just of philosophical debates and esoteric metaphysics but also of debates related to the 

choice of inferential techniques and of suitable characteristics to analyze. On these latter 

subjects, Haeckel, an ardent promoter in Germany of Darwin's ideas, introduced many 

new concepts. Ernst (von) Haeckel first coined the term "phylogeny" (i.e. the pattern of 

evolutionary descent - and, consequently, that reconstructing this pattern constitutes 

"phylogenetics"), first published a graph showing a phylogenetic tree (Haeckel, 1866), 

introduced the level of "Phylum" between Kingdoms and Classes in the Linnaean system, 

and proposed that embryogenesis should be studied as a characteristic that gives insight 

into the evolutionary pattern: 

"I established the opposite view, that this history of the embryo (ontogeny) 

must be completed by a second, equally valuable, and closely connected branch of 

thought - the history of race (phylogeny). Both of these branches of evolutionary 



science, are, in my opinion, in the closest causal connection; this arisesj?om the 

reciprocal action of the laws of heredity and adaptation ... 'ontogenesis is a brief 

and rapid recapitulation of phylogenesis, determined by the physiological 

functions of heredity (generation) and adaptation (maintenance). ' " (Haeckel, 

1899) 

In later years, Haeckel has been derided on several grounds, such as his 

propensity to fudging his scientific drawings to conform to his idea that ontogeny 

recapitulates phylogeny, and his advancement of the notion that every human endeavor 

must be viewed in the light of biology: "politics is applied biology" (Haeckel, 1892), a 

pithy quote also popular among Nazi propagandists. However, despite these objections, 

contemporary biologists in the field of "Evo-Devo" remain interested in embryogenesis 

and how it gives insight into the evolution of complex forms (Raff, 1996). 

In the decades following Haeckel's work, phylogenetics consisted sometimes 

solely of the presentation of the expert opinion of paleontologists, embryologists and 

taxonomists in the form of graphs lacking objective quantitative support or explicit 

methodological grounding. However, advances in statistics (Fisher, 1921) could be 

applied to the reconstruction of evolutionary trees in a probabilistic framework, and with 

the advent of scientific computing, approximation of the maximum likelihood tree came 

within reach for more than only trivial cases. Edwards and Cavalli-Sforza (1 963) 

suggested that the most plausible estimate of tree shape is that which minimizes the 

amount of required evolution. 



Around that same time, the work of Willi Hennig (Hennig, 1950; Hennig, 1966) 

was translated into English. From a less operational perspective, he advanced several 

principles for phylogenetics - "phylogenetic systematics" - which can be summarized as: 

1. The relationships among life forms on earth should be viewed purely in 

genealogical terms, as the relationships among "clades". A hypothesis of 

the pattern of clade relationships may be proposed. 

2. Only synapomorphies give evidence for patterns of clade relationships. 

Synapomorphies are shared, derived characteristics. 

3. Proposed "cladograms", or phylogenetic hypotheses, must conform to the 

evidence provided by synapomorphies. When faced with a choice, the 

hypothesis that explains the largest number of synapomorphies as 

homologues is preferred. 

4. Taxonomies must follow the best supported cladograms, such that taxa at 

any level must be "monophyletic", i.e. all members of the taxon must form 

a set that is identical to the set of descendants of the most recent common 

ancestor of the taxon's members. 

The principles of Hennig are only operational at the level of clade relationships, 

which are selected based on the number of synapomorphies -but not at the level of the 

entire tree. In contrast, the notion of minimum evolution is based on the statistical 

argument that, under Brownian motion, the expected position of any intermediate point in 

evolutionary space between two known points lies on a point on the line joining the two 

known points (Edwards, 1996). By extension, the tree that minimizes the total amount of 

evolution (i.e. the sum of the line lengths through evolutionary space) is an 
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approximation of the maximum likelihood tree. This makes no mention of clade 

membership and is a principle more readily applicable in the development of 

computational techniques, such as phylogeny estimation using least squares (Cavalli- 

Sforza and Edwards, 1964). In the following years, Cavalli-Sforza and Edwards's 

EVOMIN computer program for just such analyses circulated in Europe and North 

America. 

The concepts introduced by Willi Hennig in his phylogenetic systematics and 

those implemented using minimum evolution are both sometimes referred to as 

"maximum parsimony" techniques in the sense of "Occam's razor". The argument to 

justify this label goes that those phylogenies must be preferred that explain the largest 

number of analyzed characteristics as shared derived homological characters, and that in 

effect, this means that in Hennig's philosophy, evolutionary changes are events that 

should not be invoked unnecessarily. Therefore, the phylogenetic hypothesis that invokes 

the smallest number of such changes - the most parsimonious tree - is preferred. 

However, the original argument for minimum evolution was based on quantitative 

statistics, not Occam's razor - and subsequently developed methods also based on 

increasingly sophisticated statistics. 



PRESENT PARADIGMS 

In contrast to "cladistic" methods that deal with the pathways of evolution and 

shared descent, "phenetic" methods, such as clustering methods like UPGMA (Sneath 

and Sokal, 1973), analyze overall similarity regardless of evolutionary relation. One 

approach consists of the measurement of the painvise distance - along an axis such as the 

difference between homological gene sequences - between taxa followed by the 

reduction of these distances to two-dimensional graphs. "Phenetic" and "distance" are 

sometimes, incorrectly, used interchangeably: phylogenetic inference using maximum 

likelihood (Felsenstein, 198 1) can also be considered a phenetic method under some 

circumstances, though it is not a distance method. Maximum likelihood is a paradigm 

that requires the explicit, apriori, specification of the statistical model under which 

(usually molecular) evolution is assumed to take place. Given a data set, e.g. a DNA 

sequence alignment, the combination of substitution model parameters and phylogenetic 

tree shape that maximizes the likelihood is selected. The maximum likelihood approach 

has statistical properties that allow for the calculation of confidence intervals around 

parameters, and for hypothesis testing (Huelsenbeck and Crandall, 1997). 

Bayesian systematics (Larget and Simon, 1999; Mau et al., 1999; Yang and 

Rannala, 1997) uses the same likelihood functions and substitution models as 

phylogenetic inference under maximum likelihood, however, the way in which the 

optimal solution, or set of solutions, is arrived at differs. Using maximum likelihood and 

maximum parsimony (both "optimality criteria"), the optimal solution is usually arrived 

at using hill-climbing algorithms. Bayesian systematics differs in that the optimality 

landscape is explored using a random walk technique ("Markov chain Monte Carlo") that 
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has several desirable statistical and computational properties, most notably the speed with 

which meaningful results are obtained, including support values around parameters that 

would otherwise require additional bootstrapping (Felsenstein, 1985) to achieve using 

hill-climbing approaches. 

In practical considerations of different tree searching methods the distinction 

between cladistic and phenetic methods is not that useful. More instructive with regard to 

the trade-off between computational intensity and robustness of methods are the 

distinctions between distance methods, which are fast but reduce the data, and character 

matrix methods, which are more efficient with the data, and whether the method defines 

an optimality criterion - perhaps based on an expensive function - against which 

solutions must be enumerated. 

Comparisons have been performed to assess the relative performance of the 

various approaches mentioned here (e.g., see Huelsenbeck, 1995). In terms of retrieving 

the generating topology from simulated data it has been demonstrated that maximum 

likelihood outperforms maximum parsimony, and maximum parsimony outperforms 

distance methods. As Bayesian estimation of phylogeny employs the same functions and 

models as maximum likelihood these two approaches should usually yield the same 

result. Should the outcomes of these comparisons then be construed as favoring the latter 

methods in all instances? Certainly not (indeed, several cladists are said to have nearly 

resorted to physical violence to make this point during an apocryphal meeting of the Willi 

Hennig society). Different methods of phylogenetic inference are suitable for different 

applications. For example, in supertree analyses (Bininda-Emonds et al., 2002), 

maximum parsimony is the most commonly used method of reconciling the phylogenetic 



data contained in M W  matrices (Baum, 1992; Ragan, 1992). Indeed, its assumptions 

about the evolutionary process (change is rare) are best suited for the underlying data in 

supertree analyses, where the data are not expected to follow a complex model of 

evolutionary change. Likewise, phenetic methods comprise a suitable approach when the 

distance between taxa, irrespective of the evolutionary process (in fact, agnostic with 

respect to its existence), is analyzed. 

In summary, then, the choice for a suitable method of phylogenetic inference is 

presently largely contingent on the underlying assumptions of the study, and of the type 

of data that is analyzed. Indeed, hybrid approaches are possible, such as algorithms where 

initial results based on distance methods are refined using hill-climbing techniques (Vos, 

2003), or Bayesian analyses whose initial stages are comprised of accelerated 

explorations of the optimality landscape using techniques adapted from the parsimony 

framework (Nixon, 1999). I present such hybrid approaches in this dissertation. 



WHY STUDY PHYLOGENETICS? 

The concept that all life forms are related through shared ancestry, and the image 

that conveys, are fundamental aspects of our understanding of the origin of the diversity 

we see around us. We now know that life is not naturally organized in a strict hierarchy 

with "lower" and "higher" forms. The history of life on earth has proceeded along a 

pattern of the splitting of lineages over long timescales. All extant lineages have traveled 

the same distance through time, diverging into endless forms (Howard and Berlocher, 

1998). Over time, there have been bursts of speciation where multiple lineages arose in 

very short order (Schluter, 2000). In some cases, only very few lineages remain - or 

apparently have not speciated over long time periods. Perhaps, if anything, at least these 

"living fossils" should be conserved, as they represent a long line of independent 

evolution (Mooers et al., 2005). 

Using phylogenetics, we can gain insight into the evolutionary process over long 

timescales, by studying the dynamics of the rate of speciation over time (Nee et al., 1995; 

Nee et al., 1992). For example, in this dissertation I present results showing that some 

clades of Primates (Cercopithecines, Old World monkeys) have speciated at a higher rate 

than others (Vos and Mooers, 2004). This raises questions about the ecological conditions 

that may have promoted these elevated rates (Barraclough et al., 1998), perhaps giving 

rise to comparative studies in a phylogenetic context (Harvey and Pagel, 1991; Maddison, 

1990). 

Studying changes in speciation rates over time can give insight into the 

development of viral diseases. Viral genomes can be sampled over time to analyze 

population growth during epidemics (Holmes et al., 1995) and to track the behavior of 
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emerging diseases such as H5N1 "bird flu" (Chen et al., 2004). Since the case of the 

gastroenterologist who was convicted of attempted second-degree murder for injecting 

his ex-girlfriend with blood or blood products from an HIV type 1-infected patient under 

his care, phylogenetic evidence has been admissible before criminal court cases in the 

USA (Metzker et al., 2002). 

Clearly then, phylogenetics has many applications of interest to biologists and to 

society as a whole, and novel applications for phylogenies are continuously being added 

to the field (Harvey et al., 1996). 



THE BIG TREE PROBLEM 

The amount of data, especially molecular data, to analyze has grown dramatically 

over the last years. With increasing computer power and the development of better search 

algorithms, larger phylogenies can be inferred, which in turn can be used to greater 

advantage in the types of analyses discussed previously. However, phylogenetics is a 

computationally intensive science. Even for sets of species as small as a dozen, the set of 

distinct evolutionary tree shapes to connect them exceeds what can be practically stored 

in computer memory. Na'ive tree searching strategies quickly get bogged down in endless 

numbers of trees to enumerate. This is referred to as the "Big Tree Problem": the 

computational difficulties posed by the inference of very large phylogenies under 

optimality criteria, which means that many possible solutions must be visited, possibly in 

optimality landscapes with multiple optima (Maddison, 1991). Even given the continual 

exponential increase in computational power, the size of the tree of life (on the order of 

1 0A6 species) means we will continually be confronted with too-demanding 

phylogenetics problems. Here, I will address this issue from several perspectives - from 

an algorithmic (I1 and 111), an empirical (IV and V) and a computer science (VI, 

appendix) perspective. 



THIS DISSERTATION 

This dissertation is comprised of a number of individual, self-contained papers. 

The chapters are closely related conceptually, and form a logical progression. In Chapters 

I1 and I11 I present novel algorithms for the inference of large phylogenetic trees 

comprised of, potentially, hundreds of species. The first algorithm (in Chapter 11) is 

applicable to the likelihood framework; the second algorithm (Chapter 111) extends some 

of the concepts of the first to the Bayesian framework. The algorithms are examples of 

inferential techniques that play to the strengths of multiple paradigms of phylogenetic 

inference, using distance techniques, hill-climbing and Bayesian analysis. 

In the following two chapters, I discuss the inference of one such large 

phylogeny: that of the Order Primates. In Chapter IV I present a novel approach to 

combining divergence dates estimated from multiple molecular sources in order to obtain 

branch lengths on supertrees (Baum, 1992; Ragan, 1992) as applied to the Primate 

supertree. In Chapter V I discuss the topology of the Primate superh-ee per se, also in 

relation to earlier work done on this clade (Purvis, 1995). This chapter also introduces a 

technique whereby the divergence dates that are expected under models of constant 

speciation can be generated via simulation. 

The next chapter (Chapter VI) deals with practical issues surrounding computer 

analysis of phylogenetic problems, particularly that of the internal representation of tree 

shapes under various programming paradigms and in various programming languages. 

In the final chapter (Chapter VII) I summarize the preceding chapters and discuss 

these contributions to the fields, their implications and areas for future research. The 



dissertation then concludes with an appendix, documenting the application programming 

interface of software I wrote during the preparation of this dissertation. 
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ABSTRACT 

Algorithms for finding maximum likelihood trees can sometimes find multiple 

solutions (Steel, 1994; Rogers and Swofford, 1999; Chor et al, 2000; Salter, 2001). Some 

of these findings pertain to multiple optima in branch length space (e.g. see Steel, 1994) 

while others show multiple optima in tree space (Salter, 2001), necessitating algorithms 

that explore a large part of tree space. However, due to computational constraints, 

commonly-used stepwise addition based tree searching methods do not allow for this in 

reasonable time. Here, I propose an algorithm that significantly increases the speed at 

which the likelihood landscape can be explored. 

Keywords: heuristics; maximum likelihood; parsimony ratchet; phylogenetic 

inference; tree landscapes. 



INTRODUCTION 

The application of maximum likelihood to tree inference problems (Felsenstein, 

1981) has gained wide acceptance (Swofford et al. 1996). However, the computationally 

intensive nature of the phylogeny problem (number of possible rooted, binary, labeled 

trees = (2n-3)!1((n-2)!2"-~) for n taxa, Felsenstein, 1978a) is compounded by the fact that 

calculating any single tree's likelihood score can take considerable time under complex 

models of sequence evolution. This imposes limits on the size of phylogenies that can be 

inferred using exhaustive or branch-and-bound search strategies and maximum 

likelihood, often called the 'big tree problem.' Heuristics are employed as feasible 

alternative search strategies. Typically, such searches are comprised of a mixture of 

global and local optimization routines: a search commences by constructing starting trees 

using stepwise addition, and subsequently employs a rearrangement (branch swapping) 

algorithm to locally improve on the starting tree's topology. Rearrangements are accepted 

when the fit is improved. Although some novel search algorithms under maximum 

likelihood allow for non-significant decreases in tree score (Salter and Pearl, 200 I), the 

usual modus operandi is that only increases in tree score are allowed: for hill-climbing 

strategies, the only way is up. If none of the possible rearrangements from a given tree 

improves upon the result the search terminates. 

Hill-climbing strategies work under the assumption that tree scores are distributed 

in clusters over tree space when tree space is represented as a network with closely- 

related tree shapes in each other's vicinity (Hendy et al., 1988). This is both the strength 

and weakness of rearrangement algorithms: for hill-climbing strategies to be guaranteed 

to find the global optimum the optimality landscape must be unimodal, such that any 
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local optimum is also the global one. Under maximum parsimony, this condition is often 

not met (Maddison, 1991). The resulting local optima ("tree islands" or locally optimal 

trees, which form a connected set) may lead to deceiving results during heuristic 

searches. The likelihood landscape has not been thoroughly characterized as of yet, but 

theoretical (Steel, 1994) as well as empirical evidence using simulated (Rogers and 

Swofford, 1999; Chor et al, 2000) and real (Salter, 2001) data has demonstrated that 

multiple maxima also exist under ML. Therefore, heuristic searches through solution 

space should take the possibility of a multimodal tree landscape into account by starting 

hill-climbing replicates from disparate points in tree space. In this context, a commonly 

used strategy is stepwise addition of sequences in a random input order, which results in 

different starting points between search replicates. The construction of starting trees using 

stepwise addition for large numbers of taxa under maximum likelihood is a time- 

consuming process. The alternative, starting with random starting trees saves little: such 

random trees are expected to be so far from any optimum that an excessive number of 

swaps and subsequent likelihood fits result. An alternative approach to obtain 

approximations of the global optimum more rapidly is found in algorithmic methods such 

as neighbor-joining (NJ; Saitou and Nei, 1987). A drawback of such distance tree 

algorithms is that the same tree is obtained irrespective of the input order of sequences, 

and so this approach can not be used to obtain starting points from which different 

regions of a multimodal optimality landscape can be reached. 

For parsimony searches, additional tree searching strategies to mitigate against 

tree island problems have been developed (Nixon, 1999; Goloboff, 1999; Ota and Li, 

2000; Ota and Li, 2001; Moilanen, 2001 ; Quicke et al., 2001; Charleston, 2001). Some 
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of these strategies rely on iterative perturbations of the tree landscape in order to escape 

from local optima (Nixon, 1999; Quicke et al., 2001). For example, by reweighting a 

random sample drawn from the data set, a tree island may no longer be locally optimal 

and the search may continue uphill. After reaching a new optimum, the algorithm reverts 

to the initial weighting scheme and the search continues, hopehlly out of the reach of the 

original local optimum. The advantages of this strategy (known as the "Parsimony 

Ratchet"; Nixon, 1999) are that reweighted hill-climbing cycles preserve some of the 

original phylogenetic signal (rather than losing it entirely as is the case when random 

starting trees are used), while greatly reducing the time spent in stepwise addition. 

Parsimony ratchet approaches are implemented in DADA (Nixon, 1998) 

WinClada/NONA (Nixon, 1999,2002; Goloboff, 1993-2000), TNT (Goloboff, 1999) and 

POY (Gladstein and Wheeler, 200 1; Giribet, 200 1 ; Janies and Wheeler, 200 1). 

Ratcheting techniques have been used with success in supertree construction (Jones et al., 

2002), and phylogenetic inference using morphological data sets (Quicke et al., 200 1; 

Fontal-Cazalla et al., 2002; Faivovich, 2002), molecular data sets (Simmons et al. 2002; 

Malia et al., 2002) and combined molecular and morphological data sets (Giribet et al., 

2002). Here, I propose a simple method that expands some of the concepts of this 

strategy to the likelihood framework. 



THE LIKELIHOOD RATCHET 

The algorithm proposed here extends the concept of the Parsimony Ratchet 

(Nixon, 1999) to phylogenetic inference under maximum likelihood: the 'Likelihood 

Ratchet'. The steps of the algorithm are outlined in Figure 11-1. 

A tree is generated using a fast distance algorithm (e.g. neighbor-joining). 

This tree is used as a starting tree in a standard heuristic branch-swapping routine 

(e.g. NNI, SPR or TBR). The search continues until it converges on an optimum. 

Alternatively, a time limit or a maximum number of rearrangements can be specified 

after which point the search terminates and the optimal solution for this iteration is 

stored. 

A random sample drawn from the data set is reweighted. This step will change the 

tree landscape and allow the search to move away from the optimum of step 2. 

A distance tree based on the reweighted data is constructed. 

The original weighting scheme is restored. The tree from step 4 is used as a starting 

tree in a standard heuristic branch-swapping routine. The search continues until it 

converges on an optimum. Alternatively, a time limit or a maximum number of 

rearrangements can be specified after which point the search terminates and the 

optimal solution for this iteration is stored. 

The search returns to step 3. Steps 3 through 5 are repeated until a predefined number 

of iterations is reached. 

When the predefined number of iterations is reached, the optimal solution(s) from 

among all iterations is selected. 



The rationale for steps 3 through 5 is that, in order to escape from local optima, a 

perturbation of the tree landscape may turn 'hills' into 'valleys' and vice versa, such that a 

search that has converged on an optimum can escape from it while retaining much of the 

phylogenetic signal already identified. A different set of randomly sampled characters is 

drawn during each iteration because if the same set of characters is reweighted in the 

same way each time, the search could potentially cycle between two local optima: one in 

the unweighted landscape and one in the reweighted landscape. 

IMPLEMENTATION 

The likelihood ratchet algorithm is readily implemented using a modified input 

file for PAUPRat (Sikes and Lewis, 2001). The input file contains instructions for 

reweighted sample size, number of iterations, model of sequence evolution applicable 

and additional options for the branch swapping cycles (e.g. branch swapping algorithm 

and time or rearrangement limits per iteration). Based on the settings in the input file, 

PAUPRat constructs a script file which is executed in PAUP* (Swofford, 2002) in 

combination with the aligned sequence data set in NEXUS (Maddison et al., 1997) 

format. An example of a likelihood ratchet input file can be obtained from 

http://www.sfu.ca/-rvosa/likelihoodratchet. 

The weighting scheme used in this study is the default "uniform" setting of 

PAUPRat (Sikes and Lewis, 2001). Under this scheme, the initial weight of all characters 

is set to 1 (other options are "additive" and "multiply", both of which preserve a priori 

defined weighting schemes such as codon position weighting though they differ in their 

upweighting methods). A user defined percentage of characters is drawn with 

replacement from the data. To the initial weight of each character chosen an additional 
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weight of 1 is added. Because characters are sampled with replacement, some characters 

may have their weights adjusted multiple times. For example, for 

100 characters and an initially defined percentage of 25, the number of characters 

to sample would be set to nmod(0.25" 100)=25 (where nmod is the modulo, i.e. the result 

of a division rounded down to the nearest integer) and a loop would be executed 25 

times. Each time through this loop, 1 character is drawn at random and its weight 

increased by 1. Through this scheme, it is possible that 2 characters are selected for 

reweighting twice, resulting in 2 characters with weight 3 and 2 1 characters with weight 

2. Thus, only 23 characters (not 25) will have weights greater than 1 due to the fact that 2 

characters were chosen twice for reweighting (Lewis, pers. comm.). 

Before turning to tests of concept, a remark on the fraction of characters to be 

reweighted is necessary. In the hypothetical case where none of the data are reweighted 

between cycles each iteration starts out from the same NJ tree. The likelihood landscape 

may be structured in such a way that this starting tree is incongruent with the generating 

tree, e.g. because of long branch attraction (Felsenstein, 1978b; Huelsenbeck and Hillis, 

1993; Huelsenbeck, 1995), and that it is located on or near a local optimum such that 

branch swapping will not escape from it. Searches will consistently converge on a wrong 

result in this scenario (Figure 11-2a). As the reweighted sample size increases, starting 

trees will become different such that the probability of consistently converging on the 

same suboptimal solution in a multimodal likelihood landscape decreases (Figure 11-2b). 

However, after a certain point the data will be reweighted to such an extent that the time 

used during branch swapping to make up for the suboptimal topology of the starting tree 



will take longer than constructing a starting tree using stepwise addition, in which case 

the purpose of the ratchet is defeated (Figure 11-2c). 

In the extreme case where the weighting scheme is altered such that the 

reweighted landscape loses all similarity with the original landscape each iteration will 

effectively start out from random starting trees, in which case many branch swapping 

cycles have to take place before reasonable results are obtained. Nonetheless, searches 

will not consistently converge on the wrong solution, if given enough time and enough 

iterations. 



TESTS OF CONCEPT 

To assess the performance of the likelihood ratchet algorithm relative to standard 

tree searching methods, I (i) compared the time needed by the likelihood ratchet to 

converge or improve on the optimal result obtained by a standard stepwise addition based 

search method on an ITS data set for 62 taxa; (ii) measured the time until convergence on 

the generating tree for the likelihood ratchet algorithm and standard stepwise addition 

based search methods on simulated data sets; (iii) tested the extent to which the 

likelihood ratchet explores tree space and effectively identifies known tree islands from 

Salter's data set of 30 papillomavirus sequences (Salter, 2001). Full results from these 

benchmarks can be found on www.sfu.ca/-rvosa/likelihoodratchet. All searches were 

given top cpu priority on empty nodes on a Beowulf cluster with 1.2 GHz AMD cpus 

running PAUP"4bl Ox86 under Linux. 

Search time comparisons.-To compare search times between the likelihood 

ratchet and standard heuristic search strategies I used a 58 1 bp ITS data set for 62 

bilimulid land snail taxa (supplied by Christine Parent and available from 

http://www.sfu.cal-rvosa/likelihoodratchet). The data set contained low levels of average 

painvise sequence divergence (-3.42% per site), and modest phylogenetic signal (gl=- 

0.86). One of five replicated heuristic searches using stepwise addition to generate 

starting trees returned the optimal result for this strategy (-lnL=2897.84772) after 60 

hours, 28 minutes and 56 seconds of CPU time. This search was designed to perform 200 

replicates with a time limit of 1080 seconds per replicate. 

For the ratchet analysis of the ITS data set I ran 10 ratchet searches ranging in 

reweighted sample sizes from 5% to 50%. A likelihood ratchet search consisting of 200 



iterations with the same time limit per iteration as the stepwise addition based searches 

and 10% reweighted sites needed only 24 hours, 23 minutes and 15 seconds to surpass (- 

lnL=2897.69274) the benchmark mentioned earlier. This finding, and results from earlier 

experimentation (data not shown), suggests that reweighting percentages should be fairly 

low. However, there is no reason to assume that the likelihood landscape for the ITS data 

set is particularly complex. In the remainder of this section I discuss data sets which I 

assume to be more complex. I have therefore analyzed the data sets discussed next using 

higher percentages of reweighted characters. 

Inferring the generating tree.-To compare the search time until convergence on 

the generating tree between the likelihood ratchet algorithm and standard stepwise 

addition based search methods I ran a series of time limited searches using the likelihood 

ratchet and an equivalent series using standard stepwise addition based heuristic 

searching for a single 64-taxon pectinately branching non-ultrametric model tree. In 

order to provoke long branch attraction and thus increase the complexity of the likelihood 

landscape I made the terminal branches approximately 15 times longer than the internal 

branches (0.9375 versus 0.0645, respectively). On this tree I simulated five 1000 

character sequence data sets using Seq-Gen v1.2.5 (Rambaut and Grassly, 1997). The 

data sets were simulated under the JC69 model of sequence evolution. For the first data 

set, I multiplied all branch lengths by 0.1, such that the probability of internodal change 

was approximately 0.0064 per site for the internal branches and approximately 0.0937 per 

site for the terminal branches. For the subsequent data sets I multiplied the branch lengths 

with 0.2 through 0.5. The simulated data sets were created with the intention of obtaining 



more complex data sets. This is why I decided to increase the percentage of reweighted 

characters for the analysis of these data sets. 

The ratchet consisted of 200 iterations on each of the data sets. Starting trees were 

constructed using neighbor-joining. During each reweighted cycle, a random sample of 

15% of the total data set was drawn. Characters were reweighted along the same ratio as 

described earlier. A time limit of 200 seconds per iteration was imposed, the JC69 

substitution model and the TBR branch swapping algorithm were used. 

I compared the results with heuristic searches that consisted of 200 replicates that 

used for each replicate starting trees obtained using stepwise addition. The input order of 

the sequences was randomized at the start of each stepwise addition replicate. For these 

searches I used the same substitution model and branch swapping algorithm as that used 

by the likelihood ratchet. A time limit of 200 seconds of branch swapping per replicate 

was imposed. This limit did not include the time needed to construct the initial starting 

tree, which can be substantial for stepwise addition (ranging between on average 10 

minutes per replicate for the least saturated data set to about 20 minutes per replicate for 

the most saturated data set). 

I used the optimal solution obtained across the full 200 replicates of the stepwise 

addition searches as a benchmark. The likelihood ratchet algorithm converged faster on 

this result than did the stepwise addition searches. In the case where branch lengths were 

multiplied by 0.1 - the least saturated data set - the algorithm converged within 1 minute 

on a solution that took the stepwise addition search 15 minutes and 47 seconds to find. 

The optimal solution for the most saturated data set that took over 22 minutes to find 

using stepwise addition was found within 3 minutes using the 'ratchet' algorithm. For the 
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two least saturated data sets the generating tree was successfully returned by the 

likelihood ratchet and the stepwise addition searches. For the more saturated datasets, the 

ML trees obtained were still different from the generating tree, highlighting the difficulty 

of the problem. Since the objective for the analysis of the simulated data sets was to 

determine whether the likelihood ratchet could successfully return known trees - which it 

did where it was reasonable to expect - no further work was done to optimize the 

algorithm. 

Tree landscape exploration.- I downloaded a 30 taxon 1,382-bp papillomavirus 

sequence data set from which all insertions and deletions are removed from 

ftp://ag.arizona.edu/dept/systbiol/issues/5O - G/Salter.nexus. The first 449 bp of this data 

set consists of a long string of identical nucleotides. Cross-referencing the sequences with 

GenBank through a BLAST search revealed this part of the data set to be an artifact and 

so I removed it. From the 450 '~  nucleotide onwards the data contains high levels of 

average painvise sequence divergence (-45.9% per site). However, with a g l  skewness of 

- 1.264 the phylogenetic signal is fairly high. 

On this data set I ran a likelihood ratchet search consisting of 200 iterations, 300 

seconds per iteration. To perturb the tree landscape, the algorithm drew a random sample 

of about 30% of the total data set. Out of this sample, about 90% of the characters had 

weight 2, about 9% had weight 3 and about 1% had weight 4 (exact numbers fluctuated 

between iterations but are available on request). The rationale for choosing the 30% 

reweighted characters setting for the papillomavirus data set is that the likelihood 

landscape for this data set is known to be complex. Under maximum likelihood, using a 

transition/transversion ratio of 2.0, no clock assumption and NNI branch swapping, the 
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tree landscape for the papillomavirus data set contains at least three unique islands 

(Salter, 2001). I selected this data set for analysis in order to asses whether the likelihood 

ratchet explores the landscape in such a way that it can identify different islands and 

move away from them. To facilitate that, a higher percentage of characters than in the 

other studies was selected for reweighting. Since the algorithm outperformed the standard 

stepwise addition searches no further work was done to optimize its settings. I compared 

the results with those obtained by a heuristic search using stepwise addition. This search 

consisted of 200 replicates with a time limit of 300 seconds per replicate. 

For both searches I used the same substitution model as outlined by Salter (Salter, 

200 1). To identify the islands I used NNI as branch swapping algorithm. The ratchet 

algorithm took 1 hour, 1 minute and 47 seconds to identify the same two islands that took 

3 hours, 57 minutes and 21 seconds using the stepwise addition search method. Neither 

one of the methods identified the third island within the given timeframe. 



DISCUSSION 

As for any search technique, the complexity of the model used, its fit to 

the generating function and the tree shape will all affect the efficiency. Results may vary 

and need therefore be treated with caution. Further work is needed to: i) determine how 

search time for the likelihood ratchet scales with the number of taxa; ii) determine the 

optimal percentage of sites to modify; iii) determine how reweighting schemes interact 

with user defined character sets such as codon positions; iv) see if aspects of the dataset 

(e.g. some measure of phylogenetic signal obtained directly from the data) itself can be 

used to optimize its implementation; and v) compare these sorts of searches to other 

search strategies, such as hot-swapping in the Bayesian framework, besides the standard 

stepwise addition method. It is conceivable that 'ratchet-like' approaches may do a better 

job here too. 

The results presented in this study suggest that randomly reweighted NJ starting 

trees can be profitably used as a starting point to explore the likelihood landscape for 

large numbers of taxa. The results obtained using the likelihood ratchet are similar to, or 

better than those obtained using stepwise addition based starting trees, in less time. The 

trade-off in search time between using reweighted, suboptimal NJ starting trees combined 

with subsequent hill-climbing compares favorably with that of stepwise addition and hill- 

climbing, especially in data sets with little phylogenetic signal measured as tree score 

distribution skewness. 
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FIGURE 11-1 FLOWCHART DIAGRAM OF THE LIKELIHOOD RATCHET STRATEGY. 

See text for details. 
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FIGURE 11-2 ESCAPING FROM LOCAL OPTIMA BY CHANGING A TREE LANDSCAPE 

The x-axis represents a hypothetical tree space. Points near each other on this axis 
represent trees that are in each other's vicinity in terms of the number of rearrangements 
needed to go from one tree to the next. The y-axis represents the fit of the trees to the data 
(in this case the -1nL). The dotted area represents the set of trees from which only the 
locally optimal tree 1 can be reached. The hatched area represents the set of trees from 
which the global optimum (tree 3) can be reached. The dashed lines represent changed 
tree landscapes obtained by reweighting. Note that, although the analogy of a "tree 
landscape" may hold to a certain extent for the case of maximum likelihood, this is not 
the case for distance algorithms. The reweighted starting trees in (a-c), albeit obtained by 
distance methods, are therefore identified within tree landscapes under maximum 
likelihood given the same weighting scheme and substitution model as were used to 
construct the distance trees. In (a), the reweighted landscape is structured such that 
starting tree 2 obtained from it will lead the search back to locally optimal tree 1. As the 
percentage of reweighted sites is increased, starting trees - tree 2 in (b) and (c) - may be 
obtained that allow the search to move towards the global optimum. Depending on the 
structure of the reweighted landscape this is done in a more (b) or less (c) efficient way. 
See text for details. 
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ABSTRACT 

The bum-in phase of phylogenetic inference using Metropolis-Hastings coupled 

Markov chain Monte Carlo (MC3) is typically discarded, but is computer-intensive, 

especially with large data sets. Here I introduce an approach that accelerates this phase by 

iteratively jackknifing randomly drawn samples from the character set, so that the 

optimality landscape changes in cycles and Markov chains may move away more easily 

from local optima. The method performs well in comparison with commonly used - and 

more computationally intensive - settings for the MC3 approach: with the present 

algorithm, solutions with a greater likelihood are found in less time and so it can 

therefore be used to infer the MAP tree, which can be used as the input tree for runs that 

approximate the posterior distribution. The method proposed here may be of particular 

use in exploring complex tree landscapes of conflicting phylogenetic signal. 

Keywords: Bayesian systematics, bum-in, likelihood ratchet, Metropolis- 

Hastings coupled Markov chain Monte Carlo, rbcL, conflicting phylogenetic signal 



INTRODUCT~ON 

There is increasing interest in the large-scale phylogenetic analysis of DNA 

sequences (e.g. 'AToL' projects, http://www.nsf.gov/pubs/2003/ns~3536/ns~3536.htm). 

However, the number of possible solutions - phylogenies - to evaluate under optimality 

criteria increases hyper-exponentially as sequences are added such that it is impossible to 

evaluate all trees for more than about 50 taxa (Felsenstein, 1978). If the optimality 

landscape is unimodal only a small subset of possible trees needs to be evaluated using 

for example a hill-climbing algorithm, and phylogenetic analysis of large data sets is 

guaranteed to return the optimal solution under such conditions. However, these 

conditions are often not met. Maddison (1991) has shown how "tree islands" (Maddison, 

1991) exist under maximum parsimony, and though the likelihood landscape has not been 

fully characterized, theoretical (Steel, 1994) and empirical evidence using both simulated 

(Chor et al., 2000; Rogers and Swofford, 1999) and real (Salter, 2001) data has 

demonstrated that multiple, local maxima of likelihood also exist. In the case where these 

optima exist in tree space (Salter, 2001; as opposed to multiple optima in branch length 

space; see Steel, 1994) such multiple maxima pose problems for heuristic hill climbing 

search strategies, which can arrive at locally optimal rather than globally optimal trees. 

One common method to mitigate against this is to start hill-climbing replicates from 

disparate points in tree space (Felsenstein, 2003). These starting points are often obtained 

by optimal stepwise addition of sequences in a random input order; unfortunately the 

construction of starting trees using the stepwise addition of large numbers of sequences 

can be a time-consuming process under certain optimality criteria (Felsenstein, 2003). A 

speedier alternative, starting with random starting trees, saves little: such random trees 



are expected to be so far from any optimum that an excessive number of refinements and 

subsequent fits to the optimality criterion result (Vos, 2003). 

More complex heuristic search strategies to avoid getting "stuck" in local optima 

have been developed (Charleston, 200 1 ; Goloboff, 1999; Moilanen, 200 1; Nixon, 1999; 

Ota and Li, 2000; Ota and Li, 2001; Quicke et al., 2001). Among these are strategies that 

rely on iterative perturbations of the tree landscape (Nixon, 1999; Quicke et al., 2001). 

For example, by temporarily assigning a different weight to a random sample drawn from 

the data set, the optimality landscape will change, allowing the search to escape from a 

local optimum. After reaching a new optimum, the initial weighting scheme is restored 

and the search continues, hopefully out of the reach of the original local optimum. This 

strategy, known as the "Parsimony Ratchet" (Nixon, 1999), has the advantage that 

episodes of reweighted hill-climbing preserve some of the original phylogenetic signal 

(rather than losing it entirely as happens when random starting trees are used), while 

greatly reducing the time spent in generating viable starting points. This approach has 

been found to be quite efficient for big trees under maximum parsimony (Nixon, 1999), 

and some of its concepts have been extended to the likelihood framework (Vos, 2003). 

THE BAYESIAN FRAMEWORK 

A relatively new approach to phylogenetic inference uses Bayes' theorem, which, 

in a phylogenetic context, can be stated as:Az,v,Olx> = (Az,v,B) *f(Xlz,v,B) ) l f o ;  where 

z = topology of the tree; v = vector of branch lengths; 8 = vector of model parameters; X 

= data matrix. The property of interest here is the posterior probability of tree shape 

AzlX), branch 1engthsAvlX) and model parametersAOlx>, given the data. This posterior 

probability is heavily (indeed, with flat priors, solely) influenced by the likelihood of the 
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data. Phylogenetic inference within the likelihood framework (Felsenstein, 198 1) is well- 

established, and much of its adaptation to the Bayesian framework has been 

straightforward. However, the exploration of tree space and the optimality landscape is 

different from the hill-climbing approach commonly used in the likelihood framework. In 

Bayesian phylogenetic inference, tree space and the optimality landscape are typically 

explored using the Markov chain Monte Carlo (Larget and Simon, 1999; Mau et al., 

1999; Yang and Rannala, 1997), a proposal mechanism whereby a new state (t,v ') replaces 

the current state (t,v) with probability R = min [ 1, ( m y ' )  lf(xlt,v) *At,v') lAt,v) * q(t,vlt,v') 

/ q(t,v'(t,v') ) 1, where t,v = current state, combination of z, v and 8; q(y) = probability of 

proposing current state; cy ' = new state, combination of z, v and 8; q(t,v ') = probability of 

proposing new state. Whether the new state is accepted is determined by generating a 

random variable U, uniformly distributed on interval (0,l). If U < R; t,v = t,v '. 

If a Markov chain is constructed properly, and run long enough, the frequencies 

with which states are visited converge on values proportional to the states' posterior 

probabilities, and hence serve as valid approximations of them. However, unless the 

Markov chain is run for an infinite number of generations, only the times states are 

visited after the burn-in phase, i.e. the first part of the chain before stable sampling from 

the target distribution, are of interest. Bum-in can take a long time, and better areas of 

tree space may be found long after apparent stabilization has set in (Huelsenbeck et al., 

2002). 

A recent approach to speeding up the exploration of the optimality landscape 

comes from the Metropolis-Hastings-coupled Markov chain Monte Carlo (Huelsenbeck 

et al., 2001), which uses multiple chains that search the landscape in parallel. All but one 
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of the chains are "heated", such that for chain i the posterior probabilities are raised to the 

power p, where p = 1 1 ( 1 + (i - 1) * I ) ;  i = the index of the chain; I = the temperature. 

This has as an effect that the probability of accepting "worse" solutions increases with 

increasing temperatures (I) and chain indices (i), so that these chains accept suboptimal 

proposals more often, and so may cross suboptimal valleys. The different chains attempt 

to exchange their results with a certain probability, so that the cold chain can reach 

stationary sampling from the target distribution after fewer generations, at a cost of 

greater computational intensity per generation. Luckily, given the modularity of the 

approach, the MC3 framework can be parallelized to great effect (Altekar et al., 2004). 

Here, I present a different approach to accelerating the burn-in phase, an approach that 

can be used in conjunction with MC3. The algorithm draws on some concepts that have 

proven useful in the parsimony (Nixon, 1999), and likelihood (Vos, 2003) fi-amework. 

At its core is a series of short Monte-Carlo chains run on subsets of the original columns 

of input data. 



THE ALGORITHM 

The algorithm is depicted in Figure 111- 1. The steps of the algorithm are: 

1. Obtain a starting state (i.e. a tree shape, a set of branch lengths and model 

parameters). These can all be random values - though prior knowledge 

can also be incorporated. 

2. From this starting state, initiate and run a Markov chain for a predefined 

number ("X" in Figure 111- 1) of generations, storing the visited states. 

3. Unless a predefined number of Y iterations has been reached, return to 

step 2 by: 

a. Selecting the most recently visited state from the previous iteration 

as a starting point. 

b. Every second iteration (i.e. when "Y" in Figure 111-1 is an even 

number), randomly jackknifing a sample of predefined size ("Z") 

from the characters. 

Once the predefined number of iterations is reached, the best tree from the set of 

stored trees is selected, which can either be used as an approximation of the MAP tree, or 

as a starting point from which to commence a properly constructed Markov chain from 

which posteriors on parameter values, trees and branch lengths can be approximated. 

IMPLEMENTATION 

The algorithm is implemented by a wrapper, written in Per1 (v.5.6.1), that creates 

handles to MrBayes' v.3.OB4 (Ronquist and Huelsenbeck, 2003) standard input and 

standard output. The wrapper writes the jackknifing and MC3 commands to MrBayes' 

standard input. The wrapper reads the last accepted tree from the *.t file and writes it to 



MrBayes' standard input as a user tree and starts another chain, issuing jackknifing 

commands every other iteration. The script for implementing the IJ with MrBayes is 

available at http://search.cpan.org/-rvosa/Bio-Phyla/. 



RESULTS AND DISCUSSION 

To test the performance and parameters of the algorithm presented here I used 

two data sets. The first is TreeZilla (sensu Anne Yoder), a 1428 nucleotide data set of 500 

sequences of the rbcL locus of seed plants (Chase et al., 1993). The TreeZilla data set is 

known to be difficult to analyze, though perhaps mostly due to its size and it has become 

a de facto benchmark data set for testing heuristic search strategies on large data sets 

(Chase et al., 1993; Nixon, 1999; Savolainen et al., 2000). 

The second data set consists of two concatenated, simulated alignments of 500 

sequences, 1000 nucleotides each. These two alignments were simulated on different 

generating trees (which were obtained from a randomly labeled Yule process). Hence, the 

phylogenetic signals contained in the two concatenated data sets yields a combined data 

set with conflicting signal. Recent theoretical work (Mossel and Vigoda, 2005) has 

shown that MCMC analyses on such mixed data may be misleading, with poor mixing, 

slow convergence and inflated posterior probabilities. I included mixed data to explore 

this issue empirically, from the perspective of the generating trees being 'islands' in the 

tree landscape and to test whether the iterative jackknifing algorithm explores this 

bimodal landscape more effectively than does the standard MCMC approach. 

Simulations were done using Mesquite (Maddison and Maddison, 2001). All 

calculations were done using the MPI version of MrBayes' v.3.OB4 (Ronquist and 

Huelsenbeck, 2003) on a cluster of 96 dual 1.2GHz Athlon processors. Uniform priors 

were used for all parameters; the first starting trees were random trees. 



GENERAL PROPERTIES OF THE ITERATIVE JACKKNIFING APPROACH 

To illustrate how the two approaches, iterative jackknifing and MC3, differ in 

their exploration of tree space I calculated the average Symmetric Difference Metric 

(Steel, 1988) over a sliding window of five trees through a typical analysis run on 

TreeZilla using both approaches. Sets of trees that differ more in topology will have 

higher SDM values. A representative example of the behavior is shown in Figure 111-2. 

The solid line shows an MC3 run using 4 chains and a temperature of 0.2 (the default 

temperature in MrBayes). Note how, on a number of occasions, there is a sudden peak in 

the tree-to-tree distances. This is associated with a swap between the cold chain and a 

heated chain that has "discovered" a better area of the optimality landscape, with 

radically different tree shapes. The cyclical "seesaw" pattern in the single-chain iterative 

jackknifing approach (dashed line) is associated with the iterations: when a new iteration 

commences, the optimality landscape changes because a fraction (in this example 20%) 

of the sites is jackknifed or restored, and the chain quickly moves to a new area of tree 

space. 

The overall average tree-to-tree distance is higher for iterative jackknifing 

(-366.08) then for the MC3 approach (-195.47), i.e. the iterative jackknifing approach 

explores more different trees than the MC3 approach. This general pattern - local 

refinement interspersed with sudden peaks for the MC3 approach, and a "seesaw" pattern 

with more different trees for the iterative jackknifing approach - is repeated under all 

conditions, both with respect to the percentage of jackknifed sites and with respect to 

various settings for the number of chains and the temperature (full results available in the 



online appendix on this journal's website). The IJ approach accomplishes its main 

objective of searching larger areas of tree space. 

In addition, the iterative jackknifing approach using a single chain finds better 

solutions in less time than the MC3 approach using commonly used numbers of chains 

and temperatures for the two datasets tested here. Representative results for the TreeZilla 

dataset are shown in Figure 111-4: the dashed line shows the iterative jackknifing 

approach, the solid line shows the MC3 approach with 4 chains and a temperature of 0.2 

for the three hot chains for the same dataset. The (even) cycles, where the iterative 

jackknifing approach reaches the highest log likelihood values, should be disregarded 

here because they represent the log likelihood values on the jackknifed (here 20%) data 

set and so the values are necessarily higher, as fewer sites are evaluated. However, after 

the ninth iteration, when the cumulative number of generations is 450,000, the last visited 

states using the iterative jackknifing approach have a higher likelihood than those of the 

last visited states of the MC3 approach after 450 000 generations; and in subsequent 

iterations the IJ approach continues to visit trees with higher -1nL scores than the best 

visited by the MC3 approach. The important thing to note in this comparison is that the 

IJ approach uses only a single chain while the MC3 approach uses 4 chains. The number 

of processor cycles scales roughly linearly with the number of chains; hence the Iterative 

Jackknifing approach needs approximately 1/4 the total number of cycles to surpass the 

standard MC3 approach. 

MIXED SIGNAL DATA 

The expectation for the mixed data set was that it would contain a 'bottleneck' 

(Mossel and Vigoda, 2005) such that visiting both areas of optimality would require 



either many random starting points, or strong reweighting or jackknifing so that the tree 

landscape would be altered to such an extent that the search would be able to escape from 

the 'pull' of one area of optimality and move to the other from iteration to iteration. 

Therefore, I analyzed this data set also under higher fractions of jackknifed characters (up 

to 50%). 

Figure 111-5a & b show how the iterative jackknifing algorithm and the MCMC 

approach move through tree space. The charts show, respectively, the distance from the 

first and the second generating tree, through time. The black diamonds represent trees 

sampled during the course of iterative jackknifing. (Only those trees sampled on the 

'true' data set are shown, the jackknifed iterations are omitted and their time frames are 

condensed. Hence, 30,000 generations of the IJ algorithm are equivalent to 60,000 

MCMC generations.) Compared to the gray squares, i.e. the trees sampled during a 

standard Markov chain, the IJ trees again show a more 'see-saw' pattern, albeit less 

regular due to the conflicting signal. Especially near the end of the analysis, the iterations 

are cycling between the vicinities of the two generating trees, approaching both of them 

more closely than does the regular MC3 approach. 

The likelihood progress curve in Figure 111-6 for the mixed signal data set shows a 

similar pattern as that for TreeZilla (Figure 111-4) insofar that the IJ algorithm again finds 

better solutions than the regular MCMC approach. Notable however is the noisier curve 

for regular MCMC: in addition to the macro-pattern of improving likelihood there is a 

micro-pattern presumably caused by the irregularity - multimodality - of the optimality 

landscape of the mixed signal data. 



CONSIDERATIONS FOR OPTIMAL JACKKNIFE SAMPLE SIZE 

"Ratchet" approaches, and the IJ method presented here, are understood to work 

because the optimality landscape changes during the reweighted (or jackknifed) cycles, 

so that local searches can move away from local optima. The success of this approach 

depends on the extent to which the landscape is altered: if the change is slight, the local 

optimum might remain in place, and the search will not escape from it. If many 

characters are reweighted (or jackknifed), the altered optimality landscape loses all 

similarity with the unaltered one. The search may move away from what was a local 

optimum on the unaltered landscape, but in the direction of suboptimal solutions that are 

meaningless on the unaltered optimality landscape, so that the starting trees obtained in 

this way will effectively be random requiring a lot of refining during the unweighted 

cycles. The optimal sample size should therefore be an intermediate value; for example, 

in Figure 111-3 for the TreeZilla data set the optimum lies at 25%. In the test case using 

simulated data with conflicting phylogenetic signal I found that higher values (up to 

50%) yielded better results. 



CONCLUSION 

The iterative jackknifing approach introduced here finds better solutions in the 

same number of generations than MC3 with a standard number chains and standard 

temperatures. Though the MC3 approach with more chains or higher temperatures may 

eventually be expected to outperform the IJ solutions, it will do so at a concomitant cost 

in greater computational intensity. I propose the IJ approach as a method to speed up 

burn-in for large datasets. As datasets with hundreds and even thousands of sequences 

become the norm, the 1J may be of great value. It is important to emphasize however that 

the series of visited states during the IJ run does not constitute a pure Markov chain and 

the resulting trees cannot be summarized in a consensus to obtain posteriors (e.g. on 

clades). However, burn-in trees are discarded in any case, and the results should be used 

as a starting point for further analysis using properly constructed chains. Alternatively, 

the IJ approach can be used as a means of approximating the maximum a posteriori 

(MAP) estimate of phylogeny - in which case no further pure Markov chain searches are 

necessary. 
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FIGURE 111- 1 THE ITERATIVE JACKKNIFING ALGORITHM 

Flowchart diagram of the iterative jackknifing algorithm for Bayesian searches of 
treespace. See text for details. 
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FIGURE 111-2 SLIDING WlNDOW ANALYSlS OF TREE-TO-TREE DlSTANCES 

Sliding window analysis of symmetrical difference metric tree-to-tree distances over the 
course of a representative run using iterative jackknifing (dashed line) and MC3 (solid 
line). Higher values mean the sampled trees are topologically more different, implying 
the run is sampling more disparate areas of treespace. 
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FIGURE 111-3 OPTIMAL LIKELIHOOD SCORES FOR RBCL AFTER 1 o6 GENERATIONS 

Optimal solutions (ML fit values) found after lo6 generations (divided over 10 iterative 
jackknifing cycles) as a function of jackknifed sample size for the vbcL dataset. 
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FIGURE 111-4 CYCLICAL LlKELlHOOD OP'I'IMJZATIONS 

Log likelihood tree scores over the course of a representative run using iterative 
jackknifing (dashed line) and MC3 (solid line) for the rbcL dataset. The see-saw pattern 
in the iterative jackknifing analysis is caused by the jackknifing; with fewer characters in 
the matrix the likelihood scores become inflated, The high peaks in the pattern are those 
obtained during jackknifed iterations; and are therefore not informative. Of interest are 
the lower peaks, which by generation 450,000 surpass the scores obtained using MC3. 
See text for details. 
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FIGURE 111-5 DISTANCE FROM GENERATING TREES 

Distance from first (5a) and second (5b) generating tree that contributed to the mixed data 
set. Gray squares are MCMC samples (every 1000 generations), black diamonds are 1J 
samples (every 1000 generations, jackknifed iterations omitted). See text for details. 

l OOC 

990 

c 980 

4- 

. - 
-0 
c 970 
2 
2 

3 960 
. - 
5 
E 

950 
V1 

940 

930 

920 
0 10000 20000 30000 40000 50000 60000 

Generation 

10000 20000 30000 40000 50000 60000 
Generation 



FIGURE 111-6 LOG LIKELIHOOD TREE SCORES. 

Log likelihood scores measured over a 50% jackknifed IJ run and a standard MCMC run 
for the simulated mixed data set. See text for details. 
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ABSTRACT 

We present a formal approach to estimating divergence dates derived from 

aligned DNA sequence data on MRP supertrees, using a new supertree for the Primates 

as a case study. We selected 40 sequence data sets that conform under various models of 

sequence evolution to the molecular clock. Each of these data sets covers only a subset of 

the taxa on the supertree, and so composite date estimates were obtained by calibrating 

the data sets on common nodes and subsequently combining the estimates from different 

genes for the same node. The internal consistency of our estimates is high. The estimates 

presented here also fit well with those from Purvis' 1995 primate supertree, although 

estimates for deeper splits are progressively older. 

Keywords: divergence times; fossils; maximum likelihood; molecular clock; 

Primates; supertree techniques 



INTRODUCTION 

Supertrees can be applied usefully to research beyond that of descriptive 

systematics (Bininda-Emonds et al., 2002; Gittleman et al., 2004), including comparative 

studies of character evolution (Gittleman et al., 2004); studies of speciation, extinction, 

and diversification rates (Purvis et al., 1995; Moore et al., 2004); or establishing 

conservation priorities (e.g., based on the "evolutionary heritage" concept, the amount of 

independent evolutionary history embodied within a taxon; Mooers et al., in press). 

These applications require phylogenies for which divergence dates, relative or absolute, 

are established. Although estimates of relative branch lengths from consensus techniques 

are possible (see Bryant et al., 2004), the most widely used technique for the 

amalgamation of source trees, matrix representation with parsimony analysis (MRP; 

Baum, 1992; Ragan 1992), does not result in branch lengths that can be interpreted as a 

temporal dimension. Instead, divergence dates on supertrees are added afterwards, if at 

all. In some of the currently published supertrees, divergence dates were obtained through 

a combination of fossil dates, indirect estimates of sequence divergence by measuring 

branch lengths from published sources, and models for the expected age of clades given 

the number of taxa of that clade relative to its dated parent clade (Purvis, 1995; Bininda- 

Emonds et al., 1999). In other studies (e.g., Wojciechowski et al., 2000; Liu et al., 2001; 

Jones et al., 2002; Pisani et al., 2002), no effort was made to establish divergence dates. 

In any case, objective and robust methods to reconstruct divergence dates for MRP 

supertrees directly from molecular data sets have yet to be established. Here, we will 

comment on the advantages and pitfalls of different techniques and data sources, and then 

discuss a molecular approach as applied to a new supertree of the order Primates. 



FOSSILS AS TOOLS FOR CALIBRATION 

If a fossil can be ascribed clearly to a clade, it can offer a minimum estimate of 

the age of that clade. The application of fossils in estimating divergence dates is twofold: 

a fossil date can not only be used to define the minimal age of a single node or clade (and 

its sister group) in a tree, but also to calibrate the absolute depths of other nodes in the 

same tree if the relative depths of these nodes have been inferred (e.g., from gene 

sequence data). This distinction is worth mentioning in the context of supertrees: relative 

node ages are unknown for MRP supertrees and fossils can supply information only in 

the former manner (i.e., as an indicator of the minimum age of clades and their sister 

groups) without recourse to added data. The paucity of fossil data is therefore an 

especially big problem in this type of supertree construction and subsequent dating. 

The data on the ages of taxa provided by the fossil record has conflicted with 

molecular phylogenetic data on several occasions. A textbook example of such conflict is 

the initial identification of Ramapithecus as a 9-1 2 million year old horninid, 

constraining the split between humans and the (non-hominid) chimpanzees to be older 

than that. The subsequent reclassification of Ramapithecus as being more closely related 

to orangutans reconciled the fossil-constrained age of the hominids with the mounting 

molecular evidence of a more recent origin (Ridley, 1996). Clearly, a misidentified fossil 

leads to correlated errors for all the node depth calibrations based on it. The reliability 

and independence of fossil dates should therefore be evaluated critically, as stressed by, 

for example Lee (1 999), who showed that recent molecular evidence for the earliest 

metazoan split (Xun, 1998) was calibrated on only two "fossil" dates - one of which 



was actually obtained from the other "with an additional (molecular) layer of uncertainty 

introduced" (Lee, 1999:387). 

The carnivore supertree (Bininda-Emonds et al., 1999) is an example where 

fossils were used to derive the minimum age of sister groups: the time of first occurrence 

of either descendant lineage was used to date nodes. It is agreed generally that because 

fossils can be classified only once clade-defining morphological synapomorphies have 

arisen (Archibald, 1999), it is likely that the fossils of the earliest members of a clade are 

often overlooked as members of the clade (if these fossils have formed and were 

discovered at all). Thus, fossil dates will be too-young estimates of the age of clades. A 

famous example of this is the "Cambrian explosion" scenario, a hypothesized 

evolutionary burst (e.g., Gould, 1989; Lipps and Signor, 1992) that hinges on the 

assumption that sudden cladogenesis and trait evolution followed from the sudden 

appearance of most animal phyla in the Cambrian fossil record. Molecular studies, 

however, consistently support an extended period of Precambrian metazoan 

diversification (Bromham et al., 1998; Bromham and Hendy 2000) along "ghost 

lineages" (Novacek and Wheeler, 1992; Fortey et al., 1996), giving further evidence that 

fossils should not be considered as fixed ages of nodes, but rather as constraints on the 

minimum ages of nodes. However, despite the difficulties in working with fossils in 

terms of their rarity and their interpretation, the key attraction to fossils is that they are 

the only way, ultimately, that absolute ages of clades can be determined. 

RELATIVE DIVERGENCE DATES INFERRED FROM MOLECULAR PHYLOGENIES 

DNA sequence data can provide information on when species have diverged, not 

only on the branching order that can be inferred from the phylogenetic signal they 



provide, but also on the relative timing of these branching events. For the latter to work, 

the locus under study must conform to the "molecular clock" (Zuckercandl and Pauling, 

1965), which in practice means that substitution rates must be constant along all lineages, 

resulting in an ultrametric tree (i.e., a tree with the same root-to-tip path length for all 

lineages). Whether or not a particular locus conforms to the molecular clock can be tested 

by comparing the likelihood (Felsenstein, 198 1) of the optimal topology under 

unconstrained rates to the likelihood of the same tree constrained to be ultrametric. The 

ultrametric tree will have a worse score, but, if it is not significantly worse, the locus is 

considered to conform to the molecular clock hypothesis. 

Clocklike loci are a useful source of information from which divergence dates for 

supertrees can be obtained. However, the MRP supertree technique does not allow for 

branch length information to be encoded in such a way that the resulting supertree 

reproduces meaningful divergence date estimates. Therefore, in earlier MRP supertree 

studies, molecular data on divergence times was used indirectly (Purvis, 1995; Bininda- 

Emonds et al., 1999) by rescaling previously published molecular phylogenies, 

calibrating them subsequently using fossil data, and then sticking the divergence dates so 

obtained on the supertree. This approach has two drawbacks. First, the rescaling process 

(as described in Purvis, 1995) is essentially a method by which source phylogenies are 

"ultrametricized" without recourse to the underlying sequence data. It is therefore not 

certain whether or not the particular locus actually conforms to the molecular clock. 

Second, the source trees sometimes do not match the topology of the supertree, rendering 

the source tree in whole or in part unusable. Given these drawbacks, we argue that using 



sequence data directly is an approach that warrants further research, a case study of 

which is discussed in this chapter. 

OBTAINING COMPOSITE ESTIMATES OF DIVERGENCE DATES FROM SEQUENCE DATA 

Relative branch lengths from a set of congruent phylogenies that each cover a 

subset of taxa usually cannot be combined to derive the branch lengths for the phylogeny 

that covers the bigger set from which the subsets were drawn. However, the depths of 

nodes in the set of congruent phylogenies can be combined. For instance, Figure IV-la 

shows a topology for which the divergence dates are unknown. The four trees in Figure 

IV-lb each cover a subset of the taxa of the tree in Figure IV-la, and are congruent with 

the topology of that tree. The branch lengths for these ultrametric trees might have been 

derived from disparate data sources, such as different genes that conform to the molecular 

clock hypothesis. By calibrating these trees on a shared node - such as node 2 for trees 

11-IV in this example - the node depths of these trees can be combined to obtain the 

branch lengths for the topology of Figure IV- 1 a (as shown to the right in Figure IV- 1 c). 

From the example in Figure IV-1, it is evident that this method can be used only to 

combine divergent dates from multiple sources that share at least one node. However, this 

is not the only consideration that needs to be taken into account in choosing calibration 

points. 

The location of the calibration point relative to the other nodes in the source trees 

has an effect on how variation in the estimates is distributed over the tree. Figure IV-2 

illustrates this via a simulation. Branch lengths on 1000 ultrametric and fully-unbalanced 

(i.e., comb-like) 32-taxon trees were simulated based on a pure birth model for clade 

growth (Harding, 1971). This is a common process for generating divergence times on 

6 8 



trees, with the useful property that the waiting times between successive branching events 

are drawn from a negative exponential distribution with parameter n, where n is the 

number of extant taxa at any time (Nee et al., 1992; Nee, 2001). Relative waiting times 

(and so relative branch lengths) can therefore be simulated simply as t = -In@) l n, where 

p is a uniformly distributed random number between 0 and 1 that represents the uniform 

distribution of probabilities. Although the trees so generated are all the same size and 

shape, they differ in their total depth as a result of the stochastic nature of the birth 

process. 

Figure IV-2a-c depict different calibration scenarios for these simulated trees. In 

Figure IV-2a, all 1000 trees were calibrated on the root, forcing them all to have the same 

total depth. The graph plots the median depth over the sets of equivalent estimated nodes 

(i.e., the most recent split, the second-most, the third-most, through to the root) as the x- 

axis and the coefficient of variation over each of these sets as the y-axis. The data point 

with the largest depth (i.e., the root) had a coefficient of variation of zero because it was 

used as the calibration point. As we moved away from the calibration point (i.e., 

leftward), the coefficient of variation increased because of the cumulative effect of the 

randomness propagating through the tree. 

Figure IV-2b shows how the coefficient of variation behaves when a node of 

intermediate depth was chosen as calibration point. Once again, the coefficient of 

variation increased as we moved away from the calibration point, both when we moved 

nearer to the tips or to the root. However, the mean coefficient of variation over all nodes 

was lower (here, 0.309 versus 0.368 when calibrated on the root). Figure IV-2c shows the 

behaviour when a recent node was used as calibration point: the mean coefficient of 



variation over all nodes was the highest of all scenarios (2.324). This is probably because 

of the Central Limit Theorem: the depth of the first split, unlike all that follow, is not the 

result of the sum of a series of draws from the exponential distribution, but rather of a 

single draw, and so the variation over a set of such nodes is accordingly higher than that 

over any set of deeper nodes. Thus, constraining a set of these first, more variable, splits 

to the same depth will increase the variation over each set of deeper nodes. 

In comb-like trees, all nodes are ordered consistently and linearly, and so the trees 

in our simulation provide a highly simplified and somewhat extreme example of the 

effect of choosing a single calibration point on the overall variation over all other nodes. 

Nevertheless, we expect that the same effect will hold for real datasets, albeit to a lesser 

extent because most real trees are not fully unbalanced. 

Because it is desirable to choose a calibration point that minimizes the total 

variation over node depth estimates, the best choice would be to choose an intermediate 

node for calibration. However, even if the variation over different estimates is so 

minimized, it is still likely to be high as a result of outliers caused by, for instance, 1) 

saturated genes reducing the estimated depth for deeper nodes or 2) genes that give 

highly discrepant estimates for other reasons such as different strengths and modes of 

selection along different lineages. In earlier studies where divergence dates were 

combined in supertrees (e.g., Purvis, 1995), the influence of such outliers was minimized 

by taking the median instead of the mean over the set of estimates. We do the same here. 

From the simulations, it is evident that overall variation can be reduced by 

choosing an optimal calibration point. However, even if one were to choose the node that 

is located optimally within the topology of the tree, stochasticity will still propagate 
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through the tree such that nodes located away from the calibration point will be highly 

variable. By using multiple calibration points located in disparate regions of the tree, we 

can minimize this effect. This approach has the added merit of including more previously 

known information on divergence dates. 

Consider Figure IV-1 again. In this example, the trees were calibrated on the 

shared node 2. All prior information on the other divergence dates is thus disregarded 

when obviously we should strive to incorporate all available, robust, information in the 

estimates. We will do this by averaging all divergence date estimates for a given node 

across all different calibration points for which prior information is available. For 

instance, if node 1 in Figure IV- 1 would also be used as a calibration point, we would get 

two data points for node 2: one where it was used as a calibration point as shown in 

Figure IV- 1 c, and one from tree I1 calibrated on node 1.  Similarly, we would get two 

estimates for node 3 (one from the median of the estimates obtained by calibrating trees 

I11 and IV on node 2, and one from tree I calibrated on node 1) as well as for node 1 (one 

obtained by calibrating tree I1 on node 2 and one where it is used as a calibration point for 

trees I and 11). We then average over the data points for each the respective nodes and 

incorporate the results into the supertree. We apply this method below. 



METHODS 

PHYLOGENY CONSTRUCTION 

The primate phylogeny we used in this study will be presented in full in a 

companion article (Vos and Mooers, in prep.), and so we offer only the briefest outline 

here. We collected 217 source trees from 126 articles published after 1993 and combined 

these with the data from the primate supertree of Purvis (1995). We then combined all 

these datasets into one large MRP matrix using RadCon (Thorley and Page, 2000) and 

used the parsimony ratchet (Nixon, 1999) strategy as implemented in the program 

PAUPRat (http://viceroy.eeb.uconn.edu/pauprahveb/pauprat.htm) to search tree space 

under various models of character state change. Finally, we constructed majority-rule and 

strict consensus trees over each of the resulting sets of unique optimal trees. 

MOLECULAR DATA COLLECTION 

To collect suitable candidate genes for the inference of relative divergence dates 

we downloaded the Primates section of the NCBI-GenBank Flat File Release 132.0 from 

ftp.ncbi.nlm.nih.gov. We indexed this data set using the standalone BLAST tool fonnatdb 

and performed keyword frequency ("grep") searches to collect genes that were sequenced 

over a broad taxonomic range. We refined these results using BLAST (Altschul et al., 

1990) searches. This yielded 55 candidate genes. We aligned these sequence data sets 

using ClustalW's default settings and method (Thompson et al., 1994) and subsequently 

by hand. We then ran ModelTEST (Posada and Crandall, 1998) on each data set using the 

likelihood-ratio test statistic 6 = -2 log A to identify the appropriate nucleotide 

substitution model from a nested set. 



Subsequently, we tested whether the molecular clock could be rejected using the 

same statistical approach, but with a liberal alpha for rejection of 0.001. We chose this 

alpha level for two reasons. First, given that the likelihood-ratio test for rate constancy is 

a test of significance, the usual alpha level of 0.05 will reject the clock by chance alone 

once in every twenty tests on average, even if all loci behave in a clocklike manner (i.e., a 

Type I error). Lowering the alpha level reduced this risk and so served as a correction for 

multiple comparisons. Second, lowering the alpha level to 0.001 allowed us to include 

data sets that evidently deviate somewhat from rate constancy such that they would have 

been rejected under the more commonly used level of 0.05. 

Because this approach by itself yielded too few data sets, we developed a program 

that iteratively prunes from the non-clocklike data sets those taxa that are the most 

divergent from the mean root-to-tip path length, and subsequently tests whether the data 

set then conforms to the molecular clock. The routine stops oncep > 0.001. Essentially, 

this program removes those lineages from a data set within which substitution rates have 

increased or decreased significantly relative to the average of that data set. Data sets 

where the program stopped when three taxa remained were discarded because 

conforming to the molecular clock with so few taxa is essentially meaningless. 

Using this approach, which could be described as "gene shopping" followed by 

"taxon shopping", 40 loci conformed to the molecular clock. The loci analyzed in this 

study are listed in Table IV-1; those that conform to the molecular clock and that we used 

to obtain divergence dates are indicated by an asterisk. 



INFERRING AND CALIBRATING DIVERGENCE DATES 

We labeled each node in the topology of the supertree by appending a serial 

number - and, to remain compliant with the NEXUS format (Maddison et al., 1997), the 

word "node" - to each closing bracket of the tree description. The result is similar to the 

labeling on the tree in Figure IV-la. For each aligned clock-like sequence data set, we 

then pruned all taxa that were absent in that data set from the supertree so as to obtain 

constraint trees congruent with the consensus supertree, while keeping track of the initial 

node-labeling scheme. This resulted in a set of trees with labeled nodes like those shown 

in Figure IV- lb. The labeling and pruning was done using Per1 scripts, which are 

available from the authors upon request. We then estimated the branch lengths on these 

constraint trees under the appropriate models using PAUP* (Swofford, 2002). We 

calculated relative node depths from these branch lengths using the ape package 

(http://stat.ethz.ch/R-CRAN/doc/packages/ape.pd for the R program. The routine that 

calculates these depths visits all labeled nodes and, for each, calculates the path length 

from that focal node to the tips and writes it to a table. Because the routine does not take 

all possible paths into consideration, it gives meaningful results only for ultrametric (i.e., 

clocklike) trees. We then combined the results from the individual genes into a larger 

table to calibrate these multiple loci on shared nodes. We surveyed the recent literature 

for estimates of the timing of major, uncontested splits in the evolutionary history of the 

primates that could function as calibration points (e.g., Gingerich and Uhen, 1994; 

Adachi and Hasegawa, 1995; Adachi and Hasegawa, 1996; Arnason et al., 1 996a, b, 

1998,2000; Easteal and Herbert, 1997; Porter et al., 1997; Yoder, 1997; Goodman et al., 

1998; Kumar and Hedges, 1998; Stauffer et al., 200 1; Nei and Glazko, 2002). 

74 



RESULTS 

The majority-rule consensus tree that we dated was based on a search using 

irreversible character-state changes, and had a resolution of 0.917 (over 15 242 unique 

optimal trees), and a consistency index of 0.82. 

Figure IV-3 presents the relationship between the median depth of a set of 

equivalent estimated nodes and coefficient of variation over that set under three 

calibration scenarios. Figure IV-3a depicts the variation over the divergence dates if the 

depths were calibrated on the split between Homo and Pan, which is a recent split in the 

context of primate phylogeny. The total variation was highest under this scenario (mean 

coefficient of variation, CV = 0.622). Variation was lowered when all node depths were 

calibrated on the root (mean CV = 0.5 13; Figure IV-3c). The coefficient of variation was 

lowest when the split between the Colobinae and Cercopithecinae was used for 

calibration (mean CV = 0.345; Figure IV-3b). The results shown in Figure IV-3 

demonstrate that the actual data behaved as we assumed from the results of our 

simulations: the lowest overall variation was obtained by calibrating on a node of 

intermediate depth, whereas recent nodes used as calibration points led to the highest 

variation. Note that the comparison is not exact for several reasons: first, different 

numbers of genes were common to each calibration; second, the topology of the supertree 

is not comb-like; and finally, the model used in our simulations was a simplified 

approximation of the actual process of clade growth (of which a molecular phylogeny is 

again an approximation). 

The depths of the calibration points used in Figure IV-3 were obtained by taking 

the median over the estimates we found in a search through the recent literature (Table 
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IV-2). These previously published dates were obtained through a variety of methods and 

data sources: from fossils (Goodman et al., 1998); from a coalescence model for species 

diversity (Gingerich and Uhen, 1994); from maximum likelihood estimates using mtDNA 

calibrated on divergences outside the order (Amason et al., 1996a; Amason et al., 1998), 

inside the order (Adachi and Hasegawa, 1995, 1996; Yoder, 1997), or calibrated on 

geological data (Amason et al., 1996b; Stauffer et al., 2001) or using the method of Li et 

al. (1987; Arnason et al., 2000); from nuclear sequences calibrated on nodes outside 

(Easteal and Herbert, 1997; Kumar and Hedges, 1998) or inside the order (Porter et al., 

1997); from amino acid sequences calibrated inside and outside the order (Nei and 

Glazko, 2002); and using the mixed fossil and rescaled phylogenies technique outlined 

earlier (Purvis, 1995). The estimates, all in millions of years ago (MYA), are listed in 

Table IV-2. We calibrated our data on the median values over these estimates and 

averaged over the nine resulting sets of estimates (i.e., one for each calibration point), 

some of the results of which are listed in the bottom row of Table IV-2. Figure IV-4 

presents date estimates for the same nine splits we found using our method by calibrating 

trees first on each of these published estimates in turn and then averaging the results. 



DISCUSSION 

The divergence dates estimated using the method described here generally fit well 

with previously published estimates from different sources (see the examples in Table 

IV-2). The correlation between dates estimated here and those for the equivalent nodes in 

the only other large-scale study (that of Purvis, 1995) is strong (Figure IV-5). Note that 

the topology of our supertree is different from that of Purvis in this comparison, and so 

we compared only those nodes that were unambiguously equivalent (the subtrees 

descending from these nodes could be different, however). The comparison is therefore 

not exact, and any differences observed could still be a result of different methods, 

different topologies, or both. 

Compared with the date estimates in Purvis (1995), the estimates presented in this 

paper were increasingly older with their depth in the tree. We suspect that this is a result 

of a trend in primate phylogenetics that can be ascribed to both newly discovered, older 

fossil finds as well as the use of more sophisticated models of sequence evolution in more 

recent studies. 

One potential weakness of our approach is that we have not been able to cover 

every node in the supertree with the currently available data. On the most resolved 

topology, 55% of the nodes had date estimates, with all the missing data concentrated 

around recent nodes in rarely studied clades. Although the amount of sequence data in 

public databases is growing rapidly, some way of incorporating more non-clocklike loci 

would seem desirable, perhaps using methods akin to those pioneered by Sanderson 

(1997,2002). Even so, missing data points wil probably remain in our tree that would 
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have to be interpolated based on models for clade growth such as those used in previous 

supertree studies (Purvis, 1995; Bininda-Emonds et al., 1999). 

More comparisons of our approach with that of Bininda-Emonds et al. (1 999) will 

be necessary, as will further exploration of the relative power of this hybrid 

MRP + model-based method and traditional tree-building algorithms that consider the 

genetic data directly, incorporate multiple genes and multiple models, and, most 

dauntingly, mixed clock and nonclock scenarios for different data partitions. This, 

however, is for the future. 
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TABLE IV- I 

LOCl USED 1N THIS STUDY 

The abbreviated models are the following: HKY85: Hasegawa, Kishino, Yano 
(Hasegawa et al., 1985); K80: Kimura two-parameter (Kimura, 1980); GTR: General 
Time Reversible (Rodriguez et al., 1990; Yang et al., 1994); +T: variation in rates among 
sites modeled using a gamma distribution (Yang, 1996); +I; a proportion of sites modeled 
as invariant (Hasegawa et al., 1985). The number of taxa after pruning (see text) is given. 

Gene 
alpha-l,3-Galactosyltransferase 

ATP6 
ATP7A 
ATP8 
BRCAl 
Calmodulin 
CCR5 
CD4 
COll 
CXCR4 
DRD4 
FUTl 
Gamma1 globin 
G6PD 
1 L-2 
1L-3 
IL-4 
1L-6 
IL-10 
1L-16 
Interferon gamma 
lRBP (intron 1) 
IRBP (partial cds) 
LZM 
ndl 
ND2 
ND3 
ND4L 
ND5 
ND6 
NRAMPl 
PLCB4 
PNOC 

Model Clock test p-value No. of taxa 
GTR+I 

GTR+G+I 

HKY 85+G 

GTR+G+I 

HKY 85+G 

HKY 85 

K80+G+I 

GTR+G 

GTR+G+I 

HKY 85+G+I 

HKY 85+G 

HKY85+G 
HKY 85+G 

HKY 85+G 

HKY85 
GTR+I 

GTR 

HKY 85 
HKY 85 
GTR+I 

HKY85+G 

K80+G 

HKY85+G 

HKY 85+G 
GTR+G+I 

GTR+G+I 

GTR+G+I 

GTR+G+I 
GTR+G+I 

GTR+G+I 

HKY85 

GTR 

GTR+G 



Gene 
SRY 
TSPY 
tRNA-ala 
tRNA-arg 
tRNA-asn 
tRNA-asp 
tRNA-cys 

tRNA-gln 
tRNA-glu 
tRNA-gly 
tRNA-ile 
tRNA-lys 
tRNA-met 
tRNA-phe 
tRNA-pro 
tRNA-thr 
tRNA-trp 
tRNA-tyr 
tRNA-val 
ZFX 
ZFY 
vWF 

Model Clock test p-value No. of taxa 
HKY85+G 0.01 145427* 5 9 
HKY85+G 0.001 16896* 4 1 
GTR+G 0.101676857* 10 
HKY85+G+l 0.1082015* 36 
HKY85+G 0.0002461 14 10 
HKY 85+G 0.054571469* 10 
GTR+G 0.597 145544* 10 

HKY85+G 0.406863018* 9 
GTR+G 0.006563358* 10 
HKY 85+G 0.005765017* 30 
GTR+1 0.003574332* 10 
HKY85+G 0.007495502* 10 
GTR+I 0.552294012* 10 
HKY 85 4.28761 x 10-9 12 
GTR+G 0.22147066* 11 
GTR+I 0.010557853* 12 
HKY 85+G 7.52579 x 10-6 10 
GTR+G 0.012303697* 10 
HKY 85+G 0.048727903 * 26 
HKY85+G+I 0.0130834* 18 

GTR+G 0.00138935* 13 

HKY85+G 0.03 1415638* 17 



TABLE IV-2 RECENT ESTIMATES OF MAJOR PRIMATE SPLITS 

1 = Apes-Old World monkeys; 2 = Homo-Pan; 3 = (Homo, Pan)-Gorilla; 4 = ((Homo, 
Pan),Gorilla)-Pongo; 5 = Great apes-Gibbons; 6 = Old World Monkeys-New World 
Monkeys; 7 = Root; 8 = Lemurs-Lorisiforms; 9= Colobinae-Cercopithecinae. All ages 
are in millions of years ago. 

Source 
Nei and Glazko (2002) 

Stauffer et al. (2001) 

Gingerich and Uhen (1994) 

Yoder (1 997) 

Amason et al. (1998) 

Porter et al. (1997) 

Goodman et al. (1998) 

Adachi and Hasegawa (1 995) 

Easteal and Herbert (1997) 

Kumar and Hedges (1998) 

Amason et al. (1 996b) 

Adachi and Hasegawa (1996) 

Amason et al. (2000) 

Arnason et al. (1 996a) 

Purvis (1995) 

Median of published studies 

Present estimates 



F~GURE IV- 1 COMB~NING AND CALlBRATlNG DIVERGENCE DATES. 

a) Hypothetical MRP supertree topology, for which relative branch lengths and labeled 
node depths are undefined. b) Aligned sequence data sets that conform to the molecular 
clock when fitted to the topology of the supertree. Node labels correspond with those in 
(a). c) Sequence data sets 11, I11 and IV are calibrated on their shared node 2. Based on 
these combined data sets, the depths for all three nodes can be reconstructed in the 
composite estimate. Because there are two data points for node 3, there is a range 
(hatched area) from which the median is selected for the composite estimate. 

IV Composite estimate 

C D A B C D  



FIGURE IV-2 SIMULATED CALIBRATION SCENARIOS. 

a) calibration on the root, b) calibration on an intermediate node, and c) calibration on a 
recent node. Each data point represents a set of equivalent nodes over 1000 comb-like 
trees. For instance, the rightmost point represents a set of a thousand roots, whereas the 
leftmost point represents the set of nodes that splits the most recent pair of sister species. 
Median depth over each set is plotted on the horizontal axis such that values of 0 and 1 
correspond with the tips and the root, respectively. On the vertical axis, the coefficient of 
variation over each set is given, give the following calibration scenarios An example of a 
32-taxon ultrametric tree with branch lengths simulated under a Yule model, such as the 
trees used in these calibration scenarios, is given in (d). Its orientation is identical to the 
data points in (a)-(c) (i.e., with the oldest nodes on the right and the newest on the left). 

Median depth 



FIGURE IV-3 THREE CALIBRATION SCENARIOS 

a) calibration on the split between Homo sapiens and Pan (the calibration point lies at a 
depth of 6 MYA); b) calibration on the split between the Cercopithecinae and the 
Colobinae (22.2 MYA); and c) calibration on the root (63 MYA). 

Median depth 



FIGURE IV-4 SELECTED DATES OF PRIMATE DIVERGENCES. 

Dates inferred using the methods outlined in the text. Numbers above nodes are from - 

Table IV-2; numbers in front of nodes are divergence dates in MYA. 



FIGURE IV-5 COMPARISON OF DIVERGENCE DATE ESTIMATES 

Comparison of previously published composite estimates of divergence dates (from 
Purvis, 1995) with present estimates. Dotted line indicates 1 : 1 relationship. See text for 
further details. 
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CHAPTER V - A DATED MRP SUPERTREE FOR THE ORDER PRIMATES~ 

R. A. Vos and A. 0. Mooers 

This chapter is in revision with Systematic Biology 
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ABSTRACT 

Supertrees are phylogenetic trees whose topologies are derived from a set of 

partially overlapping, smaller trees. Here we present a supertree for the order Primates, 

constructed by analyzing source trees we binary-coded using Matrix Representation using 

Parsimony analysis (MRP). The source trees are derived from previously published 

studies, and are based on a variety of data types, reconstructed using a variety of 

methods. In terms of the number of species included in the analysis, the composite 

estimate presented here is the largest phylogeny of the Primates available to date; it is 

well-resolved and generally fits with our understanding of the systematics of this order. 

Areas with few or incongruent data are identified using strength-of-grouping and rQS 

values. In addition to this updated topology, we present divergence dates estimated using 

a new method that utilizes overlapping fossil-calibrated clock-like DNA sequence data. 

For the nodes for which no molecular estimates are available we provide expected ages 

under a pure birth model. We analyze the divergence date estimates and find that, overall, 

the Order Primates has diversified at a constant rate of cladogenesis, though looked at in 

more detail we note, in agreement with earlier studies, a significantly elevated rate in the 

cercopithecines. 

Keywords: MRP; Maximum Parsimony; Phylogeny; Divergence Dates; Primates; 

Supertrees. 



INTRODUCTION 

The phylogeny of the order Primates, the order to which we belong, encompasses 

some of the most intensively studied problems in systematics. Many novel techniques 

(e.g. modeling of substitution rate heterogeneity) have first been applied to parts of the 

primate tree, for example to the 'hominid trichotomy', that is, the topology of the set of 

Homo, Pan and Gorilla (Adachi and Hasegawa, 1995; Arnason et al., 1998; Penny et al., 

1995; Rogers, 1993; Suzuki et al., 1994). It is therefore perhaps surprising that only one 

species-level phylogeny of the whole order has been available, in a study that was 

published over a decade ago (Purvis, 1995, see also Purvis and Webster, 1999). The 

scope and methodological sophistication of phylogenetics has grown in the years since, 

and a new estimate that incorporates the subsequent accumulation of phylogenetic 

knowledge is timely. Here we present such a study, in the form of a supertree analysis of 

previously published phylogenies of the order Primates. In addition, we present 

divergence dates estimated from calibrated, clock-like DNA sequences, and expected 

node ages under a pure birth model for those nodes for which no molecular data are 

available. 

SUPERTREES 

A sobering fact in phylogenetics is that few estimates of large trees, regardless of 

methodology, accurately represents the branching order or divergence times of the part of 

the true tree of life it intends to approximate (though see Rokas et al., 2003). The reasons 

for this are many, ranging from the fact that sometimes the pattern of evolution of the 

underlying comparative data is different from that of the divergence of the taxa under 

study (e.g., the 'gene tree' versus 'species tree' problem sensu Maddison, 1997) to 
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methodological issues such as inconsistency in some of the most commonly used 

methods of inference (Gaut and Lewis, 1995; Huelsenbeck, 1995; Huelsenbeck and 

Lander, 2003). 

Supertrees are phylogenetic trees whose topologies are derived from a set of 

usually smaller, overlapping trees - here referred to as 'source trees'. The accuracy of the 

estimates obtained using supertree methods is therefore sensitive to all the 

methodological issues associated with the source trees, even if the supertree method itself 

were without methodological problems of its own. Supertree methods have received 

criticism on this potential 'garbage in, garbage out' problem (Gatesy et al., 2002; 

Springer and De Jong, 2001). Careful selection of source trees and of the method of 

analysis should however address most of the issues raised (Bininda-Emonds et al., 2002; 

Bininda-Emonds et al., 2003). We therefore contend that supertrees can be usefully 

applied to a number of different issues in phylogenetics and evolutionary biology that 

require large phylogenies, at least while other methods of combined data analysis (such 

as the 'supermatrix' approach) are in their infancy or are unable to achieve the same level 

of taxon coverage with the presently available data. For example, a supertree based on 

reasonably congruent source trees that sufficiently cover the groups under study can be 

used for comparative studies (e.g. in Nunn, 1999; Thierry et al., 2000) or macro- 

evolutionary studies (e.g. in Gittleman and Purvis, 1998; Purvis et al., 1995) of a broader 

taxonomic scope than any single presently available phylogeny. Also, a supertree can be 

interpreted as a summary of what is currently known about the phylogeny of a given 

group - and so might steer research priorities, or might serve as a 'snapshot' of the data 

currently contained in a phylogenetic database (Page, 2004). The supertree that we 



present here is intended to serve these purposes: to be a useful tool for primatologists and 

evolutionary biologists while indicating which parts of the primate tree need further 

investigation. 

MATRIX REPRESENTATION USING PARSIMONY ANALYSIS 

Different methods for the amalgamation of source trees are available; these can be 

classified into those that i) directly combine source tree topologies, such as the MinCut 

algorithm (Page, 2002; Semple and Steel, 2000); or ii) two-step methods that combine 

source trees through some form of matrix representation (Baum, 1992; Ragan, 1992; 

Ronquist et al., 2004) of their shape, where the set of representations is analyzed under an 

optimality criterion and conventional search strategies, or, as more recently proposed, 

using Metropolis-Hastings coupled Monte Carlo Markov chains (Ronquist et al., 2004). 

The most commonly used supertree method, Matrix Representation using 

Parsimony analysis, or MRP (Baum, 1992; Ragan, 1992), follows a two-step approach. 

MRP is in essence a method by which tree shapes can be coded into binary matrices that 

can be interpreted as 'pseudo-character state matrices' and thus can be analyzed using the 

methods available for such data - in practice usually heuristic searching under Maximum 

Parsimony (e.g. in Bininda-Emonds et al., 1999; Jones et al., 2002; Liu et al., 2001; 

Purvis, 1995). 

MRP, and by extension the supertrees built using this method, have met with 

considerable skepticism (Gatesy et al., 2002; Gatesy and Springer, 2004; Springer and De 

Jong, 2001), and defense (Bininda-Emonds et al., 2004; Bininda-Emonds et al., 2003). 

Our rationale for choosing MRP is as follows: 



i) Combined MRP matrices can be analyzed using fairly well characterized 

methods such as heuristic searching under Maximum Parsimony; that is, 

the properties of the inferential techniques employed in supertree 

reconstruction using MRP are well characterized; 

ii) The methods available for the analysis of MRP matrices have been 

implemented in commonly used software packages for phylogenetic 

inference such as PAUP"4blO (Swofford, 2003) or MrBayes 

(Huelsenbeck and Ronquist, 2003); 

iii) Additional methods have been developed to calculate support on MRP 

supertrees, such as the rQS method (Bininda-Emonds et al., 2005), 

employed here. 

DIVERGENCE DATE ESTIMATES ON SUPERTREES 

For some robust types of comparative analyses, setting all branch lengths to the 

same arbitrary non-zero value (or no value at all) serves as sufficient cori-ection for 

shared ancestry (Maddison, 1990). However, for some other types of analyses (such as 

those of speciation and extinction rates) trees must be ultrametric and the relative node 

depths must be proportional to the ages of the clades they subtend. As the purpose of this 

study is to present an estimate that is of use for these kinds of studies we present 

divergence dates estimated using a novel method based on overlapping clock-like genes 

(Vos and Mooers, 2004), combined with estimates of clade growth that are discussed 

below. 



METHODS 

R.V. collected 200 source trees from 130 references dating from 1993 onwards 

covering 219 species. Source trees were located through Web of Science database 

searches using "phylogen* AND primates" or "taxonom* AND primates" as search 

terms. Subsequently, R.V. scanned through the references of the articles as well as 

through all issues of the American Journal of Primatology, the American Journal of 

Physical Anthropology, Evo lu t iona~  Anthropology, Folia Primatologia, the 

International Journal of Primatology, the Journal of Human Evolution, the Journal of 

Molecular Evolution, Molecular Biology and Evolution, Molecular Phylogenetics and 

Evolution, Primates and Systematic Biology. 

A criticism that has been leveled at supertrees is the potential for data duplication: 

multiple, published trees might be based on the same data set, thus biasing the supertree 

topology toward that of overrepresented source topologies (Gatesy et al., 2002; Springer 

and De Jong, 2001). A tree selection protocol should therefore be employed. We 

followed the recommendations made by Bininda-Emonds et al. (Bininda-Emonds et al., 

2004), in summary: 

Within publications, source trees may be accepted that: 

- Are based on independent data sources; or, if multiple trees are presented 

where one is based on a superset of the other (e.g. all changes versus 

transversions only) the tree based on more inclusive data is used. As a 

second best, the tree explicitly preferred by the authors is used (usually 

this is the case where different optimality criteria are used, such as 

maximum parsimony and maximum likelihood, and the authors prefer the 
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'more sophisticated' maximum likelihood), or, as a last resort, a consensus 

over trees based on non-independent data sources. 

- Analyze non-overlapping taxon sets. If there is overlap, the most 

comprehensive tree is used. 

Between publications, source trees may be accepted that: 

- In addition to the conditions for within-publication source trees, are the 

result of the more recent analysis. Research groups sometimes publish a 

series of articles based on a growing set of sequences. In cases like this, 

the most recent source is preferred. 

In addition to this tree selection process, candidate trees must be modified in 

several ways to prepare them for the supertree analysis. In many phylogenetic analyses, 

multiple outgroups are used, which are constrained to be monophyletic with respect to the 

ingroup. Since this constraint is somewhat subjectively imposed, we pruned all outgroup 

taxa from the source trees. Lastly, we collapsed all clades consisting of below species- 

level OTUs (e.g. subspecies, haplotypes). In many cases, this is straightforward: in a 

source tree (((A1 ,A2),B),C) where A1 and A2 are two below species-level instances of 

taxon A, the resulting tree is ((A,B),C). Where haplotypes or subspecies do not form 

monophyletic groups, the source tree is collapsed in a conservative, agnostic manner: if 

the source tree's topology is (((A1 ,B),C),A2), the result is the polytomy (A,B,C). 

Synonymous taxa were identified using the Primates section of the Mammal Species of 

the World taxonomy (Groves, 1993); the names we use here follow the conventions 

therein. The choice for this taxonomy, and its online database version 

(http://www.nmnh.si.edu/msw/), which we used for disambiguation, was made in order to 
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retain compatibility with the consortium producing a supertree of all Mammals, to which 

we have contributed our data. 

All source trees we collected were taken from articles published after 1993 to 

avoid overlap with an additional 174 source trees (counting the Purvis's 

compartmentalization of the Order) included in this study from a previously published 

primate supertree (Purvis, 1995). We converted this pooled collection of 374 source trees 

into MRP (Baum, 1992; Ragan, 1992) matrices using RadCon (Thorley and Page, 2000). 

No formal attempt was made to correct for non-independence between the two sets of 

source trees (e.g due to recycling of data: some of the trees in the post-1993 dataset used 

similar data from the studies published pre 1993). However, as the newly collected 

source trees were to a much larger extent based on molecular data (88% of the trees based 

on molecular data, versus 33% for the Purvis data set) non-independence should be low 

even in the worst case. The data sets, commented to indicate where and why changes (of 

the types described above, i.e. collapsing of haplotype trees and taxonomic 

disambiguation) were made, are available from this journal's website. 

PHYLOGENETIC INFERENCE 

To infer the supertree topology we ran Parsimony Ratchet (Nixon, 1999) searches 

on the pooled data set. This approach is different from that taken by Purvis (1995), who 

analyzed the 'major' clades separately due to computing power constraints. The 

'traditional' approach to heuristic searching consists of performing one or more 

independent searches, starting from a topology obtained through the stepwise addition of 

taxa in a randomized order. Rather than perform independent heuristic searches, the 

Parsimony Ratchet performs a single long search comprised of a series of short bouts of 



optimization, alternating with searches on a perturbed tree landscape to escape from local 

optima (Nixon, 1999). Using this strategy, some of the true phylogenetic signal is 

retained during reweighted hill-climbing cycles, while greatly reducing the time spent in 

stepwise addition. Ratcheting techniques have been used with success in supertree 

construction (Jones et al., 2002), and phylogenetic inference using morphological data 

sets (Faivovich, 2002; Fontal-Cazalla et al., 2002; Quicke et al., 2001), molecular data 

sets (Malia et al., 2002; Simmons et al., 2002) and combined molecular and 

morphological data sets (Giribet et al., 2002). 

We used the Parsimony Ratchet strategy as implemented in PAUPRat (Sikes and 

Lewis, 2001). PAUPRat constructs a script file that is executed in PAUP* (Swofford, 

2003) in combination with the MRP data set in NEXUS (Maddison et al., 1997) format. 

The weighting scheme used in this study is the default 'uniform' setting of PAUPRat 

(Sikes and Lewis, 2001). Under this scheme, the initial weight of all characters is set to 1 

(other options are 'additive' and 'multiply', both of which preserve apriori defined 

weighting schemes though they differ in the way the predefined weights under these 

schemes are altered). A user-defined percentage of characters is sampled with 

replacement from the data and the weight of these characters is incremented by one. 

Because characters are sampled with replacement, some characters may have their 

weights adjusted multiple times. 

In our study, experimentation with different reweighting schemes showed no 

improvement in the length of the shortest retrieved tree anywhere above 15% upweighted 

characters, which is the percentage used to obtain the results we report here. 



Each search consisted of 200 iterations. In a previous supertree study (Salamin et 

al., 2002) it was shown that treating MRP character states as irreversible could increase 

the resolution of the resulting phylogeny, and irreversible MRP appears to be as accurate 

as standard MRP (Bininda-Emonds and Sanderson, 2001). We therefore ran the searches 

using this modification of maximum parsimony. We constructed majority rule and strict 

consensus trees over the resulting set of unique optimal trees. The majority rule 

consensus tree and MRP matrix have been submitted to TreeBASE under accession 

number "SN242 1 ". 

INFERENCE OF BREMER VALUES AND RQS VALUES. 

A Bremer value (Bremer, 1994) on a clade is the difference in the number of steps 

between the most parsimonious tree and the shortest tree that does not include that clade 

and can be interpreted as the net support for the most parsimonious grouping of a set of 

taxa compared to the second most parsimonious grouping. In a supertree context, Bremer 

values are difficult to interpret because of the non-independence of the MRP 

pseudocharacters. Nevertheless, we calculated Bremer values using a script we wrote that 

traverses through the supertree's topology, and for each node writes the Parsimony 

Ratchet (Nixon, 1999) commands modified to include an 'inverse constraint' requirement 

for the taxa the focal node subtends (an 'inverse constraint' on a heuristic search is a rule 

to reject all proposed topologies that include a predefined taxon bipartition or constraint 

tree shape). The script is available in the Bio::Phylo package at 

http://search.cpan.org/-rvosa/. As an alternative, perhaps more suitable measure of 

source tree support for supertree topology we also calculated the reduced qualitative 



support (rQS) index (Bininda-Emonds et al., 2005) using a script kindly provided by Olaf 

Bininda-Emonds. 

DIVERGENCE DATE ESTIMATION 

Although several approaches now exist to combine branch lengths on source trees in a 

supertree analysis (Bryant et al., 2004; Semple et al., 2004), most of our source trees have 

no time-based branch lengths, and our aim in this study is to present a supertree based on 

previously published sources. Hence, although we could have pooled additional, 

unpublished, molecular phylogenies into the supertree analysis, we chose instead to 

estimate divergence dates in a separate procedure. The protocol we followed is discussed 

in more detail in Vos & Mooers (2004). In short, we collected sequence data from the 

GenBank flat file release 132.0. We parsed the sequence meta data for the Primates to 

collect suitable candidate genes, focusing on loci with high taxon coverage for the Order, 

which we aligned using ClustalW (Thompson et al., 1994) and subsequently by hand 

using Se-A1 v2.0a11 (http://evolve.zoo.ox.ac.uWsoftware.html?id=seal). 

For each of the alignments we selected the appropriate substitution model - 

constrained to the supertree's topology - using MODELTEST (Posada and Crandall, 

1998). We then tested, using a likelihood ratio test with a liberal alpha-level of 0.001 

whether the gene's evolution on the primate supertree was consistent with a molecular 

clock. The liberal alpha dealt with possible Type 11 error due to multiple genes and the 

known illiberality of likelihood-based molecular clock tests (Norman and Ashley, 2000; 

Yang et al., 1995; Zhang, 1999). 

For candidate loci that did not conform to the molecular clock we tested whether 

removing some deviating taxa from the alignment would create a subset that did conform 



to a clock. We did this by iteratively pruning the tips that most deviate from the average 

root-to-tip path length, performing the likelihood ratio test after each iteration (though 

retaining the original model of evolution; this may offer a slight bias, if lineages evolving 

at different rates also evolve under different molecular processes). A script that automates 

this procedure is available from the authors. This yielded, in total, 55 datasets containing 

on average 17 sequences (median = 12, range 4-59) after pruning on average three to four 

sequences (median = 0, range 0-63) (see Table V-2). For each of these loci we estimated 

the branch lengths under the appropriate substitution model. An alternative approach that 

disregards the molecular clock entirely would be to obtain ultrametric trees by non- 

parametric rate smoothing (Sanderson, 1997) or penalized likelihood (Sanderson, 2002) - 

however, NPRS seems to produce biased estimates, with nodes concentrated nearer the 

root (Ruber and Zardoya, 2005): penalized likelihood could have been used on a locus- 

by-locus approach, but we would still have had to combine the resulting subtrees. 

In order to combine the dates from these 55 ultrametricized trees, we did the 

following: 

1. Nine nodes were chosen that were both present in a large number of the subtrees 

and that could be dated from the literature. These nodes were: i) calibrated on the 

split between the apes and the Old World monkeys; ii) on the split between Homo 

and Pan; iii) on the split between Homo and Pan, and Gorilla; iv) the basal split 

of the great apes; v) the split between the great apes and the gibbons; vi) the split 

between the Old World monkeys apes, and the New World monkeys; vii) the split 

between the lemurs and the lorisiforms; viii) the split between the colobines and 

the cercopithecines; ix) and the root. We dated each of these nodes using several 
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(partially overlapping but widely-cited) estimates from the recent literature 

(Adachi and Hasegawa, 1995; Adachi and Hasegawa, 1996; Arnason et al., 2000; 

Arnason et al., 1998; Arnason et al., 1996; Arnason et al., 1996; Easteal and 

Herbert, 1997; Gingerich and Uhen, 1994; Goodman et al., 1998; Kumar and 

Hedges, 1998; Nei and Glazko, 2002; Porter et al., 1997; Purvis, 1995; Stauffer et 

al., 2001; Yoder, 1997). Where multiple estimates for the age of a particular split 

(node) were available from the literature, the median was used (see Table V-2). 

2. Each of the 55 ultrametric trees was then scaled using these anchor points: some 

trees will have only a single anchor, while others may have several - in the latter 

case, separate trees were constructed, one for each anchor. This gives us a large 

set (252) of dated trees. 

3. We constructed subsets of trees, grouped according to the anchor used. Within 

each, the anchors were fixed, and the other nodes adjusted accordingly: for any 

node with more than one estimate (i.e. found in more than one tree in the subset), 

we took the median, an approach also taken in earlier studies that combine 

different divergence date estimates for the same node (e.g. in Purvis, 1995). 

4. Finally, because the node ages were well-behaved, we took the mean (and 

Standard Error) of the age of each node across the nine subsets corresponding to 

the nine different anchors. This entire procedure is designed to weight the dates 

from the literature equally. 

However , as this approach combines estimates from different loci (each with 

their own rates and models of evolution) there is no obvious way in which the robustness 

of the composite dates can be quantified. 



For a large number of clades (corresponding to 1 16 out of 2 10 or 55% of the 

nodes in the final tree) no molecular estimates were available. The most common method 

for inferring such unknown ages is to assume a model of diversification (Purvis, 1995, 

who applied this method to 70 of 160 or 44% of the nodes). We approximated the 

expected age of the nodes in these clades by randomly drawing, with replacement, lo6 

labeled histories (that is, phylogenies with a chronological ordering of internal nodes). 

For each of these histories we considered the set of expected time intervals between 

speciation events (lln where n is the number of accumulated lineages), and thus node 

ages, if speciation had proceeded under a pure birth model since the age of the most 

recent common ancestor for which a molecular estimate was available (this method now 

has an analytical solution, Gernhard and Steel, personal communication; Gernhard, 

2006). As an aside, this approach could be modified to generate more sophisticated 

waiting times expectations, for example considering extinction. We subsequently 

averaged over the set of histories to arrive at the approximations presented here. 

We performed the calculations using a module we wrote for the Mesquite 

program (Maddison and Maddison, 2001) that is available from the authors on request. 

This method avoids an unrecognized property of a simpler one used for previous 

supertrees (Purvis et al., 1995; and Bininda-Emonds et al., 1999), where clade age was 

made proportional to the natural logarithm of clade size relative to that of an ancestral, 

dated clade: even on a fully pectinate tree, the simpler method, applied iteratively, 

produces node ages that actually model a slow-down in diversification rate (i.e. 

progressively longer waiting times) whereas waiting times are understood to shorten as 

cladogenesis proceeds under constant speciation, and even more so if extinction is taken 
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into consideration. The method used here incorporates a constant diversification rate that 

is identical for all tree shapes (see Figure V-1). 



RESULTS AND DISCUSSION 

The MRP data set we analyzed consisted of 2 18 taxa (excluding the hypothetical 

outgroup) and 2368 binary pseudo-characters. For all reweighting fractions of at least 

10% the shortest trees found had a length of 3214. 200 ratchet iterations (15% 

reweighted) yielded 187 distinct most parsimonious trees. However, constructing a 

majority rule consensus tree yields a result with very little conflict: on average, every 

node in the majority rule consensus tree (which we present here) is present in 96.55% of 

the 187 most parsimonious trees. The supertree is generally well resolved with a 

resolution (expressed as the number of internal branches the tree contains divided by the 

number of maximum possible (n-2 for binary trees, Colless, 1980) of 96.77%. (The 

corresponding resolution of the strict consensus tree is 85.32%). The deepest splits in the 

topology are shown in Figure V-2, and the triangular tips it subtends are expanded in the 

subsequent Figure V-3 through Figure V-13. The numbers on the nodes correspond with 

those in Table V-3, which shows the estimated and interpolated divergence dates and the 

support values. 

RESOLUTION AND SUPPORT 

In the context of supertrees, Bremer support values may be interpreted as 

indicative of the net number of source trees that unequivocally support a node. Low 

values may indicate either a low total number of source trees that include at least two taxa 

on either side of the focal node in the supertree or incongruence among studies. However, 

the groupings of taxa, the nodes that are reconstructed in an MRP supertree, are not only 

determined by the groupings proposed by the source trees and their support but also by 

the relative support for neighboring nodes. The source trees may suggest a certain 
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grouping unequivocally, yet the topology of the supertree may not include that grouping 

because of the stronger support for a surrounding topology that precludes it. Conversely, 

a grouping may be reconstructed in the supertree that has no support from source trees 

yet is necessitated by the surrounding reconstructed topology. This explains why MRP 

supertrees sometimes include nodes that have no support from source trees or are even 

contradicted by them. In our study, ten nodes were introduced in the majority rule 

supertree for which no supporting source trees exist in our data set (see Table V-3), and 

three such nodes appear in the strict supertree. 

For most of the topology, the genera identified in the taxonomy (Groves, 1993) 

are reconstructed as monophyletic. The only exceptions are Trachypithecus (Figure V-5) 

and Galago (Figure V-13). Bremer support values for these clades are low, most notably 

for nodes 149- 156 in Figure V-5 (Trachypithecus) and Table V-3 and nodes 20 1,203, 

205 and 206 in Figure V-13 (Galago). The largest polytomy in the tree (node 148 in 

Figure V-5, a split of four taxa) indicates another weakly supported area of the Primate 

phylogeny. Other areas in the tree however are quite strongly supported: the 'Hominid 

trichotomy' (nodes 88,89 and 90) as it is shown in Figure V-6 has Bremer support values 

of 79 for the root of the subtree, and 49 and 47 for the subsequent splits, the highest 

values in the tree. Average support over the whole tree was 5.77, with a standard 

deviation of 2.06. 

COMPARISON WITH THE PURVIS SUPERTREEE 

Both the present study and that undertaken by Purvis (1995) set out to infer a 

composite tree using previously published phylogenetic information. Hence, although the 

intention is to cover as many species as possible, not all known Primate species are 
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included in either of these studies. The disparity in taxon coverage between the two 

(Purvis 1995: 203 taxa, present study: 2 18 taxa) is caused by the fact that many 

phylogenies have been published in the meantime, some of which included data on 

species for which Purvis had no data available. Conversely, Purvis distinguished some 

taxa that are considered to belong to the same species, or are subspecies, in the taxonomy 

we followed (Wilson & Reeder, 1993). 

Methodologically, the two studies differ in that the Purvis study analyzed subsets 

of the primate supertree (putative clades) which were then attached to a backbone, while 

the advances in computer power, as well as the introduction of the Parsimony Ratchet 

algorithm (Nixon, 1999), allowed us to analyze the complete dataset at once, freeing us 

from having to make apriori assumptions about monophyletic subdivisions in the 

primate supertree. 

Another difference lies in the estimation of divergence dates: Purvis incorporated 

disparate data on divergence timing such as rescaled source tree topologies and 

karyological clocks; the present study uses molecular data directly. Where no data on 

divergence timing were available, Purvis used a different method to interpolate dates 

(clade age was made proportional to the natural logarithm of clade size), while here we 

choose a technique that more closely approximates the clade growth curve that is 

expected under a pure birth model. 

In order to compare the two studies, we first disambiguated classification conflicts 

using the Mammal Species of the World online database (http://nmnhgoph.si.edu/msw/, 

accessed 12/16/2003) and pruned the two strict consensus trees to the same set of 191 

taxa. 
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We compared the two trees on a node-by-node basis, identifying the nodes that 

subtend the same set of terminal taxa as a match (i.e. bipartitions, the subtree topology 

may still differ), and the nodes in the present tree that subtend a set absent in the Purvis 

(1995) tree as a conflict (see Table V-4). The most notable conflicts are nodes 76 and 42 

in the New World Monkeys, and node 194 in the strepsirrhines (see Table V-3). The 

former two nodes indicate a rearrangement in the placement of Callicebus - Purvis (1995) 

places these as the sister group of Aotus (see Figure V-7, Figure V-8, Figure V-9). The 

latter conflict is caused by the placement of Daubentonia madagascariensis, which the 

present study places as basal to all Malagasy Strepsirrhines, while Purvis (1995) places it 

as basal to the Indridae. Nevertheless, the number of matching clades is 112 (out of 150 

nodes in the Purvis (1995) tree), with the remaining conflicts confined to shallow nodes. 

Finally, we asked whether there was a difference in the support of source trees for 

the different topologies. We calculated, for each source tree, its fit to the supertrees using 

c.i. (the compatibility index; Rodrigo, 1992). We would expect that pre-1993 trees 

should fit the Purvis tree better than the present tree, and that post-1993 trees should fit 

the present tree better. This is true: the mean c.i. of the pre-1993 source trees on the 

present supertree is 0.72, that of the post-1993 source trees is 0.85; conversely, the mean 

c.i. of the pre-1993 trees on the Purvis supertree is 0.74, and that of the post-1993 trees is 

0.73. Using the same approach, we compared the fit of source trees based on molecular 

data, and source trees based on morphological data. The c.i. of all source trees based on 

molecular data is 0.86, that of morphological data 0.73. In the pooled MRP data set, 1639 

out of 2289 pseudocharacters are nodes from source trees based on molecular data. As 

the newly collected source trees are mostly molecular (88%), whereas Purvis's data was 
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mostly morphological, (33% molecular), we can conclude that the growth in molecular 

phylogenetics in recent years has swamped and 'outvoted' the earlier Purvis data set. 

IMPLICATIONS FOR SYSTEMATICS 

In our tree, Cercopithecidae divides into the monophyletic traditional subfamilies 

Colobinae (i.e. the genera Trachypithecus, Presbytis, Semnopithecus, Pygathrix, Nasalis, 

Colobus and Procolobus) and Cercopithecinae (the genera Macaca, Cercocebus, 

Mandrillus, Papio, Theropithecus, Lophocebus, Cercopithecus, Chlorocebus, 

Erythrocebus, Miopithecus and Allenopithecus). Within the family, all but the genus 

Trachypithecus are reconstructed as monophyletic clades. 

The results that we present here with respect to the Great Apes (Figure V-2, 

Figure V-6) conform to the overwhelming consensus of recent years; that is, the 'hominid 

trichotomy' is rooted on Gorilla, and Pongo is the most basal of the great apes. 

The New World monkeys, the platyrrhines (Figure V-7, Figure V-8, Figure V-9 

and Figure V-1 O), are a group whose deeper, intergeneric, relationships are still uncertain. 

In our results all genera are monophyletic, and can be grouped into three clades: Cebidae 

(Cebus, Saimiri, Aotus and the callitrichines); Atelidae (the atelines) and Pitheciidae (the 

pithecines). 

The phylogenetic position of tarsiers (Tarsius, Figure V-2, Figure V- 1 1) has long 

been controversial (Martin, 1990; Shoshani et al., 1996). Some authors have grouped 

tarsiers with the strepsirhines in the suborder Prosimii (Fleagle, 1988; Schwartz, 1986; 

Simpson, 1945), or as basal to the entire primate tree (Gingerich, 1973; Gingerich, 1975). 

Recently, the prevailing view is to group the tarsiers with the anthropoids (Groves, 1993; 

Nowak, 1991), and most molecular studies support this (but see (Jaworski, 1995). As a 



result of these new studies, the tree presented here includes this grouping, with a 

relatively strong Bremer support of 9 (Table V-3). 

All the Malagasy strepsirhines form a strongly supported (Table V-3, Figure V-2, 

Figure V- 12) monophyletic group, congruent with the hypothesis of a single colonization 

of the island (e.g. Yoder et al., 1996). Within the Malagasy strepsirhines the tree is well 

resolved, and all genera (sensu Groves, 1993) are monophyletic. In our results, Lemur 

catta is reconstructed as basal to the genus Hapalemur, and Daubentonia is basal to the 

whole clade. 

Recent findings suggest that the species diversity is perhaps far greater among the 

mouse lemurs Microcebus than previously thought (Rasoloarison et al., 2000; Yoder et 

al., 2000). As well, the subspecies diversity among Eulemur is large and complex (Djelati 

et al., 1997; Pastorini et al., 2000; Tattersall and Sussman, 1998; Wyner et al., 1999). In 

this study we have taken the conservative approach of only including those taxa 

recognized by Groves (1993), noting however that there may be more Lemurs than are 

presented here. 

The other members of the strepsirhines, the lorisoids (Figure V-2, Figure V-13) 

are members of weakly supported groupings (Table V-3). For example, the genus Galago 

forms a polyphyletic group (Figure V-13). More data need to be brought to bear on the 

phylogenetic affinities within this group. 

RATES OF CLADOGENESIS 

The molecular estimates of divergence time were calculated under a constraint of 

on average equal rates across all lineages, i.e. a molecular clock. Alternative approaches 

to derive divergence dates from DNA sequences are possible, such as a two-step 
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approach where branch lengths obtained without the assumption of rate constancy are 

'linearized' using one of several available approaches such as penalized likelihood, 

(Sanderson, 2002) or non-parametric rate smoothing, (Sanderson, 1997). However, these 

techniques yield transformed estimates that, at best (for PL), are similar to estimates 

using a molecular clock, and at worst (for NPRS) are biased towards a clustering of nodes 

near the root (Ruber and Zardoya, 2005). Hence, we prefer to report estimates based on 

data that are consistent with a molecular clock, supplemented with interpolated expected 

dates under a pure-birth model. 

The age of many of the nodes near the tips of the supertree are based solely on 

pure-birth modeling, as homologous clock-like sequences for sister species, given the 

sparse sampling in the database, are rarer in GenBank than those for more distantly 

related species that speak to deeper nodes on the supertree. However, the estimates based 

on molecular data are not concentrated in any one clade, and are found distributed over 

all depths in the tree (see Figure V-14). 

For the combined molecular and interpolated divergence dates (the gray curve in 

Figure V-15), the slope of the lineage-through-time plot suggests constant growth. A one- 

tailed test of the gamma statistic (Pybus and Harvey, 2000, implemented in Paradis et al., 

2003) confirms this (y=2.4766, n=218, p<0.05). Expected waiting times for the 

interpolated divergence dates were generated using this same model, which might favor 

the selection of the constant growth model. By pruning those lineages for which no 

sequence data (and so no molecular estimate of divergence time) is available we obtain a 

subtree of molecular estimates. If we confine ourselves to this subset of lineages the same 

clade growth model is selected (y=3.51723, n=110, p<0.05), though consequently with a 
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lower estimated net growth rate - see the black curve in Figure V- 15 - hence the constant 

growth model is in any case not favored due to the pure birth interpolation. 

A look in more detail at the major clades broadly confirms earlier analyses (Chan 

and Moore, 2002; Moore et al., 2004; Paradis, 1998; Purvis et al., 1995) suggesting a 

significantly elevated rate of cladogenesis in Cercopithecinae (Table V-5) compared to 

all others (when fitting a birth-death model by maximum likelihood to the branching 

times, using the method of Nee et al., 1994, as implemented in Paradis et al., 2003). 

Whether this increased rate is due to key innovations, ecological opportunity, or some 

combination of factors remains an open question. 



CONCLUSIONS 

The supertree presented here is the largest supertree estimate of phylogeny for the 

order Primates to date (though see Purvis et al., 1999, where a composite tree of 233 

species is presented). The findings presented here agree to a large extent with earlier 

findings - as well they should, considering that this study essentially summarizes prior 

research. In that context the present study also exposes a dearth of phylogenetic and 

molecular data for some groups. Notable among these are Galaginae (Figure V-13), for 

which some paraphyletic genera were reconstructed. Another problematic area of the 

Primate supertree is that of the deep nodes in the New World monkeys (e.g. Figure V-7, 

Figure V-8), where contradictory source trees contribute to the phylogenetic instability. 

Indeed, this ability to highlight areas that need more work may be one of the main uses of 

the supertree method to systematists. Supertree results can also be viewed in this light as 

indicators of where molecular data collection should be directed. 

Our study also illustrates an approach to combining divergence dates derived 

from disparate molecular data under the assumption of rate constancy. The assumption of 

a molecular clock is a contentious issue in phylogenetics. It is possible that rate 

smoothing approaches (Sanderson, 1997; Sanderson, 2002) may serve as an alternative 

means of deriving composite molecular estimates of divergence dates, and we call for 

more work here. Any approach must deal with the robustness and the quantitative 

measure of robustness of composite estimates (see, eg., Magallon and Sanderson, 2001), 

and the ability to include partially overlapping data. 

To interpolate divergence dates for splits for which no molecular estimates were 

available we employed a simulation technique whereby large sets of labeled histories and 

117 



their expected waiting times under a pure birth model were sampled. As we know very 

little about the actual time course of macroevolution, we have little evidence for this 

being a reasonable general model for waiting times (e.g. compared with adaptive 

radiation or saturated community models; see Mooers et al., in press). More work is 

desperately needed here. 
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are in millions of years ago. Adapted from Vos & Mooers (2004). 
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Nei and Glazko (2002) 
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Gingerich and Uhen ( 1994) 
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Porter et al. (1997) 

Goodman et al. (1998) 
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Amason et al. (1996b) 

Adachi and Hasegawa (1 996) 

Amason et al. (2000) 

Amason et al. (1 996a) 
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TABLE V-2 LOCI USED TO INFER DlVERGENCE DATES 

See text for details. 

ATP7A 
BRCAl 
calmodulin 
CCRS 
CD4 
COll 
CXCR4 
cytba 
cytbb 
DRD4 
futl 
G6PD 
gammalglobin 
IL10 
1L16 
1L2 
1L3 
1L4 
interferongamma 
1RBP.intronl 
1RBP.partial 
LZM 
NDl 
ND2 
ND3 
ND4b 
ND4L 
NDS 
ND6 
NRAMPl 
PLCB4 
PNOC 
SRY 
trnaala 
trnaarg 
trnaasn 
trnaasp 
trnacys 
trnagln 
trnaglu 
trnagly 
trnaile 
trnalys 
trnaphe 

Locus 
alphal3galacto 

Number of sequences Pruned 
18 0 



Locus 
trnapro 
trnathr 
trnatrp 
trnatyr 
trnaval 
TSPY 
vwf 
ZFXa 
ZFXb 
ZFY 

Number of sequences Pruned 
11 0 
12 0 
10 0 
10 0 
26 0 
38 0 
17 0 
9 0 
13 0 
10 3 



TABLE V-3 DIVERGENCE DATES AND SUPPORT FOR NODES 

Ages labeled "a" are interpolated from a pure birth model, and those labeled "b" are 
estimated from molecular data. 

3.272367a rda 
7.881723a rda 
1.377923a rda 
3.033345a rda 
5.071805a rda 
1.960615a n/a 
4.383235a n/a 
7.676796a n/a 
9.818911a d a  
12.68218a 1.235 
1.43E-14b 0.000 
7.682266a nla 
15.65228a 3.930 
1.43E-14b 0.000 
1.43E-14b 0.000 
0.5 1 1943b 0.338 
3.429579a d a  
1 1.2O397b 1.729 
2.071066b 0.366 
3.7131 l8b 0.657 
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15.78918a 0.400 
22.03249b 3.357 
1.758327a n/a 
3.946727a n/a 
6.829616a n/a 
8.429973b 3.03 1 
0.138835b 0.138 
3.9671a n/a 
7.267568b nla 
23.1875b 3.104 
25.68486a 5.942 
2.913174a n/a 
9.03 l937b 0.756 
1.209202b 0.3 17 
2.046641b 0.139 

Node 
Clade Bremer rQS Matching Mismatching Equivocal 

Age Stderr size support index sources sources sources 



Node 
Glade Bremer rQS Matching Mismatching Equivocal 

Age Stderr size support index sources sources sources 



.23689a nla 

.956938a 1.21 6 

.769316a n/a 

.789489a n/a 
1 b 0.296 

S64199a 0.790 
.637249a 0.840 
.22004a n/a 
.59E-05b 0.000 
.839612b 0.091 
.920964a 0.938 
.724032a 0.888 
.75 l236a 1.02 1 
.292042b 1.498 
.27622b 0.179 
.908084b 0.154 
.22 1603b 0.443 
.0475 13b 0.128 
.70926a 0.324 
.709499a 0.499 
.800668b 0.486 
.433933b 0.342 
.250415b 0.9 19 
.6453 12b 0.320 
.l35O4b 0.069 
.654026b 0.458 
S82641b 0.564 

6.259739a 0.491 
7.483745a 5.047 

S47503b 0.176 
.233375b 0.299 
.3 13 178b 0.471 
.958261b 0.245 
.443 154b 0.969 
.714332b 0.914 
.23 1 15a 0.564 
1.25912b 1.145 
.800086b 0.086 
.486339a 1 .D6  
.030347a d a  
,237741a d a  
.256468a nla 
1.95993b 2.295 
.48278a n/a 
.035514a n/a 
.604488b 0.192 
.873409b 0.5 10 

8.001457b 0.708 
1.595359a n/a 
3.8045 16a n/a 
6.932486a 0.869 

Node 
Clade Bremer rQS Matching Mismatching Equivocal 

Age Stderr size support index sources sources sources 



0.696042a d a  
0.801338b 0.124 
2.900798b 0.243 
3.735895a d a  
5.132287a 0.000 
6.932486a 0.803 
8.877896a 0.922 
8.896662b 2.159 
13.60246b 1.113 
l8.33Ol2b 1.085 
32.41041b 1.507 
51.23347b 3.875 
16.0795 1b 1.456 
15.98969a d a  
38.21588a nla 
62.609b 3.352 
9.407427b 0.464 
2.729257a 0.264 
4.093885a 0.674 
7.061984a 0.748 
1 1.46329a 0.860 
17.02967a nla 
1.534145b 0.417 
5.872105b 0.230 
7.439765a nla 
13.61071b 0.562 
3.677795b 0.156 
3.754391b 0.185 
3.066328b 0.151 
6.369492a 0.156 
1 l.89144b 1.176 
5.667141b 0.530 
5.667141b 0.530 
6.232 139b 0.640 
13.05581a 0.443 
1.366414a nla 
3.002269a n/a 
5.022715a nka 
7.591075a nla 
1 1.20404a nla 
17.1708a d a  
22.04095b 0.884 
27.51953b 1.122 
39.4781 1b 1.720 
2.672337a d a  
9.194181b 1.217 
4.698149a d a  
16.34787b 2.164 
2.371579a d a  
5.397494a d a  
4.240976b 0.561 

Node 
Clade Bremer rQS Matching Mismatching Equivocal 

Age Stderr size support index sources sources sources 



I Clade Bremer rQS Matching Mismatching Equivocal 
Stderr size support index 

1 0.005 
2 -0.005 
1 0 
1 -0.0 13 
2 0.035 
18 0.102 
9 0.249 
d a  1 

sources sources sources 



TABLE V-4 COMPARISON BETWEEN PRIMATE SUPERTREE ANALYSES 

I Purvis (1995) Present study 

Number of taxa 

Resolution 

Resolution of common taxon subset 

Matching clades 

203 218 

79.2 1 85.32 

78.95 86.84 

11211.50 112116.5 



TABLE V-5 RATES OF CLADOGENESlS FOR MAJOR CLADES, ALL NODES 

clade 

Apes 

Atelidae 

Cebidae 

Cercopithecinae 

Colobinae 

Galaginae 

Lemurinae 

New world monkeys 

Old world monkeys 

Pithecidae 

Strepsirhini 

b-d (s.e.) 



Comparison of expected divergence dates calculated using the natural log of clade sizes 
(diamonds) and divergence dates calculated using a pure birth model (boxes). The 
approach based on the natural log of clade sizes results in increasing waiting times as 
cladogenesis proceeds and in differing slopes of lineage-through-time plots depending on 
the tree shape (solid diamonds: ladder shaped tree; open diamonds: fully balanced trees), 
whereas the pure birth approach does neither. 



FIGURE V-2 SUPERTREE BACKBONE TOPOLOGY. 
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The node 
entries in 
details. 

labels are unique identifiers over the whole tree, and correspond with 
Table V-3. Dotted branches are collapsed in the strict consensus. See text 

Mandrillus sphinx 

Mandrillus leucophaeus 

Cercocebus torquatus 

Cercocebus galeritus 

Lophocebus albigena 

Theropithecus gelada 

Papio hamadryas 

Macaca sylvanus 

, Macaca tonkeana 

Macaca ochreata 

Macaca nigra 

Macaca silenus 

Macaca nemestrina 

Macaca arctoides 

Macaca radiata 

Macaca thibetana 

Y2' Macaca sinica 

Macaca fascicularis 

Macaca fuscata 

Macaca mulatta w1 Macaca 14 cyclopis 

the 
for 



The node labels are unique identifiers over the whole tree, and correspond with the 
entries in Table V-3. Dotted branches are collapsed in the strict consensus. See text for 
details. 

Allenopithecus nigroviridis 

Miopithecus talapoin 

Erythrocebzrs patas 

Chlorocebus aethiops 

Cercopithecus solatus 

Cercopithecus preussi 
1 08 
Cercopithecus lhoesti 

Cercopithecus hamlyni 

Cercopithecus neglectus 

Cercopithecus mona 

Cercopithecus campbelli 

Cercopithecus wo@ 

Cercopithecus pogonias 

Cercopithecus erythrotis 

Cercopithecus cephus 

Cercopithecus ascanius 

Cercopithecus petaurista 

Cercopithecus erythrogaster 

Cercopithecus nictitans 

Cercopithecus mitis 

Cercopithecus dryas 

Cercopithecus diana 



FIGURE V-5 TRACHYPITHECUS, PRESBYTIS, SEMNOPITHECUS, PYGA THRIX, NASALIS, 

COLOB us, PROCOLOB us 

The node labels are unique identifiers over the whole tree, and correspond with the 
entries in Table V-3. Dotted branches are collapsed in the strict consensus. See text for 
details. 

Colobus satanas 

Colobus angolensis 

Procolo bus verus 

Procolobus badius 

Procolobus pennantii 

160 Nasalis concolor 

Nasalis lawatus 

Pygathrix nemaeus 

Pygathrix avunculus 

Pygathrix roxellana 

chypithecus pileatus 

hypithecus obscurus 

hypithecus phayrei 

Semnopithecus entellus 

Trachypithecus johnii 

Trachypithecus vetulus 

Presbytis potenziani 

Presbytis melalophos 

Presbytis rubicunda 

Pres bytis Jrontata 

Presbytis comata 

Trachypithecus geei 

Trachypithecus auratus 

Trachypithecus francoisi 

Trachypithecus cristatus 

i] MYA 
10 5 0 



The node labels are unique identifiers over the whole tree, and correspond with the 
entries in Table V-3. See text for details. 

Pongo pygmaeus 

Gorilla gorilla 

Homo sapiens 

Pan troglo&tes 

Pan paniscus 

/ Hylobates hoolock 

Hylo bates 

Hylo bates ' G8'3 Hylo bates 

84 - Hylo bates 

Hylo bates 

Hylo bates 

pileatus 

muelleri 

klossii 

moloch 

lar 

agilis 

Hylobates syndactylus 

Hylobates gabriellae 

leucogenys 

Hylobates concolor 

11 MYA 
15 10 5 0 



The node labels are unique identifiers over the whole tree, and correspond with the 
entries in Table V-3. Dotted branches are collapsed in the strict consensus. See text for 
details. 

Aotus lemurinus 

Aotus brumbacki 
Aotus nancymaae 
Aotus miconax 

Callithrix pygmaea 
Callithrix humeralifera 
Callithrix argentata 
Callithrix flaviceps 
CaIIithrix aurita 

Leontopithecus chrysomela 
Leontopithecus rosalia 
Leontopithecus chrysopygus 
Saguinus oedipus 
Saguinus geofroyi 
Saguinus m idas 

4 4 
Saguinus bicolor - I I 
Saguinus leucopus 

. f.; Saguinus labiatus 
Saguinus inustus 
Saguinus nigricollis 
Saguinus tripartitus 
Saguinus&scicollis 

1 1 1  MYA 
20 15 10 5 0 



The node labels are unique identifiers over the whole tree, and correspond with the 
entries in Table V-3. Dotted branches are collapsed in the strict consensus. See text for 
details. 

Cebus olivaceus 

Cebus apella 

Cebus capucinus 
38 
Cebus albfrons 

Sairniri boliviensis cG- Sairniri vanzolinii 

*- - Sairniri sciureus 

'"hq2il& "imiri ustm 

Sairniri oerstedii 

MYA 
20 15 I 0  5 0 



The node labels are unique identifiers over the whole tree, and correspond with the 
entries in Table V-3. Dotted branches are collapsed in the strict consensus. See text for 
details. 

Callicebus cinerascens 

Callicebus moloch 

Callicebus brunneus 

Callicebus hofmannsi 

Callicebus caligatus 

Callicebus cupreus 

Callicebus dub ius . 
Callicebus personatus 

Callicebus oenanthe 

Callicebus olallae 

Callicebus donacophilus 

Callicebus modestus 

Callicebus torquatus 

Pithecia albicans 

Pithecia monachus 

Pithecia aequatorialis 

Pithecia irrorata 

Pithecia pithecia 

Cacajao calvus 

Cacajao melanocephalus 

Chiropotes albinasus 

Chiropotes satanas 



The node labels are uniq ue identillers over the whole tree, and correspond 
entries in Table V-3. See text for details. 

Lagothrixjlavicauda 

Lagothrix lagotricha 

Brachyteles arachnoides 

A teles fusciceps 

Ateles geoffroyi 

Ateles belzebuth 

Ateles chamek 

Ateles marginatus 

Ateles paniscus 

I Alouatta belzebul 
Alouatta seniculus 

Alouatta fusca 

Alouatta pigra 

54 Alouatta carava -,- 
A Alouatta paNiata 

with the 

i~ MYA 

20 15 10 5 0 



The node labels are unique identifiers over the whole tree, and correspond with the 
entries in Table V-3. See text for details. 

Tarsius bancanus 
Tarsius syrichta 
Tarsius pumilus 
Tarsius spectrum 

MYA 

35 30 25 20 15 10 5 0 



A VAHI, MICROCEBUS, ALLOCEBUS, CHEIROGALEUS, PHANER, DAUBENTONIA 

The node labels are unique identifiers over the whole tree, and correspond with the 
entries in Table V-3. See text for details. 

Daubentonia madagascariensis 
Lepilemur mustelinus 
Lepilemur septentrionalis 
Lepilemur ru$caudatus 

edwardsi 
1 92 

Lemur catta 
Hapalemur simus 
Hapalemur griseus 
Hapalemur aureus 
Varecia variegata 
Eulemur rubriventer 
Eulemur mongoz 
Eulemur coronatus 

macaco 
Eulemur fulvus 

Propithecus diadema 

Allocebus trichotis 
Microcebus coquereli 

Cheirogaleus medius 
Cheirogaleus major 

9 1  MYA 
35 30 25 20 15 10 5 0 



The node labels are unique identifiers over the whole tree, and correspond with the 
entries in Table V-3. See text for details. 

Nycticebus coucang 

Nycticebus pygmaeus 

Loris tardigradus 

Arctocebus calabarensis 

Perodicticus potto 

I Galago moholi 

Galago senegalensis 
208 

Galago gallamm 

Galago alleni 

Otolemur crassicaudatus 

207 
Otolemur gavnettii 

Galagoides demidofl 

Galagoides zanzibaricus 

Euoticus elegantulus 

Galago matschiei 



FIGURE V- 14 NODE DEPTH DISTRIBUTIONS: MODELED VERSUS MOLECULAR ESTIMATES 

Distribution of modeled node depths versus depths estimated from calibrated near- 
clocklike sequences. Diamond boxes indicate mean and 95% confidence interval. See 
text for details. 

Modeled Molecular 



FIGURE V- 15 LINEAGE-THROUGH-TIME PLOTS 

Lineage through time plots for the order Primates (log transformed number of lineages). 
The gray curve shows lineage through time growth when both molecular estimates of 
divergence dates, as well as interpolated (pure birth) based divergence dates are 
considered. The black curve shows lineage through time curve only considering lineages 
for which molecular estimates are available. See text for details. 



CHAPTER VI - DESIGN PATTERNS IN PHYLOGENETICS: 

PRACTICAL TREE DATA STRUCTURES AND OBJECTS FOR SERIALIZATION 

Rutger A. Vos 



INTRODUCTION 

Phylogenetic trees are graph-like structures describing how biological units - 

species, molecular sequences, higher-level taxa - are related. Phylogenies are of interest 

in a number of fields of biology, for example to aid in comparative studies (Felsenstein, 

1985; Harvey and Pagel, 199 l), for classification (Doolittle, 1999), for analyses of tree 

shape to infer macro-evolutionary processes (Guyer and Slowinski, 1991; Guyer and 

Slowinski, 1993; Slowinski and Guyer, 1989) and so on. 

In a formal, graph theoretical context (see, e.g., Diestel, 2005), phylogenetic trees 

are connected, undirected, acyclic graphs. These graphs can be binary resolved 

("dyadic") or unresolved ("multiway"). In a phylogenetic context, several meanings can 

be ascribed to an unresolved tree structure: it can mean that multiple, instantaneous 

speciation events are postulated, or that there is not enough evidence to resolve the 

structure further. 

Trees are comprised of nodes ("vertices" with in-degree 0 or 1). In the case of 

rooted trees, one of these nodes is the root, i.e. the most recent common ancestor of all 

other nodes in the tree. Of the remaining nodes, some are internal to the tree; that is, these 

nodes - hypothetical ancestors - have descendants; and the rest is terminal ("leafs"). 

(Specifically, the number of interior nodes, including the root, is n-1 for n leafs on a 

binary, rooted tree and n-2 for a binary, unrooted tree.) The root node has no parents or 

siblings, only children; internal nodes have parents, siblings and children; terminal nodes 

have parents and siblings, but no children. 

Nodes are connected, one to another, by branches ("edges"), which can have 

lengths ("edge weights") quantified as integer values or real numbers, or no value at all. 
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In a phylogenetic context, the branch length can have a variety of meanings: the number 

of inferred changes under a parsimony-based optimality criterion, the time between the 

parent split and the child split; a support value such as the bootstrap value of a node 

(Felsenstein, 1985), or its posterior probability (Hastings, 1970; Metropolis et al., 1953), 

and so on. Conceptually, phylogenetic trees are unordered; that is, there is no biological 

significance ascribed to the left-to-right order in which child nodes are connected to their 

parents. (See Figure VI-1) 

Phylogenetic trees are not what computer scientists refer to as 'search trees' - 

their balance, i.e. the degree to which the number of descendants of a left subtree 

approaches that of a right subtree, for all splits in a tree (the symmetry of the tree), is a 

result of evolutionary processes and not open to modification for the purpose of improved 

traversal efficiency, unlike, for example, B-trees (Bayer, 1971 ; Bayer and McCreight, 

1972). 

In recent years, many researchers have developed software for phylogenetic 

analysis (for an attempt at a comprehensive list of programs, see: 

http://evolution.genetics.washington.edu/phylip/software.html). These programs are 

written in a number of programming languages, such as C/C++, Java, and dynamic 

languages such as Python and Perl. Although many programs were written to address 

only a small subset of the phylogenetics problem space - such as certain kinds of 

calculations - the authors often face the same implementation problem: the choice of a 

suitable internal representation of phylogenetic tree shape. The scope of this paper is to 

review possible solutions to this problem, with particular reference to their suitability for 



transferring large trees across programming language boundaries and to persistent storage 

media. 



DATA STRUCTURES 

Programming languages discern different types of variables, such as integers, real 

numbers and single characters. These primitive types can be organized into complex types 

which can be used to represent tree shape. 

INTEGER ARRAY s 

An array is a collection of variables. Some programming languages restrict arrays 

to a single variable type, while other programming languages place no such constraints. 

Arrays can be used to represent tree structures. For example, an array of integers can be 

constructed such that every array element represents a node. The array is constructed so 

that all but one of these elements dereference into the array index of their respective 

parents. To represent additional data, such as the branch length, multiple parallel arrays 

are used so that the element's index of any given node in the parent-offspring array also 

dereferences to that node's branch length in the branch length array. This approach can 

be extended to incorporate, for example, an array for the next sister of the element, or 

other one-to-one or many-to-one relationships. This representation of tree shape is 

implemented in the Java program Mesquite (Maddison and Maddison, 200 1). 

Alternatively, multidimensional arrays can be used where the first dimension 

represent a node, and the second dimension's element various node attributes. This is 

analogous to the comma-separated file format used in the Discrete (Pagel, 1994), 

Continuous (Pagel, 1997) and Multistate programs (Pagel, 1999; Pagel, 1999). The latter 

approach, however, may not be possible for strongly typed programming languages. 

By using one-dimensional parent-offspring arrays, the internal representation of 

the tree becomes implicitly rooted (see Figure VI-2). Using a two-dimensional array, 



unrooted trees can be represented. This follows the concepts outlined in Infewing 

phylogenies (Felsenstein, 2003), where multiple elements that form a ring comprising a 

single node are distinguished. Each of these elements refers to another element in the ring 

(the "next" element) and an element outside the node, on the opposite side of a branch 

(the "out" element). In a two-dimensional array, the first dimension can be used for the 

sub-node elements in the tree, with the second dimension containing a field used for the 

focal element's "next" neighbor, and a field for the focal element's "out" neighbor. 

ASSOC~AT~VE ARRAYS 

Some programming languages implement a special kind of array, where the 

indices are not integers, but keys of some other form - usually strings. Arrays of this kind 

are known as associative arrays (or "dictionaries", "hashtables" or "hashes"). Associative 

arrays yield the functionality of key - value pairs. This functionality can be put to use to 

store multiple node properties into a single variable: a node is represented as an 

associative array with keys that dereference, for example, to its branch length, to a 

reference to its parent, siblings and children. By implementing references this way, the 

tree becomes implicitly rooted (see Figure V1-3). Associative arrays are used this way in 

the Python PIPRES libraries (Mark T. Holder, http://cvs.sdsc.edu/cgi- 

bin/cvsweb.cgi/phylo/framework~python/P1PRes/) and the Per1 Bio::Phylo libraries 

(Rutger A. Vos, http://search.cpan.org/-rvosa1Bio-Phylol). Associative arrays can also be 

used to append an arbitrary number of additional keylvalue pairs to nodes, as is 

implemented in the Java PAL libraries (Drummond and Strimmer, 2001). 

The ring structure (Felsenstein, 2003) can also be implemented using associative 

arrays, where every element in a ring is an associative array with "out" and "next" keys 
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that dereference to other such associative arrays. Trees represented this way are implicitly 

unrooted (Figure VI-4). 

POINTER STRUCTURES 

Some programming languages implement a functionality whereby the location of 

a variable can be referenced. These references are known as "pointers" (strictly speaking, 

C and C++ have true pointers that point to the memory address of a variable, while other 

languages implement the same functionality - and sometimes refer to them as "pointers" 

- when usually they are, as in the case of Java, more properly called "references"). 

By constructing complex variables that contain pointers that point to other such 

variables, the functionality for representing tree shapes becomes available. Typically, this 

is done by creating node "structs" - complex variables that group other variables 

(integers, strings, real numbers, pointers). Some fields of the struct are used to store 

pointers to, for example, the parent, next sister and first daughter, while other fields are 

used to store additional data for the node such as its branch length. This is a functionally 

similar approach to that using associative arrays (and shown in Figure VI-3). MrBayes is 

an example of this approach. MrBayes is a program for the Bayesian estimation of 

phylogeny (Huelsenbeck and Ronquist, 2001 ; Ronquist and Huelsenbeck, 2003), written 

in C. Nodes and trees are implemented as structs. The TreeNode struct (see, for 

example, mb.h for MrBayes v3.1.1 -p 1, CVS revision 1.1) includes pointers to the 

"left" and "right" nodes, and the ancestor node. TreeNode structs are subsequently 

organized in pointer arrays in the Tree struct, where one node is explicitly defined as the 

root. The implication of the TreeNode approach is that trees are bifurcating. In order to 

facilitate unresolved trees a separate PolyNode struct is provided, which contains 
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pointers to the "left" node, the "sib" (next sister) node, and the ancestor. The 

PolyNodes  are subsequently organized in the P o l y T r e e  struct, which again defines a 

node explicitly as root. 

Unrooted trees can be implemented using pointer structures by implementing the 

struct's pointer fields to point to the "next" and "out" struct (Figure VI-4). The canonical 

example of this technique is Phylip, a collection of software packages written in C 

(Felsenstein, 1989). The node struct (defined in phylip.h, header version 3.6 from the 

3.64 release) is essentially that of the ring structure where structs only point to the 

"next" and "out" struct, and a ring of multiple structs jointly form a node. 

Internal representations of nodes using structs or associative arrays do not 

necessitate combining nodes into a container - the tree structure is an emergent property 

of the interrelationships of the nodes, so technically a tree struct only needs to contain a 

pointer to the root node in addition to tree metadata fields, but somehow trees are often 

implemented as arrays of node structs (sometimes a few additional, unconnected 

"scratch" nodes are added to the array, so that some memory has already been allocated 

before rearrangement or resolution procedures start). 

Taking the described techniques into consideration, a distinction can be made 

between, on the one hand, approaches where nodes explicitly refer to one another, using 

pointers or references, and on the other hand approaches where the programmer 

establishes the convention (perhaps only with herself) that the integer held by an array 

element means the index of a related node. I will refer to the former approach as "true" 

recursive data structures, and the latter as "recursive-by-convention". 



DATABASE DESIGNS 

A special problem with regard to the internal representation of phylogenetic trees 

is posed by databases. The prevailing model in this field is the relational model, based on 

predicate logic and set theory (Codd, 1970). Under this model, information stored in a 

database must be "normalized" (i.e. made non-redundant). The construction of 

phylogenetic databases has been advocated for some time now (Sanderson et al., 1993), 

but the first version of TreeBASE (http://www.treebase.org/treebase/) - the database 

intended to aggregate the results of phylogenetic analyses - stored trees as strings. Recent 

work has gone into developing database designs that take a more "tree-aware" approach 

(Nakhleh et al., 2003), resulting in a design for the next generation of TreeBASE. Figure 

VI-5 shows a simplified version of this design. Depending on the database management 

system chosen, these data structures can be implemented as true recursive structures 

(perhaps using foreign key constraints and stored procedures) or recursive-by-convention. 



NODE AND TREE OBJECTS 

One of the prevailing current paradigms in software engineering is that of "object- 

oriented" design. Simply put, the idea is that software should model the entities in the 

problem space it seeks to address as classes that are instantiated as "objects". The objects 

communicate with one another through their methods, in order to solve, jointly, the 

problem for which the software was written. Some programming languages were 

developed from the ground up with object-oriented design in mind, e.g. Java and Python; 

others - such as C++ and Per1 - take, perhaps for historical reasons, an intermediate 

stance, while yet others have no explicit notion of objects - such as C. 

ENCAPSULATION 

One of the reasons why object-oriented design is a suitable approach, especially 

for larger projects, is the possibility of "encapsulation", that is, an object can implement 

certain code behaviors, "methods", and hold certain variables, combined - encapsulated - 

into itself. 

The variables the object holds (say, if the object models a node, its branch length) 

can be shielded from direct access or manipulation by other objects. Instead, the object 

can make access to these variables available through "accessors", methods that return the 

value of the variable. Likewise, methods might allow the manipulation of these variables, 

through "mutators". An advantage of this approach is that the object itself can decide, 

behind the scenes, whether or not the change that some other object wishes to make to its 

state is allowed. For example, a node may disallow negative values for its branch lengths. 

Hence, checks as to the validity of the proposed branch length are not necessary 

elsewhere, which simplifies the code. The underlying data structure becomes effectively 



decoupled from the rest of the program, what is presented to the outside world is the 

interface, while what happens behind the interface can be changed without action-at-a- 

distance side-effects. The implications of the chosen underlying data structure used to 

represent nodes and trees become somewhat irrelevant: a data structure that implies 

rooting (e.g. a child -+ parent array), can be encapsulated such that it pretends to be 

unrooted - or vice versa. The integer arrays used by Mesquite (Maddison and Maddison, 

2001) are encapsulated this way, providing for pretend-unrootedness. 

Additional data - say, the tree's name, or score; or cross-references with related 

entities such as taxa or characters - that cannot conveniently be stored in a single 

complex data structure, for example because they describe many-to-many relationships, 

can still be tucked into the object. As well, the object can make available other methods 

such as implementations of tree traversal, and methods that return properties that turn out 

to be commonly required in larger analyses, such as the path length from the "invocant" 

(the instance to which the method call is addressed) to the root, the number of nodes from 

the invocant to the root, a list of all the invocant's ancestors, descendants, and so on. 

The Phylogenetic Analysis Library, "PAL" (Drummond and Strimmer, 2001) 

consists of a Java library for molecular evolution and phylogenetics. It implements node 

objects (see, for example, class pal . tree. SimpleNode in pal/tree/SimpleNode.java, 

CVS revision 1.27). The SimpleNode object implements accessors and mutators for 

the parent node and the children. The SimpleTree object (see, for example, class 

pal . tree . SimpleTree in pal/tree/SimpleTree.java, CVS revision 1 .23), has a less- 

rich API than Mesquite: no traversal methods are provided. 



The design chosen for SimpleNodes  and S i m p l e T r e e s  in PAL implies that i) 

trees are rooted, there is no work-around to pretend unrooted-ness, ii) trees can have 

polytomies; iii) traversal methods for SimpleNodes  and S i m p l e T r e e s  have to be 

implemented separately. 

PAL also implements nodes and branches specifically for combinatorial 

optimization: the implementations of FreeNode 

(pal.treesearch.FreeInternalNode,and 

pal .  treesearch. F r e e L e a f N o d e )  and the F r e e B r a n c h  object provide a rich 

interface for traversal over "left" and "right" children - which implies binary rooted trees 

- branch swaps, and likelihood tests. In this implementation, the nodes are not explicitly 

aggregated into a tree object; the tree only "exists" as the result of the connections 

between the FreeNodes .  

INHERITANCE 

In the context of object-oriented design, "inheritance" is the ability to take an 

existing class and use it as a starting point for another class. This can be used to create 

special purpose child classes that inherit much of their functionality from a more 

generalized parent class without code duplication. For example, a special purpose 

"bayesian tree" class can inherit much of its accessor and mutator methods from a general 

purpose tree class, and implement additional methods particular to the Bayesian problem 

space (e.g. tree. s e t P o s t e r i o r ,  tree. g e t p o s t e r i o r ) .  

POLYMORPHISM 

Polymorphism is the notion that a parent class provides a "place holder" method 

that can be overridden by children that inherit from it. Different child objects can be 
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supplied as arguments to a method that has the parent class in its argument list. The 

children then sort out for themselves that actually their own implementation of the "place 

holder" is to be used. Although inheritance and polymorphism are considered essential 

features of object-oriented design, they are not central to internal representation of tree 

shape, where concern lies more with "has a" (parent) and "has many" (children) 

relationships than with "is a" relationships (i.e. the "object - relational model impedance 

mismatch"). 



TREE TRAVERSAL 

Phylogenetic trees are represented internally in order to do something with them - 

a calculation, a manipulation of the tree's shape. This implies that the nodes in a tree 

must be visited, perhaps in various ways. Hence, internal representations of tree shapes 

must allow for - hopefully efficient - tree traversal algorithms. 

Sometimes there is no constraint on the order in which nodes are visited. In that 

case, it may be most efficient to simply visit the nodes in the order in which they were 

inserted into an array containing them. However, in many instances nodes must be visited 

in a more meaningful way, by following some pattern of relatedness. In such cases 

recursion is used. 

RECURSIVE TRAVERSAL 

Recursive subroutines are subroutines that call themselves with changing 

arguments. This type of subroutine can be used to visit the nodes on a tree in various 

orders. Following are several types of traversals relevant for tree processing (see, for 

example: http://www.nist.gov/dads/). 

Pre-order traversal - Using this type of traversal, all nodes in a tree are 

processed by processing the root and subsequently processing all subtrees. Example 

pseudocode: 



preorder  (node) 

begin 

p r i n t  node.name; 

i f  n o d e . f i r s t  - daughter i s  not  n u l l ,  then 

preorder  (node. f i r s t  - daughter) ; 

i f  node . l a s t  - daughter i s  n o t  n u l l ,  then 

preorder  (node. l a s t  - daughter) ; 

end 

On the tree of Figure VI-3, this prints out "n3 n2 n l  A B C D". 

In-order traversal- First processing the left subtree, then the root, and lastly the 

right subtree is known as in-order traversal. Example pseudocode: 

inorder  (node) 

begin 

i f  n o d e . f i r s t  - daughter i s  not  n u l l ,  then 

inorder  (node. first - daughter) ; 

p r i n t  node. name ; 

i f  node . l a s t  - daughter i s  no t  n u l l ,  then 

inorder  (node. l a s t  - daughter) ; 

end 

On the tree of Figure VI-3, this prints out "A nl  B n2 C n3 D". 

Post-order traversal - Post-order traversal is a traversal whereby the nodes in a 

tree are visited recursively by first processing all subtrees, and then the root. Example 

pseudocode: 
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postorder (node) 

begin 

if node.first - daughter is not null, then 
postorder(node.first - daughter); 

if node.last - daughter is not null, then 

postorder (node. last - daughter) ; 

print node.name; 

end 

- - -  - - -  

On the tree of Figure VI-3, this prints out "A B nl  C n2 D n3" 

Level-order tmvemals - The preceding traversal types all assume the tree is 

binary, so that all descendants of a node are visited by visiting its first daughter and last 

daughter. Level-order traversals, where nodes are visited by level, for example by first 

visiting the root, then its children, then theirs and so on, do not place this constraint. Two 

common traversals in phylogenetics are breadth-first: 

breadthfirs t (node) 

begin 

print node. name ; 

if node.next - sister is not null, then 

breadthfirst(node.next - sister); 
if node.first - daughter is not null, then 

breadthfirst (node. first - daughter) ; 

end 

On the tree of Figure VI-3, this prints out "n3 n2 D n l  C A B". 
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depthf irs t (node) 

begin 

print node.name; 

if node.first - daughter is not null, then 

depthf irs t (node. first - daughter) ; 
if node.next - sister is not null, then 

depthfirst(node.next - sister) ; 

end 

On the tree of Figure VI-3, this prints out "n3 n2 n l  A B C D". 

EFFICIENCY 

The efficiency of algorithms is often quantified in O(N) notation (Knuth, 1976), 

the worst-case performance change ( 0  for "order of growth") as the size (N) of the data 

set that the algorithm operates on increases. Dereferencing an array element is O(l), the 

no growth curve: apart from implementation details such as memory management, every 

lookup, irrespective of array size, takes the same amount of time. Scanning an array (for 

example to look for the highest value), is O(N). Nested scans with inner loops are 0(lV2) - 

one outer loop and one inner loop - and beyond (i.e. o(N) for three levels of nesting). In 

cases where data is ordered specifically for fast lookups, much greater efficiency can be 

achieved. For example, if data is iteratively partitioned, as in a balanced binary tree, 

probing the data takes O(log('). This is analogous to guessing a number below ten, with 

hints for higher or lower (which shouldn't take more than four guesses in the worst case). 



As applied to phylogenetic tree structures, the richness of the structure influences 

the efficiency of traversal. If a tree is implemented as a parent->offspring array, finding 

the siblings of any given node is O(N): the first step is to dereference the focal node's 

array element to obtain its parent's index (O(l)), the second step is a scan of the array 

(O(N)) to find other elements that dereference to the same index (and hence are siblings 

of the focal node). More efficient are implementations with a sibling array, in which case 

there is only a single lookup: O(1). Especially as the amount of data (N) to operate on 

becomes large, algorithm efficiency differences become important, with some algorithms 

becoming prohibitively slow far sooner than others. On the other hand, rich tree structure 

implementations - which have the potential of providing for more efficient traversal - 

also have greater memory requirements, which also can become prohibitive as the 

amount of data increases. There is therefore a trade-off between the two, the optimum of 

which provides the most scalable solution. 



DESIGN PATTERNS 

In designing software, reusable techniques can be distinguished that are 

applicable across programming language boundaries, or even programming paradigms 

(e.g. object-oriented programming versus procedural programming). To the concepts 

outlined in the preceding sections, several design patterns (Gamma et al., 1995) are 

applicable. 

NODES AS INSIDE-OUT OBJECTS 

An approach to dealing with large numbers of fine-grained objects - such as the 

nodes on a large tree - has recently been introduced in the Perl community: Inside-out 

objects (Conway, 1999). Originally conceived as a way of enforcing encapsulation where 

this is not implemented by default in this language it is useful for the purpose of this 

paper as it is yields compact, pointer-free, memory efficient objects that can be easily 

serialized. The basic idea is that objects do not carry their own instance data around, 

rather, the class they belong to contains lists of instance data, and the objects only carry 

the "key" (in Perl the stringified memory address of a variable initialized in the 

constructor; since only one variable can start at any given memory address this ensures 

unique keys - however, any unique key will do) to dereference the values that apply to 

the instance. In the encapsulated child + parent arrays implemented in Mesquite the 

nodes (really just unique integers) can be viewed as inside-out objects. 

The choice for the array approach in Mesquite was driven by the memory 

considerations: object representation of nodes turned out to be too costly. In addition, in 

the case of virtual machines using reference counting it simplifies garbage collection as 



the implementation is recursive-by-convention, and so circular references that are ignored 

by the garbage collector cannot exist. 

(Although written in C, so presumably with less memory overhead, nodes in 

PAML (Yang, 1997) also refer to their parents and children with array indices, but these 

indices are stored in fields of node structs; so, although recursive-by-convention, this 

does not follow the inside-out pattern.) 

TREES AS STRONGLY TYPED COLLECTIONS 

If nodes are implemented as objects, there is often a need for a collection object - 

the actual tree - to manage, transform and query the whole collection of nodes at once. 

Considering that the tree shape is the emergent property of the connections between 

nodes, a tree can be implemented as a structure that only holds a reference to one node 

(probably the root) from where all others can be reached by traversal, in addition to tree 

metadata such as the tree's name. 

Often, however, there is scope for a tree object that contains all nodes. It is 

naively appealing to implement this in the form of whatever implementation the language 

permits for a collection of generic objects. This leads to several problems. Objects of the 

wrong type might be inserted in the collection, breaking down the assumption that the 

contained objects implement a common interface that can be called while iterating over 

them; also the contained objects may have to be coerced to the necessary type to be 

inserted in the collection (and possibly again when accessed), which leads to noise in the 

code. 

The solution should then be to implement a strongly typed collection - at least in 

the colloquial sense of being picky about types, either by checking the inheritance tree of 
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the object to be inserted or, more flexible, by "duck-typing" (i.e. if an object walks like a 

duck and quacks like a duck, it must be a duck). 

TREE TRAVERSAL USING AN ITERATOR INTERFACE AND VISITOR OBJECT 

As trees are from some perspective collections - containers - of similar objects 

over which different traversals are performed, an obvious pattern to recognize is that of 

the Itevatov object, that is, an object providing an interface to traverse aggregated data, 

abstracting away the implementation details of the underlying data structure. The iterator 

provides a number of methods (possibly combined): i) checking whether an element is 

available; ii) returning the value at the current position; iii) moving to the next element. 

In simple implementations step i) and ii) are combined, such that whatever value for 

"undefined" is used in the language is returned to indicate that the requested element (and 

thus its value) is unavailable. The third step is a method call like Iterator. next ( )  

that perhaps just implements an index increment on the underlying array, or a complex 

traversal of some form. 

As the iterator is traversing the underlying data, operations or calculations of 

some form are performed. The operation can be made reusable by implementing it as a 

method in the class the objects that the operation is applied on belong to. This, however, 

has two drawbacks. Firstly, this still restricts reuse to that class (and classes that inherit 

from it); secondly, this leads in the long run to feature-creep and bloated classes. An 

alternative is the Visitor pattern: the operation to be performed on a collection of objects 

during a traversal is abstracted into a visitor that is invoked during a traversal. The 

implementation of the visitor can be in the form of a visitor object, a reference to a code 

block, or a closure. 
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The PIPRES libraries (Mark T. Holder, http://cvs.sdsc.edu/cgi- 

bin/cvsweb.cgi/phylo/framework~python/PIPRes/) implement some of this functionality 

in Python, by providing several iterators (i t e r c h i l d r e n ,  i t e r E d g e s ,  

i t e r I n t e r n a l s ,  i t e r p o s t o r d e r ,  i t e r p r e o r d e r ,  i t e r T i p s )  that take a 

predicate for node-filtering as an argument. An implementation that follows the notion of 

a visitor object more closely is that of T r e e  : : S i m p l e  : : V i s i t o r  (Stevan Little, 

http://search.cpan.org/-stevan/Tree-Simple- 1.154, where the visitor object has accessors 

and mutators for node filters, a v i s i t  method to traverse the tree and a getter to retrieve 

the results (the traversal type is specified in the constructor). 

FLYWEIGHT OBJECTS, COMPOSITE PATTERNS AND IMMUTABLE OBJECTS 

NaTve object-oriented design is at odds with efficient memory usage. Instantiating 

rich node and tree objects that hold a lot of data quickly becomes prohibitive, if the goal 

is to process large sets of big trees. The solution lies in sharing of data between objects, 

and one of the patterns to implement this is the Flyweight object (Gamma et al., 1995). 

The canonical example (Calder and Linton, 1990; Calder and Linton, 1992) to 

illustrate this approach is that of a word processor that needs to keep track of many 

character objects (i.e. glyph representations, possibly with class data and instance data: 

font face, weight, point size - in any case something richer than a single ASCII 

character). Obviously, instantiating a new object for every typed character quickly fills up 

memory. Instead, a FlyweightFactory object instantiates a separate object for every 

category of characters - say, all bold-face twelve point Times New Roman characters. 

Then, the individual flyweight objects (the characters on the screen) can be considered as 

nothing more than references to the single object for the whole category of characters, 
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each holding virtually no extrinsic - context-dependent - data apart from position, 

sharing most of their state with the other flyweight objects of the same category. 

The concept of sharing state can equally be applied to higher level categories of 

objects (for example a category object for all for all Times New Roman characters), 

which can be implemented as higher level flyweight objects. Organizing objects in 

hierarchies of increasing generality is recognized as the Composite pattern - and so 

flyweight objects and composite patterns are often observed in the wild working in 

concert. 

What happens if an intrinsic state variable of a flyweight instance is modified? 

Logic dictates that the category object the flyweight object references changes state, and 

the change cascades down the inheritance tree to the other flyweight objects in the same 

category, which is perhaps not what is supposed to happen. The solution is to implement 

Immutable objects, which, in the terminology of design patterns, are objects that do not 

change state, but rather, on attempts to assign new values to instance variables (e-g. 

changing the font style from bold to italic) the immutable object returns an instance of a 

flyweight object belonging to the desired category - in other words, the flyweight object 

is "moved" to some place else in the composite tree, some place where the flyweights 

holding the desired intrinsic state live. 

How is this applicable to phylogenetics? The key lies in separating the extrinsic 

and intrinsic state of the object. Nodes in a tree almost completely consist of extrinsic 

state: they exist in relation to other nodes, and may have real number values associated 

with them. Hence, the flyweight pattern is in most cases not applicable to node objects. 

The same is not true for (sub)tree objects in a set of trees. A subtree factory object that 



maintains a pool of immutable subtree objects can be used to reduce the memory 

requirements of large sets of similar trees, effectively caching and reusing topologies. 

Likewise, partial results of computations - for example likelihood computations - can be 

cached with the subtrees and site patterns the result applies to. This pattern is 

implemented to some extent in PAL, (Drummond and Strimmer, 2001), in 

pal . eval . FastLikelihoodCalculator, which caches partial likelihoods of 

invariant subtrees. (The flyweight pattern seems even more obviously applicable to 

handling annotated nucleotide sequences, where each individual site is almost as similar 

or dissimilar to all others as the character objects from the word processor example.) 



SERIALIZATION 

Serialization is the process of storing an object as a series of bytes, or in a human- 

readable (marked-up text) format. These storable representations can subsequently be 

"de-serialized", in order to retrieve an identical clone of the object - but possibly on a 

different computer, or represented in a different programming language, or both. In 

practice, serialization often is a two-step process: in the first step, the data structure to 

serialize is changed to a more manageable format, which then in the second step is 

serialized, often by an abstraction layer that does so transparently. 

In the present context, I will consider both the serialization of objects and of raw 

data structures. A number of serialization standards has emerged in recent years, which I 

will discuss here. 

TEXT FORMATS SPECIFIC TO TREE STRUCTURES 

Although technically not serialization, the description of tree shapes in a 

parenthetical statement (known as the "Newick" format), and the introduction of the 

Nexus file format that builds on this syntax (Maddison et al., 1997) has been instrumental 

in allowing for the interoperability of software for phylogenetics. The Nexus standard 

therefore warrants mention; however, it has also forced authors of phylogenetics sofhvare 

to develop their own parsers to deal with a standard that has been extended in various 

directions - yielding a number of slightly different implementations. It would, to this 

author's opinion, therefore be of great use for the phylogenetics community that a new, 

unambiguous standard emerges for which off-the-shelf serializers and de-serializers are 

available. 



XML AND SOAP 

Extensible Markup Language is a human-readable mark up format based on 

recommendations of the W3C (Bray et al., 2004). In fields related to phylogenetics, XML 

applications have emerged and are in use today. For example, for taxonomy there is SDD 

(Thiele, 2003), for molecular biology there is a variety of formats defined by the National 

Center for Biotechnology Information (http://www.ncbi.nih.gov/dtd/, accessed August 9, 

2005), and for graph theorists there is GraphML (Brandes et al., 2001) and XGMML 

(Punin and Krishnamoorthy, 200 1). 

For phylogenetics, several applications have been proposed (Gilmour, 2000), and 

discussion has been ongoing for a number of years now, for example in the "phyloxml" 

project (Cannon and Zmasek, 2005) and in a project that has yet to decide on the name 

for the root level element (http://evolve.zoo.ox.ac.uk~phyloxml/, accessed August 10, 

2005). However, the modular nature of XML could also be put to use by combining for 

instance SDD, GraphML and TinySeq into a composite standard that mimics the 

functionality of Nexus files. This reuse could yield, without much effort from the 

phylogenetics community itself, a useable standard for which parsers and well-defined 

standards are already available. The advantage is that this would yield a human-readable, 

text-based standard for data storage. The disadvantage is that this is, strictly speaking, not 

serialization. True serialization in XML can be achieved, however, using the Simple 

Object Access Protocol. 

SOAP is an XML application based on recommendations of the W3C (Mitra, 

2003). It is principally used for web services over HTTP. The SOAP standard defines 

syntax for the serialization of primitives and certain complex variables. For example, 
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integer arrays can be SOAP encoded, allowing for the serialization of the array data 

structure for trees. Serialization of structured data with references can be achieved using 

i d  and idref attributes. Code generation tools (such as castor) are available to create 

stubs for serialization and de-serialization following this standard. However, this yields 

text that is probably too verbose for high-speed computation, especially for large data 

sets. This is a problem with any XML-based serialization scheme where the data structure 

is transferred between processes rather than as a storage and query format. For example, 

the Tree of Life web project (Maddison and Schulz, 2004) as exported to XML has a file 

size of about 30 Megabytes, which is rather impractical for rapid transmission and 

processing. 

RDBMS 

Serializing objects to relational databases while respecting both the object- 

oriented paradigm and the relational data paradigm is more problematic than it seems. 

Database tables are not classes, and columns are not attributes, even though data models 

and object models might look alike in diagrams. Objects are related, one to another, by 

"is a" relationships, while database records are related via "has a" relationships. Another, 

perhaps more practical problem is that the records in a database most conform to a table 

"shape", while objects place no such constraints. Or, in other words, tables can only be a 

special case of objects. How to reconcile the two? 

The database can be made to conform to object-oriented principles, by using an 

RDBMS that can store objects directly as records of type "object" (e.g. as 

j ava . sql  . Types . JAVA - OBJECT), or by using an abstraction layer that provides an 

object-oriented interface to the entities in the database (which, to provide this 
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functionality, is restricted in its schema, e.g. see Class : : DBI, 

http://search.cpan.org/-trntrn/Class-DBI). The former approach limits access to the 

database to those programming languages that can de-serialize the object type, while the 

latter approach restricts objects and tables to a one-to-one mapping. 

Alternatively, objects can be made to adapt to the relational data model, which in 

turn has implications for the underlying data structures the object encapsulates. A data 

structure such as in Mesquite (Maddison and Maddison, 2001), where nodes have unique 

identifiers, adapts easily to a relational data model. Conversely, true recursive data 

structures need to be converted to a more record-oriented structure, either by the 

application that hands the tree over to be inserted in the database, or by an abstraction 

layer around the database. 

C O M A  

Common Object Request Broker Architecture is a specification defined by the 

Object Management Group (http://www.omg.org/). Clients can place method calls on 

objects implemented by a server via object request brokers (ORBS). The interface that the 

client and server agree on is specified in interface definition language (IDL), which 

syntactically is similar to C and C++, though pointer-free. In fields related to 

phylogenetics (in particular molecular biology), prototype implementations have been 

deployed in the BioCorba stack (http://cvs.bioperl.org/cgi- 

bin/viewcvs/viewcvs.cgi/?cvsroot=bioper1). The CIPRES project (http://www.phylo.org) 

is currently developing a software stack in Java, C++, Python and Per1 that deploys 

CORBA. All pointer-free, recursive-by-convention structures discussed in the previous 

sections can be implemented in IDL, and hence be used on a CORBA platform. 
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CONCLUSION 

Is there a single ideal data structure for phylogenetics? Obviously not: different 

contexts have different optima. Whether a program-to-be deals with a lot of data, or little; 

whether the goal is to do many computationally intensive tasks, or mostly bookkeeping; 

what programming language and programming paradigm are chosen; all influence the 

choice of data structure. 

The scope of this paper is to explore solutions that are suitable in the context of 

interoperability between different programming languages and paradigms, with the goal 

of analyzing large trees. In this context a suitable approach to the internal representation 

of tree shape - at least during the execution stages surrounding serialization - is one that, 

to some extent, caters to the lowest common denominator. Choosing an implementation 

that is idiomatic and non-portable (such as Java objects or hash tables) would be at odds 

with the requirement of interoperability. Hence, pointer-free and reference-free 

implementations such as the array based approach are preferable. 

To serialize large trees, the implementation data structure has to be light-weight: 

serialization should not - on top of a processing bottleneck - become a bandwidth 

bottleneck. Hence, strategies for reuse of components must be employed. For example, 

when a set of trees is serialized, taxon names should be reused, along the lines of the 

translation table in Nexus files. Likewise, flyweight-like patterns might be deployed to 

reuse identical trees and subtrees. 

A related issue is that of the memory requirements of the de-serialization data 

structure. Ideally, data is structured in such a way that processing can commence before 

all data has been received or parsed. This consideration is not applicable to CORBA, but 
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it is an important consideration when parsing XML, and when interacting with databases. 

XML parsers come in two flavors: ones that need to store the entire document object 

model (DOM) tree in memory, and ones that can process the marked up data as the parser 

traverses the DOM tree ("stream-based parsers"). Seeing that XML files can quickly 

grow very large, it would be very much more efficient if internodal relationships can be 

reconstructed while the XML is being parsed. Stream-based parsers can pass on the 

chunks of data they have parsed only once the closing tag has been reached. Hence, 

suggestions for XML applications for phylogenetics that represent a phylogenetic tree as 

a DOM tree of nested elements (e.g. see: Felsenstein, 2003; Gilmour, 2000) - although 

intuitively attractive - are problematic, because the parent node of any clade can only 

ever be processed until the entire DOM subtree it subtends has been processed. One part 

of the solution to this that plays to the strengths of stream-based parsers is to implement a 

tree structure as a set of c h i l d  -> parent elements at the same level in the DOM 

tree. The other part of the solution is the minimization, or elimination, of forward 

references in the structure. 

Eliminating forward references in ancestor functions is easy: as long as the parent 

node always precedes its child nodes, either in an integer array, in an XML file, or in a 

database insertion transaction, all is well. A depth-first, breadth-first or pre-order 

traversal would be enough to generate a structure that entirely eliminates forward 

references. (Apart from XML parsing, eliminating forward references and presenting the 

data linearly is also advantageous in the context of database interactions because it allows 

insertion of all nodes using a prepared statement with SQL placeholders. This greatly 



improves performance, and insertions can be done in a single transaction, which goes a 

long way to preserving referential integrity.) 

Serialization to persistent storage (such as files or databases) differs from 

serialization between processes using CORBA in that, in the latter case, the notion of a 

"stream" of data is abstracted away. While parsing a file, or reading from a database 

handle, data is processed as a linear stream of tokens. Although communication between 

ORBS is also in the form of a stream of data, this process is (perhaps intentionally) 

abstracted away, so that whatever data structure is transmitted always becomes available 

to the recipient as the complete structure. Hence, forward references, and their 

elimination, are not a concern: an ancestor function implemented as an array can be read 

in whatever direction is most efficient. In this context, other considerations come into 

play, perhaps most notably - especially in comparison with file parsing - a greater sense 

of urgency: an architecture that implements real-time communication between processes 

is not of much use if the real-time communication, and the subsequent unpacking of the 

received message, takes a long time. Implementations of CORBA where Newick tree 

descriptions are transmitted are therefore highly inefficient: parsing a string of balanced, 

nested, parenthetical constructs is a fairly complicated and time consuming procedure 

compared to iterating over an array or a set of arrays. It is also wasteful to throw away 

information held by the sender. Much more efficient would be to serialize a tree data 

structure as a parallel series of integer arrays, for example a parent + offspring array, a 

first daughter array and a next sister array, where the same index in the three arrays 

corresponds to the same focal node. With the internodal relationships defined at three 

levels (parents, siblings and children), more densely connected relationships - at least to 
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the extent discussed in this review - can be established in a single iteration over the 

parallel arrays, i.e. in O(N). 

The last consideration in choosing a suitable data structure discussed here is also 

the most important one: is the data structure suitable for representing biological 

observations and inferences? Whether multiple, contemporaneous speciation events can 

occur is perhaps a matter of perspective, but invoking polytomies is certainly necessary in 

some cases, if only to indicate ignorance. Hence, strictly dichotomous data structures do 

not meet the needs of phylogeneticists. Evolutionary processes take place over 

(sometimes long) stretches of time. The true Tree of Life has a root and a temporal axis. 

However, it is sometimes useful to represent a tree structure as unrooted. Does this 

necessitate an unrooted data structure for serialization? Maybe not: the root in a tree 

obviously identifies itself (it has no parent), so flagging a rooted tree as actually unrooted 

is probably enough - the data structure can then be converted to a ring structure, if 

necessary, or methods that pretend the tree is unrooted can be implemented. 

Can the diversity of life be represented as an acyclic graph anyway? 

Hybridization and lateral gene transfer, for example, certainly exist; in some cases a 

network representation is therefore more suitable. However, this requires approaches that 

fall outside of the scope of the present review. In all cases discussed here, the problem 

could be phrased in terms of the representation of one-to-many relationships (one parent, 

many children), but in networks the relationships are many-to-many: a different problem 

space that no doubt will become increasingly important in phylogenetics. 
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FIGURE VI- 1 A ROOTED PHYLOGENETIC TREE 

The child + parent relationship between terminal taxon C and internal node n2 is 
indicated in bold as a reference for subsequent figures, where the same relationship is 
shown also, using their respective implementations. See text for details. 



FIGURE VI-2 ANCESTOR FUNCTION 

A representation of a rooted tree using an ancestor function, which can be implemented 
using, e.g., parallel integer arrays. See text for details. 



FIGURE VI-3 FIRST DAUGHTER, NEXT SISTER STRUCTURE 

A dense representation of a rooted tree with explicit sibling relationships, which can be 
implemented in a number of ways. See text for details. 



FIGURE VI-4 THE RING STRUCTURE 

A tree representation using the "ring" approach, which is impIicitly unrooted. The root 
must therefore be explicitly marked. See text for details. 



FIGURE VI-5 DATABASE SCHEMA 

Representing a tree shape in a relational model, such as an RDBMS. See text for details. 
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CHAPTER VII - GENERAL DISCUSSION 

Rutger A. Yos 



INTRODUCTION 

The unifying theme of this dissertation is that of the "Big Tree Problem", that is, 

the methodological difficulty that surrounds the inference and analysis of large 

phylogenies. Different aspects of the problem are addressed: i) the combinatorics 

problem that researchers face during the inference of large phylogenies in the likelihood 

and Bayesian frameworks; ii) the estimation of molecular divergence dates on supertrees 

(usually being the largest phylogenies in the literature, and often lacking branch lengths); 

iii) the modeling of expected divergence dates on supertrees; iv) the problem of the 

increase in required data to resolve large phylogenies, hence for supertrees the process of 

tree selection; v) the internal representation of phylogenetic trees in computer 

programming. The following section summarizes the findings in each of these areas. 



SUMMARY 

Chapter I1 discusses an algorithm dubbed the "Likelihood Ratchet". The 

algorithm is used to explore likelihood landscapes expected to be multimodal, i.e. 

containing multiple optima. Local optima pose problems for hill-climbing techniques as 

searches can get stuck on them. The Likelihood Ratchet escapes from these optima by 

iteratively perturbing the landscape through resampling of characters. The algorithm 

outperforms standard hill-climbing in tests on simulated and real data, including a data 

set whose multi-modality had been demonstrated previously (Salter, 2001). This chapter 

has been published in the journal Systematic Biology (Vos, 2003). 

The following chapter extends some of the concepts of the Likelihood Ratchet to 

the Bayesian framework. In Bayesian analyses, a random walk is constructed that should, 

after a certain number of discarded steps, approach a stationary situation where solutions 

are visited in proportion to the target distribution of posterior probabilities (Larget and 

Simon, 1999; Mau et al., 1999; Yang and Rannala, 1997). The initial stage of these 

analyses is termed "bum-in", and it is this stage that poses problems as it is sometimes 

unclear when the stationary phase has been reached, and bum-in sometimes takes long 

(especially when analyzing large data sets). Small improvements sometimes take place 

long after the Markov chain seems to be stationary perhaps due to conflicting 

phylogenetic signals or multiple optima in the tree landscape (Huelsenbeck et al., 2002). 

Chapter I11 addresses part of this problem by introducing an iterative algorithm that 

perturbs the optimality landscape such that the bum-in Markov chain can move away 

from local optima more easily. Tests-of-concept on simulated and real data demonstrate 



that this approach performs well: bum-in can be sped up using iterative jackknifing. This 

chapter is currently 'accepted with minor revisions' by Systematic Biology. 

Chapter IV introduces a new approach to estimating divergence dates on MRP 

(Baum, 1992; Ragan, 1992) supertrees. The divergence date estimates from multiple, 

clock-like (Zuckercandl and Pauling, 1965) DNA sequence alignments whose taxon sets 

partially cover the supertree's taxon set can be combined as long as the topologies on 

which the divergence dates are estimated are compatible. To do so, the trees on which the 

divergence dates are estimated must be calibrated on common nodes. This yields sets of 

estimates for each node in the supertree to which multiple alignments speak. From these 

sets of estimates the composite estimate is calculated by taking, for example (to minimize 

the effect of outliers), the median of the set. The paper (published as Vos and Mooers, 

2004) discusses this method as applied to the supertree of the Primates. 

The subsequent chapter (Chapter V) presents the topology of the Primate 

supertree. This new phylogeny of the Primates forms the largest estimate of phylogeny 

for this order to date. It agrees broadly with earlier work done on this clade (Purvis, 

1995), but it is better resolved and includes more species. In addition, this paper 

introduces a method to obtain expected divergence dates under a model of constant clade 

growth (Yule, 1925) for nodes for which no estimates are available, and it presents 

additional support values for clades in the supertree using Bremer (Bremer, 1994) and 

rQS (Bininda-Emonds et al., 2005) values. The chapter closes with a discussion on 

macro-evolutionary trends in the history of the Order Primates. This paper is currently in 

second review with the journal Systematic Biology. 



Chapter VI is a review of the various ways in which tree shapes can be 

represented internally in forms useful for computer analysis. The approaches taken in 

various open source software packages for phylogenetic analysis (Drummond and 

Strimmer, 200 1 ; Felsenstein, 1989; Huelsenbeck and Ronquist, 200 1 ; Maddison and 

Maddison, 200 1; Ronquist and Huelsenbeck, 2003; Yang, 1997) are discussed, with 

particular reference to the concept of "design patterns", i.e. reusable solutions for 

programming problems (Gamma et al., 1995). This paper also draws attention to the issue 

of "serialization", that is, transferring data structures and objects between programming 

languages and computers. This issue is of particular importance for large-scale projects 

seeking to integrate phylogenetic software written in multiple programming languages 

(e.g. see http:Nwww.phylo.org). 



IMPL~CAT~ONS OF FINDINGS, AND FUTURE DIRECTIONS 

SEARCH ALGORITHMS 

The Likelihood Ratchet [Chapter 11, (Vos, 2003)l has been discussed (Bruns and 

Shefferson, 2004; Mar et al., 2005; Salamin et al., 2005; Vinh and Haeseler, 2004) and 

applied (Alexander and Breden, 2004; Andersen and Ekrnan, 2005; Bedoya et al., 2005; 

Lewis et al., 2004; Tombes et al., 2003) in various articles. As there is great interest in 

phylogenetic inference in the Bayesian framework (Larget and Simon, 1999; Mau et al., 

1999; Yang and Rannala, 1997) and the methodological problems that surround this 

approach [such as slow bum-in (Huelsenbeck et al., 2002)], it is possible that the iterative 

jackknifing algorithm (Chapter 111, accepted with minor revisions by Systematic Biology) 

will spur similar interest. In any case, ratchet-like techniques early on in Bayesian 

analyses are sure to be a fruitful area of further research [some reweighting functionality 

in MrBayes (Huelsenbeck and Ronquist, 2001; Huelsenbeck and Ronquist, 2003) was 

implemented with this in mind (John Huelsenbeck, pers. comm.)]. 

SUPERTREE CONSTRUCT~ON 

Although criticized by some (Gatesy et al., 2004; Gatesy et al., 2002) [but see 

(Bininda-Emonds et al., 2003)], supertrees are likely to be the most complete phylogenies 

for some time to come (at least for animals, given the lack of concerted sequencing 

efforts similar to the rbcL (Chase et al., 1993) effort among botanists). A new, larger and 

better-resolved supertree of the Primates (as presented in Chapter V, which is in review 

with Systematic Biology) will attract similar attention as the previous composite estimate 

for this Order (Purvis, 1995) which has been used in comparative (Abbott et al., 2003; 

Altizer et al., 2003; Alvarez, 2000; Anderson et al., 2004; Anderson et al., 2004; 
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Anderson et al., 2005; Barton, 1996; Barton, 1997; Barton, 1998; Barton, 2004; Barton 

and Harvey, 2000; Birdsey et al., 2005; Blomberg et al., 2003; Bohm and Mayhew, 2005; 

Bonine et al., 2005; Carbone et al., 2005; Carter, 2001; Carter and Mendis, 2002; Conroy, 

2003; De Ruiter, 2004; Deaner and Nunn, 1999; Deaner et al., 2000; Diazuriarte and 

Garland, 1996; Eeley and Foley, 1999; Fa and Purvis, 1997; Fernandez and Vrba, 2005; 

Fish and Lockwood, 2003; Gardezi and Da Silva, 1999; Gatesy et al., 2004; Geissmann, 

2002; Geissmann, 2002; Gittleman and Purvis, 1998; Harcourt, 2000; Heesy, 2004; 

Heesy and Ross, 2001; Hewitt et al., 2002), macro-evolutionary (Barraclough et al., 

1998; Bokma, 2002; Bokma, 2003; Chan and Moore, 2002; Creevey et al., 2004; Diniz et 

al., 1998; Isaac and Cowlishaw, 2004; Isaac and Purvis, 2004; Jernvall and Wright, 1998; 

Martin, 2000; Mooers and Heard, 1997) and methodological (Bininda-Emonds, 2004; 

Bininda-Emonds, 2004; Bininda-Emonds, 2005; Bininda-Emonds and Bryant, 1998; 

Bininda-Emonds et al., 2002; Bininda-Emonds and Sanderson, 2001; Eulenstein et al., 

2004) studies. 

Lastly, the method to generate expected divergence dates on supertrees (or any 

other topology lacking branch lengths, discussed in Chapter IV and V) can be extended to 

generate the expectations under more complex models of clade growth, such as those 

incorporating extinction. At present, the technique relies on averaging over large sets of 

trees with randomly drawn labeled histories. However, an analytical solution is possible 

(Mike Steel, pers. comm.), which would greatly speed up the calculation of expected ages 

of splits. A future direction for the Bio::Phylo software package (discussed in the 

Appendix) is the inclusion of this analytical solution. In addition, a manuscript is in 
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preparation which will apply this analytical algorithm ('RankProb') to parts of the 

primate supertree, to test macro-evolutionary hypotheses of clade growth. 

PHYLOGENETIC SOFTWARE DEVELOPMENT 

The CIPRES project (http://www.phylo.org) is at the time of this writing in the 

process of expanding its CORBA interfaces to include abstract definitions of tree 

structures to be passed between 'services' (such as tree inference, tree shape 

manipulation). Chapter VJ was written with this transition in mind. The manuscript may 

play a role in the discussions surrounding the choice between different tree and node 

structures as defined in the Interface Definition Language classes for the project 

architecture. Similarly, the Per1 libraries documented in the Appendix play a role in the 

expansion of the BioPerl project (http://www.bioperl.org) to become more phylogenetics- 

oriented, including the definition of a CDAT ('Character Data And Tree') object, that is, 

an intersection object that links phylogenetic trees to (molecular, continuous, or 

categorical) character sequences (Stoltzfus et al., 2006). In all likelihood, the Bio::Phylo 

library code will be merged with the BioPerl code base (as well as being part of CIPRES) 

to implement this functionality (using the 'Bio::Phylo::Taxa::Taxon' object, see the 

Appendix). 



NEW APPROACHES TO ADDRESS THE BIG TREE PROBLEM 

These are exciting times for biologists: an understanding of the mechanics of 

molecular evolution, the ability to collect large amounts of molecular data relatively 

easily, and the computational approaches to analyze that data allow us to look millions of 

years into the past, or study to epidemic behaviour of viruses (or anything in between), 

and give us a better and better understanding of evolution and speciation. But, however 

fast computer power is growing, very large phylogenies will not be inferred by naiire 

brute force: the growth of the Big Tree Problem as larger and larger numbers of taxa are 

analyzed will likely continue to outpace Moore's law (i.e. the observation that the 

complexity of computer chips grows exponentially, doubling roughly every 24 months, 

whereas the number of distinct tree shapes grows hyperexponentially with the number of 

taxa). At present, solutions are sought in several directions. 

The approaches discussed in this thesis, the likelihood ratchet and iterative 

jackknifing, seek to mitigate against pathologies in at present widely used methods of 

phylogenetic inference: heuristic searching under maximum likelihood and random walks 

under the Bayesian framework, respectively. The pathology of multiple optima in tree 

space, the notion of 'Tree Islands' (Maddison, 1991), is enhanced by the Big Tree 

Problem. Hence, using these techniques to infer large trees plays to their strength. 

However, these techniques by themselves presuppose that a phylogenetic data set can be 

analyzed on a single computer in reasonable time. This is not always the case, and novel 

developments that organize the problem in a way that multiple computers can be brought 

to bear have recently been introduced, in particular, parallelization and divide-and- 

conquer methods. 

212 



Recent versions of the MrBayes program for phylogenetic inference in the 

Bayesian framework (Larget and Simon, 1999; Mau et al., 1999) implement 

parallelization by running heated Markov chains on separate CPUs connected by the 

"Message Passing Interface" (Ronquist and Huelsenbeck, 2003). Under ideal conditions 

(few swaps between chains), the computational intensity of adding chains scales roughly 

linearly (Altekar et al., 2004) such that they can be distributed over a linearly growing 

number of processors. However, this approach can only be applied to inferential 

techniques that lend themselves to parallelization. This is the case for Metropolis- 

Hastings coupled Markov chain Monte Carlo, but not so for many other techniques. Also, 

parallelization using MPI requires a fairly specialized architecture. 

A new development that can be applied more generally (a 'meta-technique' that 

can employ a number of different search techniques) is to iteratively break down the data 

set into smaller sets that are analyzed independently, and then merged again to refine the 

total solution. By recursively breaking down (and subsequently reassembling) the data set 

into smaller and smaller sets until they become manageable in reasonable time the size of 

the combined data set that can be analyzed is potentially much larger than any of the 

approaches discussed previously. An implementation of the REC-I-DCM3 algorithm (the 

most advanced version of the algorithms proposed to address the phylogeny problem 

through divide-and-conquer, Roshan et al., 2004) is one of the major goals of the 

CIPRES (http://www.phylo.org) project. As the architecture that facilitates this algorithm 

becomes operational in the coming years, other algorithms, possibly hybrids of divide- 

and-conquer methods and parallelization, perhaps using ratcheting approaches, will 

become easier to implement, explore and automate. 
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With these powerful techniques becoming available, managing the required larger 

amounts of data becomes non-trivial (as I noticed during the assembly of the Primate 

supertree). Another priority of the CIPRES project is to create a new version of the 

TreeBase database (http://www.treebase.org), and in parallel a version of this database 

that researchers can install locally to organize and share their data more effectively. 

These two tracks in the CIPRES project will likely constitute a great improvement for the 

practice of phylogenetic inference, allowing larger and more powerful analyses. I am 

very pleased to be able to conclude this dissertation and contribute fulltime to these 

developments in this exciting era for biologists. 
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APPENDIX - BIO::PHYLO: 

PHYLOGENETIC ANALYSIS USING THE PERL PROGRAMMING LANGUAGE 

Rutgev A. Vos 



INTRODUCTION 

Many different computer programs are available to perform specialized 

phylogenetic analyses. Unfortunately, some of these programs require their own input 

text files, or interpret the nexus file format (Maddison et al., 1997) in non-standard ways. 

This makes many types of analyses cumbersome because data files need to be edited by 

hand. 

Here, I present software I have developed to remedy some of this: Bio::Phylo, 

which gives scriptable access to the entities commonly encountered in phylogenetic 

analyses (i.e. trees, nodes in trees, taxa, data matrices). I discuss the object model, the 

data model, and I present usage examples. The final section comprises detailed 

documentation of the application programming interface. 

The Bio::Phylo package consists of a set of libraries written in perl5. By using 

these libraries in Per1 scripts, parsing, transforming, analyzing and visualizing 

phylogenetic data becomes easier. Bio::Phylo is available from the comprehensive Perl 

archive network (http://search.cpan.org/rvosa/Bio-Phylol). The libraries are open source 

software, specifically, they are licensed under the same terms as Perl itself [either the 

General Public License (http://www.gnu.org/copyleft/gpl.html) or the Per1 Artistic 

License (http://www.perl.com/pub/a/language/misc/Artistic.html)]. 

Up to date information on the status of Bio::Phylo can be obtained from the 

CPAN site mentioned above; in addition, there is an online discussion forum for users 

(http://www.cpanforum.com/dist/Bio-Phylo) and a bug tracking server 

(http://rt.cpan.org/NoAuth/ReportBug.html?Queue=Bio-Phylo). 



The following sections discuss, in general terms, the nested objects that model 

phylogenetic information and entities. 

THE BIO::PHYLO BASE CLASS 

The Bio::Phylo object is never used directly. However, all other objects inherit 

from it, which means that all objects have getters and setters for their name, description, 

score. They can all return a globally unique ID, can all be stringified to XML, and keep 

track of more administrative things such as the version number of the release. 

THE BIO::PHYLO::FOREST NAMESPACE 

According to Bio::Phylo, there is a Forest (which is modeled by the 

Bio::Phylo::Forest object), which contains Bio::Phylo::Forest::Tree objects, which 

contain Bio::Phylo::Forest::Node objects. 

Tree nodes - A node 'knows' a couple of things: its name, its branch length (i.e. 

the length of the branch connecting it and its parent), who its parent is, its next sister (on 

its right), its previous sister (on the left), its first daughter and its last daughter. Also, a 

taxon can be specified that the node refers to (this makes most sense when the node is 

terminal). These properties can be retrieved and modified by methods classified as 

accessors and mutators, respectively. 

From this set of properties follows a number of things which must be either true 

or false. For example, if a node has no children it is a terminal node. By asking a node 

whether it "is-terminal", it replies either with true (i.e. 1) or false (undef). Methods such 

as this are classified as tests. 



Likewise, based on the properties of an individual node one can perform a query 

to retrieve nodes related to it. For example, by asking the node to "get - ancestors" it 

returns a list of its ancestors, being all the nodes and the path from its parent to, and 

including, the root. These methods are queries. 

Lastly, some calculations can be performed by the node. By asking the node to 

"calcqath - to - root" it calculates the sum of the lengths of the branches connecting it and 

the root. Of course, in order to make all this possible, a node has to exist, so it needs to be 

constructed. The constructor is the Bio::Phylo::Node->new() method. 

Once a node has served its purpose it can be destroyed. For this purpose there is a 

destructor, which cleans up once the node reference goes out of lexical scope. However, 

in most cases the user does not have to worry about constructing and destroying nodes as 

this is done by a parser or a generator as needs arise. 

For a detailed description of all the node methods, their arguments and return 

values, consult the node documentation, in the API section below. 

Trees - A tree knows very little. All it really holds is a set of nodes, which are 

there because of tree population, i.e. the process of inserting nodes in the tree. The tree 

can be queried in a number of ways, for example, one can ask the tree to "get-entities", to 

which the tree replies with a list of all the nodes it holds. Be advised that this does not 

mean that the nodes are connected in a meaningful way, if at all. The tree does not care, 

the nodes are supposed to know who their parents, sisters, and daughters are. But, one 

can still get, for example, all the terminal nodes (i.e. the tips) in the tree by retrieving all 

the nodes in the tree and asking each one of them whether it "is-terminal", discarding the 

ones that are not. 
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Based on the set of nodes the tree holds it can perform calculations, such as 

"calc-tree-length", which means that the tree iterates over all its nodes, summing their 

branch lengths, and returning the total. 

The tree object also has a constructor and a destructor, but these are not normally 

used directly. All the tree methods are listed in the API section. 

Forests - The object containing all others is the Forest object. It serves merely as 

a container to hold multiple trees, which are inserted in the Forest object using the 

"insert()" method, and retrieved using the "get - entities'' method. More information can be 

found in the API section. 

THE BIO::PHYLO::MATRICES NAMESPACE 

Objects in the Bio::Phylo::Matrices namespace are used to handle comparative 

data, as single observations, and in larger container objects. 

Datum objects - The datum object holds a single observation of a predefined type, 

such as molecular data, or a continuous character observation. The Datum object can be 

linked to a taxon object, to specify which OTU the observation refers to. A 'single 

observation' does not imply a single character state: Datum objects can hold a DNA 

sequence as well - which Bio::Phylo considers a single observation. 

Sequence objects - The Sequence object holds a string of characters of a 

predefined type, such as a molecular sequence, or a series of continuous character 

observations. The Sequence object can be linked to a taxon object, to specify which OTU 

the characters refer to. The sequence object is often more suitable for larger data sets (e.g. 

DNA sequences), the datum object is more memory intensive, but provides for more per 



character metadata - hence it is more appropriate for individual morphological 

observations. 

Matrix objects - The matrix object is used to aggregate datum objects into a 

larger, iterator object, which can be accessed using the methods of the 

Bio::Phylo::Listable class. 

Alignment objects - The alignment object is used to aggregate sequence objects 

into a larger, iterator object, which can be accessed using the methods of the 

Bio::Phylo::Listable class. 

Sets of matrices - The top level object in the Bio::Phylo::Matrices namespace is 

used to contain multiple matrix or alignment objects, again implementing an iterator 

interface. 

THE BIO::PHYLO::TAXA NAMESPACE 

Sets of taxa are modeled by the Bio::Phylo::Taxa object. It is a container that 

holds Bio::Phylo::Taxa::Taxon objects. The taxon objects at present provide no other 

functionality than to serve as a means of cross-referencing nodes in trees, and datum or 

sequence objects. This, however, is an important feature. In order to be able to write, for 

example, files formatted for Mark Pagel's Discrete, Continuous and Multistate (Pagel, 

1994; Pagel, 1997; Pagel, 1999; Pagel, 1999) programs a taxa object, a matrix and a tree 

object must be cross-referenced. 

Sets of taxa - The taxa object is analogous to a taxa block as implemented by 

Mesquite (Maddison and Maddison, 2001). Multiple matrix objects and forests can be 

linked to a single taxa object, using $taxa->set-matrix( $matrix ). Conversely, the 

relationship from matrix to taxa and from forest to taxa is a one-to-one relationship. 



Just as forests can be linked to taxa objects, so too can indidividual node and 

datum objects be linked to individual taxon objects. Again, the taxon can hold references 

to multiple nodes or multiple datum objects, but conversely there is a one-to-one 

relationship. There is a constraint on these relationships: a node can only refer to a taxon 

that belongs to a taxa object that the forest object that contains the node references. 

'IS-A' RELATIONSHIPS: INHERITANCE 

The objects in Bio::Phylo are related in various ways. Some objects inherit from 

superclasses. Hence the object is a special case of the superclass. This type of 

relationship is shown below: 

Child classes of parent Bio::Phylo: 

- Bio::Phylo::Forest::Node 

- Bio::Phylo::Matrices::Datum 

- Bio::Phylo::Matrices::Sequence 

- Bio::Phylo::Taxa::Taxon 

- Bio: :Phyla: :Generator 

- Bio::Phylo::Util::CONSTANT 

- Bio::Phylo::Util::Exceptions 

- Bio::Phylo::Util::IDPool 

- Bio::Phylo::Treedrawer 

- Bio::Phylo::Treedrawer::SVG 

- Bio::Phylo::Listable, Child classes: 

Bio::Phylo::Forest 

Bio::Phylo::Forest::Tree 
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Bio::Phylo::Matrices 

Bio::Phylo::Matrices::Matrix 

Bio::Phylo::Matrices::Alignment 

Bio::Phylo::Taxa 

Child classes of parent Bio::Phylo::IO: 

- Bio::Phylo::Parsers::Newick 

- Bio::Phylo::Parsers::Nexus 

- Bio::Phylo::Parsers::Table 

- Bio::Phylo::Parsers::Taxlist 

- Bio::Phylo::Unparsers::Newick 

- Bio::Phylo::Unparsers::Pagel 

'HAS-A' RELATIONSHIPS 

Some objects contain other objects. For example, a Bio::Phylo::Forest::Tree 

contains Bio::Phylo::Forest::Node objects, a matrix object holds datum objects, and so 

on. The container objects all behave like Bio::Phylo::Listable objects: one can iterate 

over them (also recursively). The container relationships implemented by Bio::Phylo are 

as follows: 

Bio::Phylo::Forest, contains: 

- Bio::Phylo::Forest::Tree, contains: 

Bio::Phylo::Forest::Node 

Bio::Phylo::Matrices, contains: 

- Bio::Phylo::Matrices::Alignment, contains: 
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Bio::Phylo::Matrices::Sequence 

- Bio::Phylo::Matrices::Matrix, contains 

Bio::Phylo::Matrices::Datum 

Bio::Phylo::Taxa, contains 

- Bio::Phylo::Taxa::Taxon 



USAGE EXAMPLES 

The following sections demonstrate some of the basic functionality, with 

immediate, useful results. 

ONE-LINERS 

No concept is valid in Perl if it cannot be expressed in a one-liner. For the 

Bio::Phylo package, small operations can be expressed using a one-liner from the shell 

terminal. One-liners are commands run from the terminal using the -e '...command...' 

switch, invoking the Perl interpreter directly rather than from a script. The -MFoo::Bar 

switch is used to include library 'Foo::Bar' at runtime. (Note for windows users: in the 

following examples, switch the quotes around, i.e. use double quotes where single quotes 

are used and vice versa.) The following demonstrates this: 

per1 -MBio::Phylo::IO=parse -e 'print \ 

->first->calc imbalance' - 

The -MModule switch includes an extension package. Here, the 

Bio : : ~h ylo : : 10 module is used. The -e switch is used to evaluate the subsequent 

expression. The command shown here parses a string, ((A,B),C);, in the parenthetical 

'Newick' format. The parser returns a Bio : : Phylo : : Forest object (i.e. a set of 

trees, in this case a set of one). From this set the first element is retrieved, and Colless' 

imbalance (Colless, 1982) is calculated, which returns a number, which is printed to 

standard out. This would print " 1 ". 



The next example iterates over a set of trees: 

perl -MBio::Phylo::IO=parse - h e  'print \ 

->talc i2' file - 

The -n switch wraps a 'while (<>) { ... } around the program, so the trees 

fromJile (that is, if they are one Newick tree description per line) are copied into $ - one 

tree at a time. The -1 switch appends a line break to the printed output. 

If a tree object reference is printed, what is written is something like 

Bio: : Phylo: : Forest: : Tree=SCALAR (Oxla337dc) (that is, the memory 

address that the object references). This is often not very useful, so the tree object has a 

$ tree-> t o - ne wi c k method that stringifies the object to a Newick string. Tree 

descriptions can be written back to the terminal window, like so: 

perl -MBio::Phylo::IO=parse -e 'print \ 

parse ( -f ormat=>"newick",-s tring=>"((A, B) C) ; 'I) \ 

->first->to - newick' 

INPUT AND OUTPUT 

The B i o : : Ph y 1 o : : 10 module is the unified front end for parsing and 

unparsing phylogenetic data objects. It is a non-00 module that optionally exports the 

parse and-unparse subroutines into the caller's namespace, using the 'use 

Bio : : Phylo : : I0 qw (parse unparse ) ; ' directive. Alternatively, one can call 



the subroutines as class methods. The 'parse' and 'unparse' subroutines load and dispatch 

the appropriate sub-modules at runtime, depending on the - f o r m a t  argument. 

The following script demonstrates Newick tree parsing: 

use Bio::Phylo::IO; 

# get a newick string from some source 

my $tree-string = ' (((A,B) ,C) ,D) ; ' ;  

# Call class method parse from Bio::Phylo::IO. 

# Newick parser returns 'Bio::Phylo::Forest' 

# Call ->first to retrieve first tree of forest. 

my $tree = Bio::Phylo::IO->parse( 

-string => $tree - string, 
-format => 'fastnewick' 

) ->first ; 

# prints 'Bio::Phylo::Forest::Treef 

print ref $tree, "\nV; 

The B io  : : Phy lo  : : 10 module invokes specific parser modules. It is 

essentially a faqade for the parsers. In the example script the 

B io  : : Phy lo  : : P a r s e r s  : : F a s t n e w i c k  parser turns a tree description into a 

B io  : : Phy lo :  : F o r e s t  object. 

Note that there are currently two Newick parsers to choose between, 'newick' and 

'fastnewick'. The former is an older implementation, which appends unique node labels to 

all the nodes in the tree. It is an implementation that has been tested more thoroughly. On 



the other hand, 'fastnewick' has so far worked without problems. It does not introduce 

node labels, and parses large trees at greater speed than 'newick' (similar considerations 

apply to 'nexus' versus 'fastnexus'). 

The returned forest object subclasses B i o  : : P h y l o  : : L i s  t a b l e ,  as a forest 

models a set of trees that one can iterate over. Calling the ' f i r s t  ' method, returns the 

first tree in the forest - a B i o  : : P h y l o  : : F o r e s t  : : T r e e  object (in the example it's a 

very small forest, consisting of just this single tree). 

The following example script demonstrates how to parse character-delimited 

tables: 



use Bio::Phylo::IO; 

# parsing a table 

my $table - string = qq(A,1,21B,1,2)C,2,21D,2,1); 

my $matrix = Bio::Phylo::IO->parse( 

-string => $table - string, 

# see Bio::Phylo::Parsers::Table 

-format => ' table' , 

# Data type 

-type => ' STANDARD , 

-fieldsep => ',I, # field separator 

-1inesep => '1' # line separator 

) ;  

# prints 'Bio: :Phylo::Matrices: :Matrix1 

print ref $matrix, "\nW; 

Here the Bio : : Phylo: : Parsers : : Table module parses a string 

A, l,2 1 B, l,2 1 C, 2,2 1 D, 2, 1, where the ' 1 '  is a record or line separator, and the ',' is 

a field separator. 

The following example demonstrates how to parse a list of taxa: 



use Bio::Phylo::IO; 

# parsing a list of taxa 

my Staxa - string = 'A:B:C:D1; 

my Staxa = Bio::Phylo::IO->parse( 

-string => Staxa - string, 

-format => 'taxlist', 

-fieldsep => I : '  

1 ;  

# prints 'Bio::Phylo::Taxal 

print ref Staxa, "\nn; 

Here the Bio : : Phylo : : Parsers : : Taxlist module parses a string 

A:B:C:D, where the ':' is used as a field separator. The parser returns a 

Bio : : Phylo : : Taxa object. Note that the same result can be obtained by building the 

taxa object from scratch (a more feasible proposition than building trees or matrices from 

scratch): 



use Bio::Phylo::Taxa; 

use Bio::Phylo::Taxa::Taxon; 

my Staxa = Bio::Phylo::Taxa->new; 

for ( 'A', 'B', 'C', 'Dl ) { 

Staxa->insert( 

Bio::Phylo::Taxa::Taxon->new( 

-name => $- 

I 

1 ;  

1 

# prints 'Bio: :Phylo::Taxa'; 

print ref $taxa, "\nu; 

The Bi o : : Phylo : : Li s table module is the superclass of all container 

objects. Container objects are objects that contain a set of objects of the same type. For 

example, a Bio : : Phylo : : Forest: : Tree object is a container for 

Bio : : Phylo : : Forest : :Node objects. Hence, the 

Bio : : Phylo : : Forest : : Tree object inherits from the 

Bio : : Phylo : : Lis table class, and one can iterate over the nodes in a tree using the 

methods defined by Bio : : Ph ylo : : Li st able . The following example demonstrates 

this functionality: 



use Bio: : Phylo: : I0 qw (parse) ; 

my $string = ' ((A,B), (C,D) ; (((A,B) ,C)D) ; ' ;  

my $forest = parse( 

-format => 'fastnewick', 

-string => $string 

1;  

# prints 'Bio: :Phyla: :Forestf 

print ref $forest; 

# access trees in $forest 

for my $tree ( @ {  $forest->get - entities ) ) { 

# prints 'Bio::Phylo::Forest::Treel; 

print ref $tree; 

# access nodes in $tree 

for my $node ( @ {  $tree->get - entities ) ) { 

# prints 'Bio::Phylo::Forest::Node'; 

print ref $node; 

B i o :  : P h y l o :  :   ore st and B i o  : : P h y l o  : : F o r e s t  : : T r e e  are nested 

subclasses of the iterator class B i o  : : P h y l o  : : L i s t  ab le  . Nested iterator calls (such 

as ' ge t  - e n t i t i e s  ' ) can be invoked on the objects. 

The following example demonstrates more truly 'iterator-like' functionality of 

Bio::Phylo: :Listable: 
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use Bio : : Phylo : : I0 qw (parse) ; 

my $string = 'AIBICIDIEIFIGIH'; 

my $ taxa = parse ( 

-string => $string, 

-format => 'taxlist', 

-fieldsep => ' I ' 

1 ;  

print ref $taxa; # prints 'Bio::Phylo::Taxa' ; 

while ( my Staxon = Staxa->next ) { 

# prints 'Bio: :Phylo::Taxa::Taxont 

print ref Staxon; 

A Bio::Phylo::Taxa object is a subclass of the Bio::Phylo::Listable class. Hence, 

one can call ' ge t  - en t i t i e  s ' on the taxa object, which returns a reference to an array 

of taxon objects contained by the taxa object. Note however the shorthand: 

while ( my $taxon = $taxa->next ) { . . . 

The next example shows how objects contained by Bio::Phylo::Listable objects 

can be retrieved by their index in the container object: 



use Bio::Phylo: :IO; 

# parsing a table 

my $table-string = qq(A,1,21B,1,21C,2,21D,2,1); 

my $matrix = Bio::Phylo::IO->parse( 

-string => $table - string, 

# See Bio::Phylo::Parsers::Table 

-format => 'table', 

-type => 'STANDARD', # Data type 

-fieldsep => I , ' ,  # field separator 

-1inesep => ' I ' # line separator 

1; 

# prints 'Bio: :Phyla: :Matrices: :Matrix1 

print ref $matrix, "\nu; 

my $datum = $matrix->get - by - index( 0, -1 ) ;  

# prints 'Bio::Phylo::Matrices::Datum' 

print ref $datum; 

The Bio: : Phylo: :Matrices : :Matrix object subclasses the 

Bio : : Phylo: : Listable object. Hence, its iterator methods are applicable here as 

well. In the above example, the get - by - index method is used. With a single 

argument it returns a Bio::Phylo object. With multiple arguments the semantics are nearly 

identical to array slicing, except that an array reference is returned. Bio::Phylo generally 

passes by reference. 



SIMULATING TREES 

The Bio::Phylo::Generator module simulates trees under various models of clade 

growth. For example, here is how to generate a forest of ten Yule trees (Yule, 1925) with 

ten tips: 

-trees => 10, 

-tips => 10, 

-model => 'yule' 

1 ;  

print ref $trees; # prints 'Bio::Phylo::Forestf 

The generator object simulates trees under the Yule or the Hey model. The 

gen  r a n d  - p u r e  - b i r t h  method call returns branch lengths drawn from the 

appropriate distribution, while g e n  - e x p  - p u r e  - b i r t h  returns the expected waiting 

times (e.g. lln where n=number of lineages for the Yule model). 

FILTERING 

The objects contained by a Bio::Phylo::Listable subclass can be filtered in various 

ways. For example, the following retrieves the nodes no more than 2 ancestors away from 

the root. Any method that returns a numerical value can be specified with the '-valuey 

argument. The '-ley flag specifies that the returned value is less-than-or-equal to 2. 



my @deep - nodes = @ {  

$ tree->get - by - value ( 
-value => 'calc nodes to root', - - - 

String values that are returned by objects can be filtered using a compiled regular 

expression. For example, the following retrieves all nodes whose genus name matches 

Eulemur, Lemur or Hapalemur: 

my @lemurs = @ {  

$tree->get-by - regular - expression( 

-value => 'get - name', 

-match => qr/[Ll]emur-.+$/ 

DRAWING TREES 

SVG drawings of tree objects can be created using the 

Bio : : Phylo : :   reed rawer module: 



use Bio::Phylo::Treedrawers; use Bio::Phylo::IO; 

my Streedrawer = Bio::Phylo::Treedrawers->new( 

-width => 400, 

-height => 600, 

-shape => 'CURVY', 

-mode => ' CLAD0 ' , 

-format => 'SVG'  

1; 

my $tree = Bio::Phylo::IO->parse( 

-format => 'newick' , 

-string => ' ((A,B) ,C) ; '  

) ->first; 

$ treedrawer->set-tree ($tree) ; 

Streedrawer->setgadding (50) ; 

my $string = $treedrawer->draw; 



FURTHER NOTES ON USING BIO::PHYLO 

ENCAPSULATION 

Unlike most other implementations of tree structures (or any other Perl objects) 

the Bio::Phylo objects are truly encapsulated: most Perl objects are hash references, so in 

most cases one can access the underlying data directly: $obj->{'key1) = 'value'. Not so for 

Bio::Phylo. The objects are implemented as 'Inside Out' objects. How they work exactly 

is outside of the scope of this document, but the implication as that the state of an object 

can only be changed through its methods. This is a feature that helps keep the Bio::Phylo 

code base maintainable as this project grows. Also, the way it is implemented is more 

memory-efficient and faster than the standard approach. The encapsulation forces users to 

use the documented interfaces of the objects. This, however, is a good thing: as long as 

the interfaces stay the same, any code using Bio::Phylo will continue to work, regardless 

of the implementation under the surface. 

NAMED ARGUMENTS 

When the number of arguments to a method call exceeds 1, named arguments are 

used. The order in which the arguments are specified does not matter, but the arguments 

must be all lower case and preceded by a dash: 



~ -- 

use Bio::Phylo::Forest::Tree; 

-name => 'PHYLIP l', - 

TYPE CHECKlNG 

Argument type is always checked. Numbers are checked for being numbers; 

names are checked for being of allowed string format. Objects are checked for type. The 

only intentional exception is in object constructors, e.g. when instantiating a node, the 

arguments passed to the constructor are not checked: 

use Bio::Phylo::Forest::Node; 

-name => 'Node name', 

-branch-length => 0.439 

1 ;  

This can be abused to gain a performance advantage, but the responsibility to 

ensure that the resulting object's internal state is sane now lies with the user. 

RETURN VALUES 

Apart from scalar variables, all other return values are passed by reference, either 

as a reference to an object or to an array or hash. Multiple return values are never 

returned as a list, always as an array reference: 



my $nodes = $tree->get  e n t i t i e s ;  - 
#prints  ARRAY. 

p r i n t  ref $nodes; 

To receive nodes in @nodes,  dereference the returned array reference (for clarity, 

all array dereferencing in this document is indicated by using braces in addition to the @ 

sigil): 

my @nodes = @ {  $tree->get  - e n t i t i e s  ) ;  

Mutator method calls always return the modified object, and so they can be 

chained: 

$node->set - name ( 'Homo-sapiens ' ) -> 

set - branch - length ( 0 . 2 3 4 3 )  ; 

When a value requested through an accessor has not been set, the return value is 

'undef. Here one should take care what to test. For example, the value '0' is considered 

'defined', but evaluates to 'false' in Boolean context: 



# This works a s  expected. 

# $node has no parent, hence it must be the root .  

i f  ( ! $node->getgarent ) { 

$root = $node; 

1 

# The fol lowing warrants caution. 

# Zero i s  evaluated a s  false-but-defined. 

i f  ( ! $node->get - branch - length ) { 

# i s  there r e a l l y  no branch length? 

i f  ( defined $node->get - branch - length ) { 

# perhaps there i s ,  but o f  length 0 .  

EXCEPTIONS 

The Bi o  : : Ph y 1 o  modules throw exceptions that subclass 

Excep t ion  : : C 1 as s . Exceptions are thrown when something exceptional has 

happened. Not when the value requested through an accessor method is undefined. If a 

node has no parent, undef is returned. Usually, one will encounter exceptions in 

response to invalid input. If some method call returns an exception, wrap the call inside 

an 'eval' block. The error now becomes non-fatal: 



# try something: 

eval { 

$node->set - branch - length('a bad value'); 

1; 

# handle exception, if any 

if ( $ @ I  { 

# do something, e.g.: 

print $@->trace->as - string; # $@ has methods 

1 

If an exception is caught, one can print a stack trace and find out what might have 

gone wrong starting from the script drilling into the module code. 

# exception caught. 

if ( 

$@->isa('Bio::Phylo::Util::Exceptions::BadNunber1) ) { 

# prints stack trace in addition to error 

warn $@->error, $@->trace->as - string; 

# further metadata from exception object 

warn $@->euid, $@->uid, $@->gid, $@->pid; 

exit ; 

1 

Several exception classes are defined. The type of the thrown exception should 

indicate what might be wrong. The types are specified in 

Bio::Phylo::Util::Exceptions. 
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One can append generic keylvalue pairs to any object, by calling Sob j -> 

se t  - g e n e r i c  ( ' k e y '  => ' v a l u e ' )  ;. Subsequentlycalling $obj-> 

g e t  - g e n e r i c  ( ' k e y  ' ) ; returns ' v a l u e  ' . This is a very useful feature in many 

situations where one may want to attach, for example, results from analyses by outside 

programs (e.g. likelihood scores) to the tree objects they refer to. Likewise, multiple 

numbers (e.g. bootstrap values, posteriors, Bremer values) can be attached to the same 

node in this way. 



API DOCUMENTATION 

The following subsections list all classes and their respective public methods. 

This is the base class for the Bio::Phylo package. All other modules inherit from it; the 
methods defined here are applicable to all. 

new 

Usage: $phylo=Bio : : Phylo->new; 
Function: Instantiates Bio::Phylo object 
Returns: a Bio::Phylo object 
Arguments: 

-name => (object name) 
-desc => (object description) 
-score => (numerical score) 
-generic => (generic key/value pair) 

set-name 

Usage: $obj->set name($name) ; 
Function: Assigns anobject's name. 
Returns: Modified object. 
Arguments: Argument must be a string, single quoted if it contains [ ; I , I : \ ( I \ )  ] 

set-desc 

Usage: $obj->set desc (Sdesc) ; 
Function: Assigns anobject's description. 
Returns: Modified object. 
Arguments: Argument must be a string. 

set-score 

Usage: $obj ->set - score ($score) ; 
Function: Assigns an object's numerical score. 
Returns: Modified object. 
Arguments: Argument must be any of perl's number formats. 

set-generic 

Usage: $obj ->set - generic (%hash) 
Function: Assigns generic keylvalue pairs to the invocant. 
Returns: Modified object. 
Arguments: Valid arguments constitute keylvalue pairs, for example: 

$node->set-generic( ' - p o s t e r i o r 1  => 0 .87565  ) ;  

get-name 

Usage: $name=$obj ->get name; 
Function: Returns the object's Game (if any). 
Returns: A string 



Arguments: None 

get-desc 

Usage: $desc=$obj ->get desc; 
Function: Returns the objectfsdescription (if any). 
Returns: A string 
Arguments: None 

get-score 

Usage: $score=$obj->get - score; 
Function: Returns the object's numerical score (if any). 
Returns: A number 
Arguments: None 

get-generic 

Usage: $value=$ob j ->get generic ($key) ; 
Function: Returns the object's data. If an argument is used, it is considered a key 
for which the associated value is return. Without arguments, a reference to the whole 
hash is returned. 
Returns: A string or hash reference. 
Arguments: None required, $key optional 

get-id 

Usage: $id=$obj ->get id; 
Function: Returns the objec7s unique ID 
Returns: INT 
Arguments: None 

get 
Usage: $var value=$obj ->get (Svar) ; 
Function: ~ltgrnative syntax for safely accessing any of the object data; useful for 
interpolating runtime $va r s. 
Returns: (context dependent) 
Arguments: a SCALAR variable, e.g. $var= ' get name ' ; 
Comments : All objects in the package subclass the -~ io : :~h~lo  object, and so, for 
example, you can do $node->get ( ' get - branch length ' ) ; instead of 
$node->get - branch - length. This is a useful feature for listable objects 
especially, as they have the get by value method, which allows you to retrieve, for 
instance, a list of nodes whose branchlength exceeds a certain value. That method (and 
get - by - regular - expression) uses this Sob j ->get method. 

clone 

Usage: $clone=$object->clone; 
Function: Creates a copy of the invocant object. 
Returns: A copy of the invocant. 
Arguments: none. 



VERBOSE(OI1) 

Usage: Sphylo->VERBOSE ( 0  11) 
Function: Setslgets verbose level 
Returns: Verbose level 
Arguments: O=no messages; l=warning messages 
Comments: 

CITATION 

Usage: Sphylo-XITATION; 
Function: Returns suggested citation. 
Returns: Returns suggested citation. 
Arguments: None 
Comments: 

VERSION 

Usage: Sphylo->VERSION; 
Function: Returns version number (including CVS revision number). 
Returns: SCALAR 
Arguments: NONE 
Comments: 

to-cipres 

Usage: $xml=$obj ->to xml; 
Function: Turns the invocant object into an XML string. 
Returns: SCALAR 
Arguments: NONE 

The Bio::Phylo::Taxa object models a set of operational taxonomic units. The object 
subclasses the Bio::Phylo::Listable object, and so the filtering methods of that class are 
available. A taxa object can link to multiple forest and matrix objects. 

new 

Usage: $taxa=Bio: : Phylo: : Taxa->new; 
Function: Instantiates a Bio::Phylo::Taxa object. 
Returns: A Bio::Phylo::Taxa object. 
Arguments: none. 

set-forest 

Usage: Staxa->set forest (Sforest) ; 
Function: Associates fTrest with the invocant taxa object (i.e. creates reference). 
Returns: Modified object. 
Arguments: A Bio::Phylo::Forest object 
Comments: A taxa object can link to multiple forest and matrix objects. 



set-matrix 

Usage: Staxa->set matrix ($matrix) ; 
Function: Associates matrix with the invocant taxa object (i.e. creates reference). 
Returns: Modified object. 
Arguments: A Bio::Phylo::Matrices::Matrix object 
Comments: A taxa object can link to multiple forest and matrix objects. 

unset-forest 

Usage: $taxa->unset forest (Sforest) ; 
Function: Disassociates forest from the invocant taxa object (i.e. removes reference). 
Returns: Modified object. 
Arguments: A Bio::Phylo::Forest object 

unset-matrix 

Usage: Staxa->unset - matrix ($matrix) ; 
Function: Disassociates matrix from the invocant taxa object (i.e. removes reference). 
Returns: Modified object. 
Arguments: A Bio::Phylo::Matrices::Matrix object 

set-ntax 

Usage: Staxa->set ntax (10) ; 
Function: Assigns the intended number of taxa for the invocant. 
Returns: Modified object. 
Arguments: Optional: An integer. If no value is given, ntax is reset to the undefined 
default. 
Comments: This value is only necessary for the $ taxa->val idate method. If you 
don't need to call that, this value is better left unset. 

get-forests 

Usage: @forests=@ {Staxa->get - forests) ; 
Function: Retrieves forests associated with the current taxa object. 
Returns: An ARRAY reference of Bio::Phylo::Forest objects. 
Arguments: None. 

get-matrices 

Usage:@matrices=@{$taxa->get - matrices}; 
Function: Retrieves matrices associated with the current taxa object. 
Returns: An ARRAY reference of Bio::Phylo::Matrices::Matrix objects. 
Arguments: None. 

get-ntax 

Usage: $ntax=$taxa->get ntax; 
Function: Retrieves the intendednumber of taxa for the invocant. 
Returns: An integer, or undefined. 
Arguments: None. 
Comments: The return value is whatever was set by the 'set - n t ax' method call. 
'get - ntax' is used by the 'validate' method to check if the computed number of taxa 



matches with what is asserted here. In other words, calling S taxa->get ntax doesn't 
return the actual number of taxa in the matrix, but the number it is intended to contain. 

merge-by-name 

Usage: Staxa->merge - b y  - name (Sother taxa) ; 
Function: Merges two taxa objects such that internally different taxon objects with the 
same name become a single object with the combined references to datum objects and 
node objects contained by the two. 
Returns: A merged Bio::Phylo::Taxa object. 
Arguments: A Bio::Phylo::Taxa object. 

validate 

Usage: Staxa->validate; 
Function: Compares computed ntax asserted. Reacts violently if a mismatch is 
encountered. 
Returns: Void. 
Arguments: None 
Comments: 'set - n t ax' needs to be assigned for this to work. 

The taxon object models a single operational taxonomic unit. It is useful for cross- 
referencing datum objects and tree nodes. 

new 

Usage:$taxon=Bio::Phylo::Taxa::Taxon->new; 
Function: Instantiates a Bio::Phylo::Taxa::Taxon object. 
Returns: A Bio::Phylo::Taxa::Taxon object. 
Arguments: none. 

set-data 

Usage: Staxon->set data ($datum) ; 
Function: Associates data with the current taxon. 
Returns: Modified object. 
Arguments: Must be an object of type Bio::Phylo::Matrices::Datum 

set-nodes 

Usage: Staxon->set nodes ($node) ; 
Function: Associates treenodes with the current taxon. 
Returns: Modified object. 
Arguments: A Bio::Phylo::Forest::Node object 

unset-datum 

Usage: Staxon->unset datum ( $datum ) ; 
Function: Disassociates datum from the invocant taxon (i.e. removes reference). 
Returns: Modified object. 
Arguments: A Bio::Phylo::Matrix::Datum object 



unset-node 

Usage: Staxon->unset node ($node) ; 
Function: Disassociates treenode from the invocant taxon (i.e. removes reference). 
Returns: Modified object. 
Arguments: A Bio::Phylo::Forest::Node object 

get-data 

Usage: @data=@ {Staxon->get data}; 
Function: Retrieves data associated with the current taxon. 
Returns: An ARRAY reference of Bio::Phylo::Matrices::Datum objects. 
Arguments: None. 

get-nodes 

Usage: @nodes=@ {Staxon->get nodes} ; 
Function: Retrieves tree nodes associated with the current taxon. 
Returns: An ARRAY reference of Bio::Phylo::Trees::Node objects 
Arguments: None. 

The Bio::Phylo::Forest object models a set of trees. The object subclasses the 
Bio::Phylo::Listable object, so look there for more methods available to forest objects. 

new 

Usage: $trees=Bio: : Phylo: : Forest->new; 
Function: Instantiates a Bio::Phylo::Forest object. 
Returns: A Bio::Phylo::Forest object. 
Arguments: None required, though see the superclass Bio::Phylo::Listable from which 
this object inherits. 

set-taxa 

Usage: Sforest->set - taxa (Staxa) ; 
Function: Links the invocant forest object to a taxa object. Individual terminal node 
objects are linked to individual taxon objects by name, i.e. by what is returned by 
$node->get - name 
Returns: Sforest 
Arguments: A Bio::Phylo::Taxa object. 
Comments: This method checks whether any of the nodes in the trees in the invocant link 
to Bio::Phylo::Taxa::Taxon objects not contained by $taxa. If found, these are set to 
undef and the following message is displayed: 

"Reset X references from nodes to taxa outside taxa block" 

get-taxa 

Usage: $taxa=$f orest->get taxa; 
Function: Retrieves the taxa object%nked to the invocant. 
Returns: Bio: :Phylo::Taxa 



Arguments: NONE 

to - cipres 

Usage:$cipresforest=$forest->to cipres; 
Function: Turns the invocant forest object i n 6  a CIPRES CORBA compliant data 
structure 
Returns: ARRAYREF 
Arguments: NONE 

make-taxa 

Usage: $taxa=$forest->make - taxa; 
Function: Creates a Bio::Phylo::Taxa object from the terminal nodes in invocant. 
Returns: Bio::Phylo::Taxa 
Arguments: NONE 
Comments: N.B.!: the newly created taxa object will replace all earlier references to other 
taxa and taxon objects. 

The object models a phylogenetic tree, a container of Bio::Phylo::Forest::Node objects. 
The tree object inherits from Bio::Phylo::Listable, so look there for more methods. 

new 

Usage:$tree=Bio::Phylo::Forest::Tree->new; 
Function: Instantiates a Bio::Phylo::Forest::Tree object. 
Returns: A Bio::Phylo::Forest::Tree object. 
Arguments: No required arguments. 

new-from-bioperl 

Usage:$tree=Bio::Phylo::Forest::Tree-> 
new from-bioperl($bptree); 
 unction: Instantiates a Bio::Phylo::Forest::Tree object. 
Returns: A Bio::Phylo::Forest::Tree object. 
Arguments: A tree that implements Bio::Tree::TreeI 

get-terminals 

Usage:@terminals=@{$tree->get terminals}; 
Function: Retrieves all terminal nodes in the Bio::Phylo::Forest::Tree object. 
Returns: An array reference of Bio::Phylo::Forest::Node objects. 
Arguments: NONE 
Comments: If the tree is valid, this method retrieves the same set of nodes as $node-> 
get terminals ( $root ) . However, because there is no recursion it may be faster. 
~ l soTthe  node method by the same name does not see orphans. 

get-internals 

Usage:@internals=@{$tree->get internals}; 
Function: Retrieves all internal nodes in the Bio::Phylo::Forest::Tree object. 



Returns: An array reference of Bio::Phylo::Forest::Node objects. 
Arguments: NONE 
Comments: If the tree is valid, this method retrieves the same set of nodes as $node-> 
get internals ($root). However, because there is no recursion it may be faster. 
~ l soTthe  node method by the same name does not see orphans. 

get-root 

Usage: $root=$tree->get root; 
Function: Retrieves the first orphan in the current Bio::Phylo::Forest::Tree object - which 
should be the root. 
Returns: Bio::Phylo::Forest::Node 
Arguments: NONE 

get-tallest-tip 

Usage: $tip=$tree->get tallest tip; 
Function: Retrieves the node furthest fromthe root in the current Bio::Phylo::Forest::Tree 
object. 
Returns: Bio::Phylo::Forest::Node 
Arguments: NONE 
Comments: This method assumes the invocant tree has branch lengths. 

get-mrca 

Usage: $mrca=$tree->get - mrca (\@nodes) ; 
Function: Retrieves the most recent common ancestor of \ @nodes 
Returns: Bio::Phylo::Forest::Node 
Arguments: A reference to an array of Bio::Phylo::Forest::Node objects in $tree. 

is-binary 

Usage: if ( $tree->is - binary ) { # do something ) 

Function: Tests whether the invocant object is bifurcating. 
Returns: BOOLEAN 
Arguments: NONE 

is-ultrametric 

Usage: if ( $tree->is - ultrametric (0.01) ) { # do something } 

Function: Tests whether the invocant is ultrametric. 
Returns: BOOLEAN 
Arguments: Optional margin between pairwise comparisons (default=O). 
Comments: The test is done by performing all painvise comparisons for root-to-tip path 
lengths. Since many programs introduce rounding errors in branch lengths the optional 
argument is available to test TRUE for nearly ultrametric trees. For example, a value of 
0.01 indicates that no painvise comparison may differ by more than 1 Note: behaviour is 
undefined for negative branch lengths. 

is-monophyletic 

Usage: i f  ( $tree->is - monophyletic(\@tips, $node) ) { # do 
something } 

Function: Tests whether the set of \@tips is monophyletic w.r.t. $outgroup. 
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Returns: BOOLEAN 
Arguments: A reference to a list of nodes, and a node. 
Comments: This method is essentially the same as 
&Bio::Phylo::Forest::Node::is~outgroup - of. 

is-clade 

Usage: i f  ( $ t r e e - > i s - c l a d e  ( \ @ t i p s )  ) { # d o  s o m e t h i n g  } 

Function: Tests whether the set of \ @ t i p s  forms a clade 
Returns: BOOLEAN 
Arguments: A reference to an array of Bio::Phylo::Forest::Node objects. 
Comments: 

Usage :$ t r ee  l e n g t h = $ t r e e - > c a l c  t ree l e n g t h ;  
Function: calculates the sum of all branch lengths Ce. the tree length). 
Returns: FLOAT 
Arguments: NONE 

calc-tree-height 

Usage :$ t r ee  height=$tree->talc - t ree - h e i g h t ;  
Function: calculates the height of the tree. 
Returns: FLOAT 
Arguments: NONE 
Comments: For ultrametric trees this method returns the height, but this is done by 
averaging over all root-to-tip path lengths, so for additive trees the result should 
consequently be interpreted differently. 

Usage:$number o f  n o d e s = $ t r e e - > c a l c  number - o f  - n o d e s ;  
Function: calculates the number of nodes (internals AND terminals). 
Returns: INT 
Arguments: NONE 

Usage:$number o f  t e r m i n a l s = $ t r e e - > c a l c  - number - o f  - t e r m i n a l s ;  
Function: ~a l cu l ags  the number of terminal nodes. 
Returns: INT 
Arguments: NONE 

Usage:$number o f  i n t e r n a l s = $ t r e e - > c a l c  - number - o f  - i n t e r n a l s ;  
Function: calculates the number of internal nodes. 
Returns: INT 
Arguments: NONE 

U s a g e : $ t o t a l  p a t h s = $ t r e e - > c a l c  t o t a l  p a t h s ;  
Function: ~alcul%es the sum of all root-to-tip path lengths. 



Returns: FLOAT 
Arguments: NONE 

Usage: $redundancy=$tree->talc r e d u n d a n c y ;  
Function: Calculates the amount of shared7redundant) history on the total. 
Returns: FLOAT 
Arguments: NONE 
Comments: Redundancy is calculated as: 

l/($treelength-$height/($ntax*$height-$height)) 

Usage:$imbalance=$tree->talc i m b a l a n c e ;  
Function: Calculates Colless' coefficientif tree imbalance. 
Returns: FLOAT 
Arguments: NONE 
Comments: As described in Colless (1982) 

Usage: $ci2=$tree->talc - i 2 ;  
Function: Calculates I2 imbalance. 
Returns: FLOAT 
Arguments: NONE 
Comments: 

Usage: $ g a m m a = $ t r e e - > c a l c  - gamma ( )  ; 

Function: Calculates the Pybus gamma statistic 
Returns: FLOAT 
Arguments: NONE 
Comments: As described in Pybus and Harvey (2000) 

U s a g e : $ f i a l a  stemminess=$tree->talc f i a l a  s t e m m i n e s s ;  
Function: calculates stemminess measure Fiala andSokal (G85). 
Returns: FLOAT 
Arguments: NONE 
Comments: As described in Fiala and Sokal(1985) 

Usage :$ roh l f  stemminess=$tree->talc r o h l f  s t e m m i n e s s ;  
Function: calculates stemminess measure from ~ o h l f  et al. g990). 
Returns: FLOAT 
Arguments: NONE 
Comments: As described in Rohlf et al. (1990) 

calc-resolution 

Usage:$resolution=$tree->talc - r e s o l u t i o n ;  



Function: Calculates the total number of internal nodes over the total number of internal 
nodes on a fully bifurcating tree of the same size. 
Returns: FLOAT 
Arguments: NONE 

Usage :$branch ing  - t i m e s = $ t r e e - > c a l c  b r a n c h i n g  t i m e s ;  
Function: Returns a two-dimensional array. The first dimension consists of the "records", 
so that in the second dimension $ AoA [ $ f i r s t  ] [ 0 ] contains the internal node 
references, and $ AoA [ $ f i r s t  ] [ 1 1 the branching time of the internal node. The 
records are orderered from root to tips by time from the origin. 
Returns: SCALAR[][] or FALSE 
Arguments: NONE 

calc-ltt 

Usage: $ltt=$tree->talc ltt; 
Function: Returns a two-dimensional array. The first dimension consists of the "records", 
so that in the second dimension SAoA [ $ f i rs t ] [ 0 ] contains the internal node 
references, and $ AoA [ $ f i r s t ] [ 1 1 the branching time of the internal node, and 
SAOA [ $ f i r s t ] [ 2 ] the cumulative number of lineages over time. The records are 
orderered from root to tips by time from the origin. 
Returns: SCALAR[][] or FALSE 
Arguments: NONE 

Usage: $symdiff=$tree->talc s y m d i f f  ( $ o t h e r  t r e e )  ; 
Function: Returns the symmetric difference metric betweena$ t r e e  and 
$ o t h e r  t r e e ,  sensu Penny and Hendy (1985) 
Returns: SCALAR 
Arguments: A Bio::Phylo::Forest::Tree object 
Comments: Trees in comparison must span the same set of terminal taxa or results are 
meaningless. 

calc-fp 

Usage: $fp=$tree->talc - f p  ( )  ; 

Function: Returns the Fair Proportion value for each terminal 
Returns: HASHREF 
Arguments: NONE 

calc-es 

Usage: $es=$tree->talc es ( )  ; 

Function: Returns the Equal splits value for each terminal 
Returns: HASHREF 
Arguments: NONE 

ca lcge  

Usage: $ e s = $ t r e e - > c a l c  p e  ( )  ; 



Function: Returns the Pendant Edge value for each terminal 
Returns: HASHREF 
Arguments: NONE 

calc-shapley 

Usage: $es=$tree->talc - shapley ( )  ; 
Function: Returns the Shapley value for each terminal 
Returns: HASHREF 
Arguments: NONE 

ultrametricize 

Usage: $tree->ultrametricize; 
Function: Sets all root-to-tip path lengths equal by stretching all terminal branches to the 
height of the tallest node. 
Returns: The modified invocant. 
Arguments: NONE 
Comments: This method is analogous to the 'ultrametricize' command in Mesquite, i.e. no 
rate smoothing or anything like that happens, just a lengthening of terminal branches. 

scale 

Usage: $tree->scale ($height) ; 
Function: Scales the tree to the specified height. 
Returns: The modified invocant. 
Arguments: $he ight=a numerical value indicating root-to-tip path length. 
Comments: This method uses the $ t ree->cal c - tree - height method, and so for 
additive trees the average root-to-tip path length is scaled to $height (i.e. some nodes 
might be taller than $he ight, others shorter). 

resolve 

Usage: $tree->resolve; 
Function: Breaks polytomies by inserting additional internal nodes orderered from left to 
right. 
Returns: The modified invocant. 
Arguments: 
Comments: 

prune-tips 

Usage: $tree->prune tips (\@taxa) ; 
Function: Prunes specified taxa from invocant. 
Returns: A pruned Bio: :Phyla: :Forest: :Tree object. 
Arguments: A reference to an array of taxon names. 
Comments: 

keep-tips 

Usage: $tree->keep tips (\@taxa) ; 
Function: Keeps specified taxa from invocant. 
Returns: The pruned Bio::Phylo::Forest::Tree object. 
Arguments: A list of taxon names. 

26 1 



Comments: 

negative-to-zero 

Usage: $tree->negative to zero; 
Function: Converts negative branch lengths to zero. 
Returns: The modified invocant. 
Arguments: NONE 
Comments: 

exponentiate 

Usage: $tree->exponentiate ($power) ; 
Function: Raises branch lengths to $power. 
Returns: The modified invocant. 
Arguments: A Spowe r in any of perl's number formats. 

logtransform 

Usage: $tree->log - transform ($base) ; 
Function: Log $base transforms branch lengths. 
Returns: The modified invocant. 
Arguments: A $base in any of perl's number formats. 

remove-unbranched-internals 

Usage: $tree->remove unbranched - internals; 
Function: Collapses internalnodes with fewer than 2 children. 
Returns: The modified invocant. 
Arguments: NONE 
Comments: 

to-newick 

Usage: $string=$tree->to newick; 
Function: Turns the invocant tree-object into a newick string 
Returns: SCALAR 
Arguments: NONE 

to-cipres 

Usage: $ciprestree=$tree->to cipres; 
Function: Turns the invocant tree objectinto a CIPRES CORBA compliant data structure 
Returns: HASHREF 
Arguments: NONE 

This module defines a node object and its methods. The node is fairly syntactically rich in 
terms of navigation, and additional getters are provided to further ease navigation from 
node to node. Typical first daughter -> next sister traversal and recursion is possible, but 
there are also shrink-wrapped methods that return for example all terminal descendants of 
the focal node, or all internals, etc. Node objects are inserted into tree objects, although 
technically the tree object is only a container holding all the nodes together. Unless there 
are orphans all nodes can be reached without recourse to the tree object. 
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new 

Usage:$node=Bio::Phylo::Forest::Node->new; 
Function: Instantiates a Bio::Phylo::Forest::Node object 
Returns: Bio::Phylo::Forest::Node 
Arguments: All optional: 

-parent => Sparent, 
- taxon => Staxon, 
-branch length => 0.423e+2, 
-first - daughter => Sf - daughter, 
-last - daughter => $1 - daughter, 
-next - sister => $n - sister, 
-previous - sister => $p - sister, 
-name => ' node name ' , - 
-desc => 'this is a node', 

new-from-bioperl 

Usage:$node=Bio::Phylo::Forest::Node->new - from - bioperl( 
Sbpnode ) ;  

Function: Instantiates a Bio::Phylo::Forest::Node object from a bioperl node object. 
Returns: Bio::Phylo::Forest::Node 
Arguments: An objects that implements Bio::Tree::NodeI 

set-taxon 

Usage: $node->set - taxon (Staxon) ; 
Function: Assigns taxon crossreferenced with node. 
Returns: Modified object. 
Arguments: If no argument is given, the currently assigned taxon is set to undefined. A 
valid argument is a Bio::Phylo::Taxa::Taxon object. 

setgarent 

Usage: $node->set - parent (Sparent) ; 
Function: Assigns a node's parent. 
Returns: Modified object. 
Arguments: If no argument is given, the current parent is set to undefined. A valid 
argument is Bio::Phylo::Forest::Node object. 

set-first-daughter 

Usage: $node->set first daughter (Sf daughter) ; 
Function: Assigns a node's leftmost daughter. ~ e & s :  Modified object. 
Arguments: Undefines the first daughter if no argument given. A valid argument is a 
Bio::Phylo::Forest::Node object. 

set-last-daughter 

Usage: $node->set - last - daughter ($1 daughter) ; 



Function: Assigns a node's rightmost daughter. 
Returns: Modified object. 
Arguments: A valid argument consists of a Bio::Phylo::Forest::Node object. If no 
argument is given, the value is set to undefined. 

setgrevious-sister 

Usage: $node->set previous - sister ($p sister) ; 
Function: Assigns a node's previous sister (to the leff). 
Returns: Modified object. 
Arguments: A valid argument consists of a Bio::Phylo::Forest::Node object. If no 
argument is given, the value is set to undefined. 

set-next-sister 

Usage: $node->set next - sister ($n sister) ; 
Function: Assigns or rebieves a node's next &ter (to the right). 
Returns: Modified object. 
Arguments: A valid argument consists of a Bio::Phylo::Forest::Node object. If no 
argument is given, the value is set to undefined. 

set-child 

Usage: $node->set - child ($child) ; 
Function: Assigns a new child to $node 
Returns: Modified object. 
Arguments: A valid argument consists of a Bio::Phylo::Forest::Node object. 

set-branch-length 

Usage: $node->set branch length (0.423e+2) ; 
Function: Assigns a node's branck~en~th .  
Returns: Modified object. 
Arguments: If no argument is given, the current branch length is set to undefined. A valid 
argument is a number in any of Perl's formats. 

set-generic 

Usage: $node->set - generic ( $key => $value ) ; 

Function: Attaches a generic key => value pair to $node. 
Returns: Modified object. 
Arguments: Comma separated key => value pairs. 

get-taxon 

Usage: $taxon=$node->get taxon; 
Function: Retrieves taxon crossreferenced with node. 
Returns: Bio::Phylo::Taxa::Taxon 
Arguments: NONE 

getgarent 

Usage: $parent=$node->get parent; 
Function: Retrieves a node's 
Returns: Bio::Phylo::Forest::Node 



Arguments: NONE 

get-first-daughter 

Usage: Sf daughter=$node->get first - daughter; 
Function: Retrieves a node's leftmost daughter. 
Returns: Bio::Phylo::Forest::Node 
Arguments: NONE 

get-last-daughter 

Usage: $1 daughter=$node->get last - daughter; 
Function: Retrieves a node's rightmost daughter. 
Returns: Bio::Phylo::Forest::Node 
Arguments: NONE 

getqrevious-sister 

Usage: $p sister=$node->get - previous sister; 
Function: Retrieves a node's previous sister (to the left). 
Returns: Bio::Phylo::Forest::Node 
Arguments: NONE 

get-next-sis ter 

Usage: $n sister=$node->get - next sister; 
Function: Retrieves a node's next sister (to theright). 
Returns: Bio::Phylo::Forest::Node 
Arguments: NONE 

get-branch-length 

Usage:$branch length=$node->get - branch - length; 
Function: ~ e t r i e v e i  a node's branch length. 
Returns: FLOAT 
Arguments: NONE 
Comments: Test for "defined ($node->get branch - length) " for zero-length 
(but defined) branches. Testing "if ( $node-yge t - branch - length ) { . . . 
} " yields false for zero-but-defined branches! 

get-ancestors 

Usage:@ancestors=@{$node->get ancestors}; 
Function: Returns an array reference of ancestral nodes, ordered from young to old. 
Returns: Array reference of Bio::Phylo::Forest::Node objects. 
Arguments: NONE 

get-sisters 

Usage:@sisters=@{$node->get sisters}; 
Function: Returns an array reference ofsisters, ordered from left to right. 
Returns: Array reference of Bio::Phylo::Forest::Node objects. 
Arguments: NONE 



get-children 

Usage:@children=@{$node->get - c h i l d r e n } ;  
Function: Returns an array reference of immediate descendants, ordered from left to 
right. 
Returns: Array reference of Bio::Phylo::Forest::Node objects. 
Arguments: NONE 

get-descendants 

Usage:@descendants=@{$node->get d e s c e n d a n t s } ;  
Function: Returns an array reference of descendants, recursively ordered breadth first. 
Returns: Array reference of Bio::Phylo::Forest::Node objects. 
Arguments: none. 

get-terminals 

Usage:@terminals=@{$node->get - t e r m i n a l s } ;  
Function: Returns an array reference of terminal descendants. 
Returns: Array reference of Bio::Phylo::Forest::Node objects. 
Arguments: NONE 

get-internals 

Usage:@internals=@{$node->get - i n t e r n a l s } ;  
Function: Returns an array reference of internal descendants. 
Returns: Array reference of Bio::Phylo::Forest::Node objects. 
Arguments: NONE 

get-mrca 

Usage: $ m r c a = $ n o d e - > g e t  - mrca ( $ o t h e r  - n o d e )  ; 
Function: Returns the most recent common ancestor of $node  and $ o t h e r  - node.  
Returns: Bio::Phylo::Forest::Node 
Arguments: A Bio::Phylo::Forest::Node object in the same tree. 

get-leftmost-terminal 

U s a g e : $ l e f t m o s t  t e r m i n a l = $ n o d e - > g e t  l e f t m o s t  - t e r m i n a l ;  
Function: Returns th;leftmost terminal descendantof $node. 
Returns: Bio::Phylo::Forest::Node 
Arguments: NONE 

get-rightmost-terminal 

U s a g e : $ r i g h t m o s t  - t e r m i n a l = $ n o d e - > g e t  r i g h t m o s t  - t e r m i n a l ;  
Function: Returns the rightmost terminal descendantGf $node.  
Returns: Bio: :Phyla: :Forest: :Node 
Arguments: NONE 

get-generic 

Usage: $ g e n e r i c  - v a l u e = $ n o d e - > g e t  - g e n e r i c  ( $ k e y )  ; 
Function: Retrieves value of a generic keylvalue pair attached to $node ,  given $key.  If 
no $ k e y  is given, a reference to the entire hash is returned. 
Returns: A SCALAR string, or a HASH ref 



Arguments: Keylvalue pairs are stored in a hashref. If: $node - > 
set - generic (posterior=>O .3543) has been set, the value can be retrieved 
using $node->get - generic ( ' posterior ' ) ; if multiple keylvalue pairs were set, 
e.g. $node->set - generic (x=>12, y=>80) and $node->get - generic is 
called without arguments, a hash reference { x => 12, y => 8 0 } is returned. 

is-terminal 

Usage: if ( $node->is terminal ) { # do something } 

Function: Returns true if node has no children (i.e. is terminal). 
Returns: BOOLEAN 
Arguments: NONE 

is-internal 

Usage: if ( $node->is internal ) { # do something } 

Function: Returns true if node has children (i.e. is internal). 
Returns: BOOLEAN 
Arguments: NONE 

is-descendant-of 

Usage: if ( $node->is-descendant - of($grandparent) ) { # do 
something } 

Function: Returns true if the node is a descendant of the argument. 
Returns: BOOLEAN 
Arguments: putative ancestor - a Bio::Phylo::Forest::Node object. 

is-ancestor-of 

Usage: if ( $node->is - ancestor - of ($grandchild) ) { # do 
something ) 

Function: Returns true if the node is an ancestor of the argument. 
Returns: BOOLEAN 
Arguments: putative descendant - a Bio::Phylo::Forest::Node object. 

is-sister-of 

Usage: i f  ( $node->is - sister of($sister) ) { # do something } 

Function: Returns true if the node is a sister of the argument. 
Returns: BOOLEAN 
Arguments: putative sister - a Bio::Phylo::Forest::Node object. 

is-outgroup-of 

Usage: if ( $node->is - outgroup - of (\@ingroup) ) { # do 
something ) 

Function: Tests whether the set of \ @ i ngroup is monophyletic with respect to the 
$node. 
Returns: BOOLEAN 
Arguments: A reference to an array of Bio::Phylo::Forest::Node objects; 
Comments: This method is essentially the same as 
&Bio::Phylo::Forest::Tree::is - monophyletic. 



calcgath-to-root 

Usage:$path - t o  - r o o t = $ n o d e - > c a l c  p a t h  - t o  - r o o t ;  
Function: Returns the sum of branch lengths from $node  to the root. 
Returns: FLOAT 
Arguments: NONE 

Usage:$nodes - t o  - r o o t = $ n o d e - > c a l c  n o d e s  - t o  - r o o t ;  
Function: Returns the number of nodes from $ n o d e  to the root. 
Returns: INT 
Arguments: NONE 

Usage:$max n o d e s  - t o  - t i p s = $ n o d e - > c a l c  - max - n o d e s  - t o  - t i p s ;  
Function: ~ e h l r n s  the maximum number of nodes from $ n o d e  to tips. 
Returns: INT 
Arguments: NONE 

Usage:$min n o d e s  - t o  - t i p s = $ n o d e - > c a l c  - min - n o d e s  - t o  - t i p s ;  
Function: ~ e & s  the minimum number of nodes from $node  to tips. 
Returns: INT 
Arguments: NONE 

calc-maxgath-to-tips 

Usage:$max p a t h  - t o  - t i p s = $ n o d e - > c a l c  max p a t h  - t o  - t i p s ;  
Function: ~ e & s  the path length from $ n o d e  to the tallest tip. 
Returns: FLOAT 
Arguments: NONE 

Usage:$min p a t h  - t o  - t i p s = $ n o d e - > c a l c  min  p a t h  - t o  - t i p s ;  
Function: ~ e G r n s  the path length from $ n o d e  to the shonest tip. 
Returns: FLOAT 
Arguments: NONE 

calcgatristic-distance 

Usage:$pd=$node->calc  - p a t r i s t i c  - d i s t a n c e ( $ o t h e r  - n o d e ) ;  
Function: Returns the patristic distance between $node  and $ 0  t h e r  - node .  
Returns: FLOAT 
Arguments: Bio::Phylo::Forest::Node 

to-xml 

Usage: $xml=$ob j - > t o  xml;  
Function: Turns the invocait object into an XML string. 
Returns: SCALAR 
Arguments: NONE 



The Bio::Phylo::Matrices object models a set of matrices. It inherits from the 
Bio::Phylo::Listable object, and so the filtering methods of that object are available to 
apply to a set of matrices. 

new 

Usage:$matrices=Bio::Phylo::Matrices->new; 
Function: Initializes a Bio::Phylo::Matrices object. 
Returns: A Bio::Phylo::Matrices object. 
Arguments: None required. 

This module defines a container object that holds Bio::Phylo::Matrices::Datum objects. 
The matrix object inherits from Bio::Phylo::Listable, so the methods defined there apply 
here. 

new 

Usage:$matrix=Bio::Phylo::Matrices::Matrix->new; 
Function: Instantiates a Bio::Phylo::Matrices::Matrix object. 
Returns: A Bio::Phylo::Matrices::Matrix object. 
Arguments: NONE required, but look up the inheritance tree to the SUPER class 
Bio::Phylo::Listable, and its parent Bio::Phylo 

set-taxa 

Usage: $matrix->set taxa (Staxa) ; 
Function: Links the invocant matrix object to a taxa object. Individual datum objects are 
linked to individual taxon objects by name, i.e. by what is returned by $datum-> 
get name - 
Returns: $matrix 
Arguments: A Bio::Phylo::Taxa object. 
Comments: This method checks whether any of the datum objects in the invocant link to 
Bio::Phylo::Taxa::Taxon objects not contained by $matrix. If found, these are set to 
undef and the following message is displayed: 

"Reset X references from datum objects to taxa outside 
taxa block" 

set-tl'pe 
Usage: $matrix->set - type ($type) ; 
Function: Assigns a matrix's type. 
Returns: Modified object. 
Arguments: $type must be one of [DNAIRNAISTANDARDI 
PROTEINlNUCLEOTIDElCONTINUOUS]. If no argument supplied, matrix type is set 
to undefined. 
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set-symbol 

Usage: $matrix->set - symbols ($symbols) ; 
Function: Assignsladds an array ref of allowed symbols 
Returns: Modified object. 
Arguments: A reference to an array of symbols. When no argument is given, the symbol 
table is reset. 

set - missing 

Usage: $matrix->set missing ( ' ? ' ) ; 
Function: Assigns the missing character symbol. 
Returns: Modified object. 
Arguments: A symbol used to indicate missing data. Default is I?'. 

Set-gaP 
Usage: $matrix->set gap ( ' - ' ) ; 
Function: Assigns the gaF(indel?) character symbol. 
Returns: Modified object. 
Arguments: A symbol used to indicate gaps. Default is I-'. 

set-ntax 

Usage: $matrix->set ntax (10) ; 
Function: Assigns the intended number of taxa for the matrix. 
Returns: Modified object. 
Arguments: Optional: An integer. If no value is given, ntax is reset to the undefined 
default. 
Comments: This value is only necessary for the $mat rix->validate method. If you 
don't need to call that, this value is better left unset. 

set - nchar 

Usage: $matrix->set nchar (10) ; 
Function: Assigns the intended number of characters for the matrix. Returns: Modified 
object. 
Arguments: Optional: An integer. If no value is given, nchar is reset to the undefined 
default. 
Comments: This value is only necessary for the $matrix->validate method. If you don't 
need to call that, this value is better left unset. 

Usage: $type=$matrix->get - type; 
Function: Retrieves a matrix's type. 
Returns: SCALAR 
=-(DNAJRNAISTANDARDIPROTEIN~NUCLEOTIDE~CONTINUOUS); 
Arguments: NONE 

get-symbols 

Usage: $symbols=$matrix->get symbols; 
Function: Retrieves a matrix's symbol table. 
Returns: ARRAY 
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Arguments: NONE 

get-num-characters 

Usage :$nchar=$mat r ix ->ge t  - num - characters; 
Function: Retrieves number of characters 
Returns: ARRAY 
Arguments: NONE 

get-num-states 

Usage :$ns t a t e s=$mat r ix ->ge t  num states; 
Function: Retrieves the number of distinct states in the matrix 
Returns: SCALAR 
Arguments: NONE 

get-num-taxa 

Usage: $ntax=$matrix->get num taxa; 
Function: Retrieves the number ofdistinct taxa in the matrix 
Returns: SCALAR 
Arguments: NONE 

get-taxa 

Usage: $taxa=$matrix->get taxa; 
Function: Retrieves the ~ i o : : ~ h ~ l o i ~ a x a  object linked to the invocant. 
Returns: Bio::Phylo::Taxa 
Arguments: NONE 
Comments: This method returns the Bio::Phylo::Taxa object to which the invocant is 
linked. The returned object can therefore contain more taxa than are actually in the 
matrix. 

get-chars-for-taxon 

Usage: @chars=@ {$matrix->get chars - for - taxon (Staxon) } ; 
Function: Retrieves the datum objects for $taxon 
Returns: ARRAY 
Arguments: A Bio::Phylo::Taxa::Taxon object 

get-cols 

Usage: $cols=$matrix->get - cols (0.. 100) ; 
Function: Retrieves columns in $matrix 
Returns: Bio::Phylo::Matrices::Matrix (shallow copy) 
Arguments: Column numbers, zero-based, throws exception if out of bounds. 
Notes : This method can be used as a makeshift bootstrapper/jackknifer. The trick is to 
create the appropriate argument list, i.e. for bootstrapping one with the same number of 
elements as there are columns in the matrix - but resampled with replacement; for 
jackknifing a list where the number of elements is that of the number of columns to keep. 
You can generate such a list by iteratively calling s hi f t ( s hu f f 1 e ( @ 1 is t ) ) where 
shuffle comes from the List::Util package. 



get-rows 

Usage: $ r o w s = $ m a t r i x - > g e t  - r o w s  ( 0 .  .loo) ; 
Function: Retrieves rows in $matrix Returns: Bio::Phylo::Matrices::Matrix (shallow 
COPY) 
Arguments: Row numbers, zero-based, throws exception if out of bounds. 

get-missing 

Usage: $ m i s s i n g = $ m a t r i x - > g e t  - m i s s i n g ;  
Function: Retrieves the missing data symbol. 
Returns: A single character. 
Arguments: None. 

@_gap 
Usage: $ g a p = $ m a t r i x - > g e t  gap; 
Function: Retrieves the gap (indei?) character symbol. 
Returns: A single character. 
Arguments: None. 

get-ntax 

Usage: $ n t a x = $ m a t r i x - > g e t  - n t a x ;  
Function: Retrieves the intended number of taxa for the matrix. 
Returns: An integer, or undefined. 
Arguments: None. 
Comments: The return value is whatever was set by the ' set  - n t a x '  method call. 
' g e t  n t a x '  is used by the 'validate' method to check if the computed number of taxa 
matches with what is asserted here. In other words, this method does not return the actual 
number of taxa in the matrix (use ' g e t  - num - t a x a '  for that), but the number it is 
supposed to have. 

get-nchar 

Usage: $ m a t r i x - > g e t  n c h a r ;  
Function: Retrieves the intended number of characters for the matrix. 
Returns: An integer, or undefined. 
Arguments: None. 
Comments: The return value is whatever was set by the 'set n c h a r '  method call. 
' g e t  n c h a r '  is used by the ' v a l i d a t e '  method to check ifthe computed number of 
characters matches with what is asserted here. 

validate 

Usage: $ m a t r i x - > v a l i d a t e ;  
Function: Compares computed ntax and nchar with asserted. Reacts violently if 
something doesn't match. 
Returns: Void. 
Arguments: None 
Comments: 'set - n t a x '  and ' s e t  - n c h a r '  need to be assigned for this to work. 



copy-atts 

Usage: $copy=$matrix->copy-atts ; 
Function: Creates an empty copy of invocant (i.e. no data, but all the attributes). 
Returns: Bio::Phylo::Matrices::Matrix (shallow copy) 
Arguments: None 

to-nexus 

Usage: $data block=$matrix->to - nexus; 
Function: conv&s matrix object into a nexus data block. 
Alias : 
Returns: Nexus data block (SCALAR). 
Arguments: none 
Comments: 

to-cipres 

Usage:$cipres matrix=$matrix->to cipres; 
Function: ~onveGmat r ix  object to C ~ ~ ~ ~ S I D L -  
Returns: CIPRES compliant data structure 
Arguments: none 
Comments: 

make-taxa 

Usage: $taxa=$matrix->make - taxa; 
Function: Creates a Bio::Phylo::Taxa object from the data in invocant. 
Returns: Bio::Phylo::Taxa 
Arguments: NONE 
Comments: N.B.!: the newly created taxa object will replace all earlier references to other 
taxa and taxon objects. 

The datum object models a single observation or a sequence of observations, which can 
be linked to a taxon object. 

new 

Function: Instantiates a Bio::Phylo::Matrices::Datum object. 
Returns: A Bio::Phylo::Matrices::Datum object. 
Arguments: None required. Optional: 

-taxon => Staxon, 
-weight => 0.234, 
-type => DNA, 
-char => [ ' G I ,  'A', ' T ' ,  'TI, 'A', ' C ' ,  'A'], 
-pos => 2, 

set-taxon 

Usage: $datum->set - taxon (Staxon) ; 
Function: Assigns the taxon a datum refers to. 



Returns: Modified object. 
Arguments: $ taxon must be a Bio::Phylo::Taxa::Taxon object. 

set-weight 

Usage: $datum->set weight ($weight) ; 
Function: Assigns a datum's weight. 
Returns: Modified object. 
Arguments: The $weight argument must be a number in any of Perlts number formats. 

set-type 

Usage: $datum->set type ($type) ; 
Function: Assigns a datum's type. 
Returns: Modified object. 
Arguments: $type must be one of [DNAIRNAISTANDARDI 
PROTEINJNUCLEOTIDEICONTINUOUS]. If DNA, RNA or NUCLEOTIDE is 
defined, the subsequently set char is validated against the IUPAC nucleotide one letter 
codes. If PROTEIN is defined, the char is validated against IUPAC one letter amino acid 
codes. Likewise, a STANDARD char has to be a single integer [O-91, while for 
CONTINUOUS all of Perl's number formats are allowed. 

set-char 

Usage: $datum->set char ($char) ; 
Function: Assigns a datum's character value. 
Returns: Modified object. 
Arguments: The $char argument is checked against the allowed ranges for the various 
character types: IUPAC nucleotide (for types of DNAIRNAINUCLEOTIDE), IUPAC 
single letter amino acid codes (for type PROTEIN), integers (STANDARD) or any of 
perl's decimal formats (CONTINUOUS). The $char can be: a single character; a string 
of characters; an array reference of characters; 
Comments: Note that on assigning characters to a datum, previously set annotations are 
removed. 

setgosition 

Usage: $datum->set - position (Spos) ; 
Function: Assigns a datum's position. 
Returns: Modified object. 
Arguments: $pos must be an integer. 

set-annotation 

Usage: $datum->set - annotation (-char=>l, -annotation=> { -  
codonpos=> 1 ) ) ; 
Function: Assigns an annotation to a character in the datum. 
Returns: Modified object. 
Arguments: Required: -char => $int Optional: -annotation => $hashref 
Comments: Use this method to annotate a single character. To annotate multiple 
characters, use 'set - anno tat ions' (see below). 



set-annotations 

Usage: $datum->set - annotations ( {-codonpos=>l } , { -  

codonpos=>2 } ) ; 

Function: Assign annotations to characters in the datum. 
Returns: Modified object. 
Arguments: Hash references, where position in the argument list matches that of the 
specified characters in the character list. 
Comments: Use this method to annotate multiple characters. To annotate a single 
character, use 'set - annotat ion' (see above). 

get-taxon 

Usage: $taxon=$datum->get taxon; 
Function: Retrieves the taxon a datum refers to. 
Returns: Bio::Phylo::Taxa::Taxon 
Arguments: NONE 

get-weight 

Usage: $weight=$datum->get weight; 
Function: Retrieves a datum's weight. 
Returns: FLOAT 
Arguments: NONE 

@-type 
Usage: $type=$datum->get type; 
Function: Retrieves a datum's type. 
Returns: One of [DNA(RNA(STANDARDlPROTEINI NUCLEOTIDE(CONTINUOUS1 
Arguments: NONE 

get-char 

Usage: $char=$datum->get char; 
Function: Retrieves a datum's character value. 
Returns: In scalar context, returns a single character, or a string of characters (e.g. a DNA 
sequence, or a space delimited series of continuous characters). In list context, returns a 
list of characters (of zero or more characters). 
Arguments: NONE 

getqosition 

Usage: $pos=$datum->get position; 
Function: Retrieves a datum's 
Returns: a SCALAR integer. 
Arguments: NONE 

get-annotation 

Usage: $datum->get annotation (-char=>l, -key=>' -codonpos ' ) ; 
Function: Retrieves an annotation to a character in the datum. 
Returns: SCALAR or HASH 
Arguments: Optional: -char => $ int Optional: -key => $key 



copy-atts 

Usage: $copy=$datum->copy-atts; 
Function: Creates an empty copy of invocant (i.e. no data, but all the attributes). 
Returns: Bio::Phylo::Matrices::Datum (shallow copy) 
Arguments: None 

reverse 

Usage: $reversed=$datum->reverse; 
Function: Reverse a datum's character string. 
Returns: Reversed datum. Arguments: NONE 

to-xml 

Usage: $xml=$datum->to xml; 
Function: Reverse a datum's XML representation. 
Returns: Valid XML string. 
Arguments: NONE 

This module aggregates sequence objects in a larger container object. The alignment 
object inherits from the Bio::Phylo::Listable object, so look there for more methods 
applicable to alignment objects. 

new 

Usage:$alignment=Bio::Phylo::Matrices::Alignment-~new; 
Function: Instantiates a Bio::Phylo::Matrices::Alignment object. 
Returns: A Bio::Phylo::Matrices::Alignment object. 
Arguments: NONE required. 

The sequence object models a character sequence, which can be crossreferenced with a 
taxon object, and inserted in an alignment object. 



new 

Usage:$sequence=Bio::Phylo::Matrices::Sequence->new; 
Function: Instantiates a Bio::Phylo::Matrices::Sequence object. 
Returns: A Bio::Phylo::Matrices::Sequence object. 
Arguments: Optional arguments: 

- type = > 'DNA', (a string) 
-seq => 'ACGCATCGACTACGCAG', (a string) 
- taxon => $ taxon (a Bio::Phylo::Taxa::Taxon object) 

set-taxon 

Usage: $sequence->set - taxon (Staxon) ; 
Function: Assigns the taxon a sequence refers to. 
Returns: Modified Bio::Phylo::Matrices::Sequence object. 
Arguments: $taxon must be a Bio::Phylo::Taxa::Taxon object. 

set-type 

Usage: $sequence->set - type ($type) ; 
Function: Assigns a sequence's type. 
Returns: Modified object. 
Arguments: $type must be one of [DNAIRNA(STANDARD 
IPROTEIN(NUCLEOTIDEICONTINUOUS]. If DNA, RNA or NUCLEOTIDE is 
defined, the subsequently set seq is validated against the IUPAC nucleotide one letter 
codes. If PROTEIN is defined, the seq is validated against IUPAC one letter amino acid 
codes. Likewise, a STANDARD seq has to be a single integer [O-91, while for 
CONTINUOUS all of Perl's number formats are allowed. 

set-seq 

Usage: $sequence->set seq ( 'GATTACA' ) ; 
Function: Assigns a character string to the sequence object. 
Returns: The modified invocant. 
Arguments: A character string. 
Comments: The string argument is checked against the allowed ranges for the various 
character types: IUPAC nucleotide (for types of DNAlRNAl NUCLEOTIDE), IUPAC 
single letter amino acid codes (for type PROTEIN), integers (STANDARD) or any of 
perl's decimal formats (CONTINUOUS). The character type must be specified first using 
the $sequence->set - type method. 

get-taxon 

Usage: $taxon=$sequence->get taxon; 
Function: Retrieves the taxon a sequence refers to. 
Returns: Bio::Phylo::Taxa::Taxon 
Arguments: NONE 

fzet-type 
Usage: $type=$sequence->get - type; 
Function: Retrieves a sequence's type. 
Returns: One of [DNAJRNAJSTANDARDJPROTEIN) NUCLEOTIDEJCONTINUOUS] 
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Arguments: NONE 

get-seq 
Usage: $ s t r i n g = $ s e q u e n c e - > g e t  char; 
Function: Retrieves a sequence object's raw character string; 
Returns: A character string. 
Arguments: NONE 

The generator module is used to simulate trees under the Yule, Hey, or equiprobable 
model. 

new 

Usage:$gen=Bio::Phylo::Generator->new; 
Function: Initializes a Bio::Phylo::Generator object. 
Returns: A Bio: :Phyla: :Generator object. 
Arguments: NONE 

gen-randqure-birth 

Usage: $ t r e e s = $ g e n - > g e n  - r a n d  p u r e  - b i r t h  ( - t i p s = > l O ,  - 
m o d e l = > ' y u l e l ) ;  
Function: Generates markov tree shapes, with branch lengths sampled from a user 
defined model of clade growth, for a user defined number of tips. 
Returns: A Bio::Phylo::Forest object. 
Arguments: 

- t i p s  => number  o f  t e r m i n a l  n o d e s ,  
-model  => e i the r  ' y u l e '  o r  ' h e y ' ,  
-trees => number  o f  t rees t o  g e n e r a t e  

Usage: $ t r e e s = $ g e n - > g e n  - e x p  - p u r e  - b i r t h  ( - t i p s = > l O ,  - 
m o d e l = > ' y u l e ' ) ;  
Function: Generates markov tree shapes, with branch lengths following the expectation 
under a user defined model of clade growth, for a user defined number of tips. Returns: A 
Bio::Phylo::Forest object. 
Arguments: 

- t i p s  => number  of t e r m i n a l  n o d e s ,  
-model  => e i t h e r  ' y u l e '  o r  ' h e y '  
- trees => number  o f  t rees t o  g e n e r a t e  

gen-equiprobable 

U s a g e : $ t r e e s = $ g e n - > g e n  equiprobable(-tips=>lO,-trees=>5); 
Function: Generates an equiprobable tree shape, with branch lengths=l; 
Returns: A Bio::Phylo::Forest object. 
Arguments: 

- t i p s  => number  o f  t e r m i n a l  n o d e s ,  



-trees => number of trees to generate 

The I 0  module is the unified front end for parsing and unparsing phylogenetic data 
objects. It is a non-00 module that optionally exports the 'parse' and 'unparse' 
subroutines into the caller's namespace, using the use Bio : : Phylo : : 10 
qw (parse unparse ) ; directive. Alternatively, you can call the subroutines as class 
methods, as in the synopsis. The parse and unparse subroutines load and dispatch the 
appropriate sub-modules at runtime, depending on the '-formatt argument. 

CLASS METHODS 

The parse method makes assumptions about the capabilities of Bio::Phylo::Parsers::* 
modules: i) their names match those of the - format => (something) arguments, 
insofar that ucf irs t(something) . ' . pm' is an existing module; ii) the modules 
implement a from - handle, or a - from - string method. Exceptions are thrown if 
either assumption is violated. 

parse 

Usage: $obj=Bio: : Phylo: : 10->parse ( ) 
Function: Creates (file) handle, instantiates appropriate parser. 
Returns: A Bio::Phylo::* object 

Arguments: 
-file => (path), or 
-string => (scalar) , 
-format => (description format), 
- (other) => (parser specific options) 

unparse 

Usage: $string=Bio: : Phylo: : 10->unparse ( ) ; 
Function: Turns Bio::Phylo object into a string according to specified format. 
Returns: SCALAR 
Arguments: 

-phylo => (Bio: : Phylo object) , 
-format => (description format), 
- (other) => (parser specific options) 

This module parses tree descriptions in parenthetical format. It is called by the 
Bio::Phylo::IO facade, don't call it directly. It is different from 
Bio::Phylo::Parsers::Newick in that it does not add unique labels to internal nodes (it 
does respect the ones that are already there, though) and it is about four times faster. 
However, it is not considered 'stable', yet (i.e. there might be bugs). 

This module parses nexus files. It is called by the Bio::Phylo::IO module, there is no 
direct usage. The parser can handle files and strings with multiple tree, taxon, and 



characters blocks whose links are defined using Mesquite's "TITLE='some - name"' and 
"LINK TAXA='some - name"' tokens. 
The parser returns a reference to an array containing one or more taxa, trees and matrices 
objects. Nexus comments are stripped, spaces in single quoted strings are replaced with 
underscores, private nexus blocks (and the 'assumptions' block) are skipped. It currently 
doesn't handle 'interleaved' matrices and 'mixed' data. 

This module parses tree descriptions in parenthetical format. It is called by the 
Bio::Phylo::IO facade, don't call it directly. 

This module parses nexus files. It is called by the Bio::Phylo::IO module, there is no 
direct usage. The parser can only handle files with a single tree, taxon, and characters 
block. It returns a reference to an array containing one or more taxa, trees and matrices 
objects. 

BIO: :PHYLO: :PARSERS: :TABLE 

This module is used to import data and taxa from plain text files or strings. The following 
additional argument must be used in the call to Bio::Phylo::IO: 

- type => 'DNA' 
# or RNA, STANDARD, PROTEIN, NUCLEOTIDE, CONTINUOUS 

In addition, these arguments may be used to indicate line separators (default is "b") and 
field separators (default is "\t"): 

This module is used for importing sets of taxa from plain text files, one taxon on each 
line. It is called by the Bio::Phylo::IO object, so look there for usage examples. If you 
want to parse from a string, you may need to indicate the field separator (default is 'W) to 
the Bio::Phylo::IO->parse call: 

This module turns a Bio::Phylo::Forest object into an MRP nexus formatted matrix. It is 
called by the Bio::Phylo::IO facade, don't call it directly. 

This module turns a tree object into a newick formatted (parenthetical) tree description. It 
is called by the Bio::Phylo::IO facade, don't call it directly. 



This module turns a Bio::Phylo::Matrices::Matrix object into a nexus formatted matrix. 
It is called by the Bio::Phylo::IO facade, don't call it directly. 

This module unparses a Bio::Phylo data structure into an input file for 
Discrete/Continuous/Multistate. The page1 file format (as it is interpreted here) consists 
of: 

- Line 1: the number of tips, the number of characters 
- Subsequent lines: offspring name, parent name, branch length, 
character state(s). 

During unparsing, the tree is randomly resolved, and branch lengths are formatted to %f 
floats (i.e. integers, decimal point, integers). 
The page1 module is called by the Bio::Phylo::IO object, so look there to learn how to 
create Page1 formatted files. 

This module prepares a tree object for drawing (calculating coordinates for nodes) and 
calls the appropriate format-specific drawer. 



new 

Usage:$treedrawer=Bio::Phylo::Treedrawer->new; 
Function: Initializes a Bio::Phylo::Treedrawer object. 
Returns: A Bio::Phylo::Treedrawer object. 
Arguments: none. 

set-format 

Usage: Streedrawer->set format ( ' svg' ) ; 
Function: Sets the drawer submodule. 
Returns: Invocant. 
Arguments: Name of an image format (currently only svg supported) 

set-width 

Usage: Streedrawer->set width (1000) ; 
Function: sets the width of the drawer canvas. 
Returns: Invocant. 
Arguments: Integer width in pixels. 

set-height 

Usage: Streedrawer->set height (1000) ; 
Function: sets the height of the canvas. 
Returns: Invocant. 
Arguments: Integer height in pixels. 

set-mode 

Usage: Streedrawer->set - mode ( ' clado ' ) ; 
Function: Sets the tree mode, i.e. cladogram or phylogram. 
Returns: Invocant. 
Arguments: String, [clado I phylo] 

set-shape 

Usage: Streedrawer->set shape ( ' rect ' ) ; 
Function: Sets the tree shape, i.; rectangular, diagonal or curvy. 
Returns: Invocant. 
Arguments: String, [rect I diag I curvy] 
setgadding 

Usage: Streedrawer->set padding (100) ; 
Function: Sets the canvas padding. 
Returns: Invocant. 
Arguments: Integer value in pixels. 

set-node-radius 

Usage: Streedrawer->set - node - radius (20) ; 
Function: Sets the node radius in pixels. 
Returns: Invocant. 
Arguments: Integer value in pixels. 

set-text-horiz-offset 



Usage: Streedrawer->set - text - horiz offset (5) ; 
Function: Sets the distance between tips and texcin pixels. 
Returns: Invocant. 
Arguments: Integer value in pixels. 

set-text-vert-offset 

Usage: Streedrawer->set text vert offset (3) ; 
Function: Sets the text baseline~elative-to the tips, in pixels. 
Returns: Invocant. 
Arguments: Integer value in pixels. 

set-text-width 

Usage: Streedrawer->set text - width ( 1 5 0 )  ; 
Function: Sets the canvas widthfor terminal taxon names. 
Returns: Invocant. 
Arguments: Integer value in pixels. 

set-tree 

Usage: Streedrawer->set tree ($tree) ; 
Function: Sets the ~ i o : : ~ h ~ l o : : & e s t : : ~ r e e  object to unparse. 
Returns: Invocant. 
Arguments: A Bio::Phylo::Forest::Tree object. 

set-scale-options 

Usage: Streedrawer->set scale options (%options) ; 
Function: Sets the options for time (distance) scale 
Returns: Invocant, 
Arguments: 

-width => (pixels or percentage) 
-major => (likewise, value for major tick marks ) 
-minor => (likewise, value for minor tick marks ) 
-label => (text string displayed next to scale ) 



get-format 

Usage:$format=$treedrawer->get - f o r m a t ;  
Function: Gets the image format. 
Returns: SCALAR 
Arguments: None. 

get-width 

Usage:$width=$treedrawer->get w i d t h ;  
Function: Gets the width of the drawer canvas. 
Returns: SCALAR 
Arguments: None. 

get-height 

Usage: $height=$treedrawer->get - h e i g h t ;  
Function: Gets the height of the canvas. 
Returns: SCALAR 
Arguments: None. 

get-mode 

Usage: $ m o d e = $ t r e e d r a w e r - > g e t  - mode ( ' c l a d o  ' ) ; 
Function: Gets the tree mode, i.e. cladogram or phylogram. 
Returns: SCALAR, one of (CLADOJPHYLO) 
Arguments: None. 

get-shape 

Usage:$shape=$treedrawer->get shape; 
Function: Gets the tree shape, i.e. rectangular, diagonal or curvy. 
Returns: SCALAR, on of (RECTICURVYIDIAG) 
Arguments: None. 

getqadding 

Usage:$padding=$treedrawer->get - p a d d i n g ;  
Function: Gets the canvas padding. 
Returns: SCALAR 
Arguments: None. 

get-node-radius 

Usage:$node r a d i u s = $ t r e e d r a w e r - > g e t  - n o d e  - r a d i u s ;  
Function: ~ e t s t h e  node radius in pixels. 
Returns: SCALAR 
Arguments: None. 

get-text-horiz-offset 

Usage :$ tex t  h o r i z  o f f s e t = $ t r e e d r a w e r - > g e t  - t e x t  - h o r i z  - o f f s e t ;  
Function: ~ e t s t h e  distance between tips and text, in pixels. 
Returns: SCALAR 
Arguments: None. 

get - text-vert-offset 
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U s a g e : $ t e x t  vert offset=$treedrawer->get text - vert - offset; 
Function: ~ e t s t h e  textbaseline relative to the tips, in 
Returns: SCALAR 
Arguments: None. 

get-text-width 

Usage:$textwidth=$treedrawer->get text - width; 
Function: Returns the canvas width for terminalTaxon names. 
Returns: SCALAR 
Arguments: None. 

get-tree 

Usage: $tree=$treedrawer->get tree; 
Function: Returns the ~ i o : : ~ h ~ l o : : ~ o r e s c ~ r e e  object to unparse. 
Returns: A Bio::Phylo::Forest::Tree object. 
Arguments: None. 

get-scale-options 

Usage:%options=%{$treedrawer->get scale - options}; 
Function: Returns the timeldistance scale option; 
Returns: A hash ref. 
Arguments: None. 

draw 

Usage: $drawing=$treedrawer->draw; 
Function: Unparses a Bio::Phylo::Forest::Tree object into a drawing. 
Returns: SCALAR 
Arguments: 

BIO: :PHYLO: :TREEDRAWER: : SVG 

This module creates a scalable vector graphic from a Bio::Phylo::Trees::Tree object. It is 
called by the Bio::Phylo::Treedrawer object, so look there to learn how to create tree 
drawings. (For extra per-node formatting, attach a hash reference to the node, like so: 
$node->set generic ( 'svg' => { 'stroke' => 'red' } ) ,which 
outlines the node, and branch leading up to it, in red.) 

A listable object is an object that contains multiple smaller objects of the same type. For 
example: a tree contains nodes, so it's a listable object. This class contains methods that 
are useful for all listable objects: Matrices, Matrix objects, Alignment objects, Taxa, 
Forest, Tree objects. 

new 

Usage: $obj=Bio: : Phylo: : Listable->new; 
Function: Instantiates a Bio::Phylo::Listable object 
Returns: A Bio::Phylo::Listable object. 



Arguments: none 

insert 

Usage: Sobj->insert (Sother - obj ) ; 
Function: Pushes an object into its container. 
Returns: A Bio::Phylo::Listable object. 
Arguments: A Bio::Phylo::* object. 

delete 

Usage: Sobj->delete ($other-obj ) ; 
Function: Deletes an object from its container. 
Returns: A Bio::Phylo::Listable object. 
Arguments: A Bio::Phylo::* object. 
Note : Be careful with this method: deleting a node from a tree like this will result in 
undefined references in its neighbouring nodes. Its children will have their parent 
reference become undef (instead of pointing to their grandparent, as collapsing a node 
would do). The same is true for taxon objects that reference datum objects: if the datum 
object is deleted from a matrix (say), the taxon will now hold undefined references. 

cross-reference 

Usage: Sobj->cross reference (Staxa) ; 
Function: The cross reference method links node and datum objects to the taxa they 
apply to. After crossreferencing a matrix with a taxa object, every datum object has a 
reference to a taxon object stored in its $ da turn->ge t - taxon field, and every taxon 
object has a list of references to datum objects stored in its $ taxon->ge t - data field. 
Returns: string 
Arguments: A Bio: :Phylo::Taxa object 
Comments: Returns a reference to an array of objects contained by the listable object. 

get-entities 

Usage: @entities=@ {Sobj->get - entities} ; 
Function: Retrieves all entities in the invocant. 
Returns: A reference to a list of Bio::Phylo::* objects. 
Arguments: none. 

contains 

Usage: if ( $obj ->contains (Sother obj ) ) { # do something } 

Function: Tests whether the invocant object contains the argument object 
Returns: BOOLEAN 
Arguments: A Bio::Phylo::* object 

first 

Usage: $first - obj=$obj->first; 
Function: Retrieves the first entity in the invocant. 
Returns: A Bio::Phylo::* object 
Arguments: none. 



last 

Usage: $last - obj=$obj ->last; 
Function: Retrieves the last entity in the invocant. 
Returns: A Bio::Phylo::* object 
Arguments: none. 

current 

Usage: $current obj=$obj ->current; 
Function: ~etrieves7he current focal entity in the invocant. 
Returns: A Bio::Phylo::* object 
Arguments: none. 

next 

Usage: $next obj=$obj->next; 
Function: ~etr igves the next focal entity in the invocant. 
Returns: A Bio::Phylo::* object 
Arguments: none. 

previous 

Usage: $previous obj=$obj ->previous; 
Function: Retrieves the previous focal entity in the invocant. 
Returns: A Bio::Phylo::* object 
Arguments: none. 

current-index 

Usage: $current index=$obj ->current index; 
Function: Returns the current internal index of th;invocant. 
Returns: An integer 
Arguments: none. 

last-index 

Usage: $last index=$obj->last index; 
Function: ~ e t u m s  the highest valid inde;of the invocant. 
Returns: An integer 
Arguments: none. 

get-by-index 

Usage: $contained obj=$obj ->get - by - index ($i) ; 
Function: Retrieves thFilth entity from a listable object. 
Returns: An entity stored by a listable object (or array ref for slices). 
Arguments: An index or range. This works the way you dereference any per1 array 
including through slices, i.e. $obj ->get - by - index (0. .lo) or $obj -> 
get - by - index(0, -1) andsoon. 
Comments: Throws if out-of-bounds 

get-by-value 

Usage: @objects=@ { Sobj ->get - by - value (-value=>$method, - 
ge=>$number) } ; 



Function: The get - by - value method can be used to filter out objects contained by the 
listable object that meet a numerical condition. The method iterates through all objects 
contained by Sob j and returns those for which the output of $method (e.g. 
get - tree - length) is less than (- 1 t), less than or equal to (- le), equal to (-eq), 
greater than or equal to (-ge), or greater than (-gt) $number. 
Returns: A reference to an array of objects 
Arguments: 

-value => any of the numerical obj data (e.g. tree length) 
- 1 t => less than 
- le => less than or equals 
-eq => equals 
-ge => greater than or equals 
- g t = > greater than 

get-by-regular-expression 

Usage: @objects=@ { Sobj->get - by - regular - expression ( -  
value=>$method,-match=>$re)}; 
Function: The get by regular - expression method can be used to filter out 
objects contained by thelistable object that match a regular expression. The method 
retrieves the data in the current Bio::Phylo::Listable object whose $method output 
matches $ re 
Returns: A list of Bio::Phylo::* objects. 

Arguments: 
-value => (method returning a string, e.g. 'get-type') 
-match => (compiled regex, e.g. qr/"[DIR]NA$/) 

visit 

Usage: $obj ->visit ( sub{ print $- [0] ->get-name, I n  \ I! 1 ) ;  

Function: The visit method can be used to iterate over all objects in the Listable object. 
At every iteration, the CODE reference in the argument is applied to the focal object. The 
object enters the CODE reference as $ [ 0 ] . The objects are visited in the order in which 
they were inserted in the Listable objec;. 
Returns: The invocant, possibly modified. 
Arguments: a CODE reference. 

This package defines globals used in the Bio::Phylo libraries. The constants are called 
internally by the other packages. There is no direct usage. 

Bro: :PHYLO: :UTIL::EXCEPTIONS 

This package defines exceptions that can be thrown by other modules. There is no direct 
usage. The package subclasses Exception::Class and thus has the same methods for 
throwing and catching exceptions and for showing stack traces. 



This package defines utility functions for generating and reclaiming object IDS. These 
functions are called by object constructors and destructors, respectively. There is no 
direct usage. 
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