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This paper describes a behavioural model for affective socid agents based on three independent but
interacting parameter spaces. Knowledge, Personality, and Mood. These spaces control a lower-level
Geometry space that provides parameters at the facid feature level. Persondity and Mood use findings in
behavioura psychology to relate the perception of persondity types and emotional states to the facia actions
and expressons through two-dimensiona models for persondity and emotion. Knowledge encapsulates the
tasks to be performed and the decisionrmaking process usng a specidly designed XML-based language.
While the Geometry space provides an MPEG4 compatible set of parameters for low level contral, the
behavioural extensons available through the triple spaces provide flexible means of designing complicated
personality types, facial expression, and dynamic interactive scenarios.
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1. Introduction

Chuck Jones, the co-crestor of such legendary
animated characters as Bugs Bunny, Daffy Duck,
and the Road Runner, once sad [22]:
“Believability. That is what we were striving for.”
The higory of animation, traditional or computer-
generated, has dhown that the most successful
animated characters are not necessarily those who
have been geometricdly redligtic, but those that
ae bdievable in behaviour. As many researchers
in the area of socid agents have noticed [4,5,29],
this believability of characters (i.e acting in a
redigic and “naurd” way) is a key dement in
dlowing viewerdusers to relae to the agent. In
our opinion, such bdievability depends, mainly,
on proper behaviourd modeing. Another aspect
of behaviourd modding is the cregtion of non-
<ripted  actions A drong  behaviourd  mode
dlows an animaed character such as a socid
agent to follow certain rules or high-level scripts,
and define and creste proper deals of actions
based on any dynamic situation with no need to
design those detailsin advance.

Although many researchers have  proposed
behavioura modeds for socid agents
[4517,1926,33,36], the following essentid

features seem to require further improvements:

1- Theoretica basein behaviourd psychology .

2- Proper parameterization to simplify the
modd configuration.

3- Soipting languege  specidly  designed  for
agants.

4- Independence of behaviourd  components
such astasks, persondity, and mood.

Extermal Event :>

Knowlerdge

'Guumulr_\

Persomality [ ™ Nlood

Figure 1. Behavioural Model Parameter Spaces

In this paper, we describe the behaviourd modd
used in our fadid animation system, iFACE
(Interactive Face Animation — Comprehensive
Environment) [2]. IFACE uses a parameterized
aoproach  where the behaviour is controlled
through three separate but interacting parameter
spaces. Knowledg, Persondity, and Mood
(Figure 1). They are not organized as layers on
top of each other; they are “pardld” which means
eech one can opeae (and be controlled)
independently while & same time interact with
the other ones. Knowledge is he primary space
where dl action and configurdion scripts are
processed.  Persondity and Mood can  be
controlled by these scripts and Persondity itself
can affect Mood. A fourth parameter space,
Geometry, forms the visud foundation of the
system with low-levdl paranmeters such as size
and location of facid festures A hierarchicd st
of geometricd parameters provide an efficient
and unified st of controls for facid actions,
independent of the 2D or 3D head data type, as
shown in Figure 2.

Knowledge encepsulates the taks to be
performed and generd rules of behaviour that are



independent of the character. A specidly
designed XML-based language is used for
Knowledge space. Persondity and Mood ae
based on parameterized modes in  behaviourd
psychology and represent the characteristics and
emotiond date of a gpecific individud.
Persondlity is related to the longterm traits such
as typicd head movements and Mood controls
short-term  emotiond dates visudized by facid

expressons.
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Figure 2. Sample Animated Heads from iFACE,
featuring Neutral, Talking, and Frowning states
(columns 1 to 3, respectively) of 2D Cartoonish, 2D
Photorealistic, 3D Cartoonish, and 3D Realistic
Faces (rows 1 to 4, respectively)

The principal concept in our research is that
parameterization dlows animators and designers
to create new geometries, persondity types, and
emotiona dates without being involved in
technicd deals For example changing the
Affiligtion and Dominance [40] parameters can
exdly creste new persondities, and since the
paanegters are asociated to facia actions, this
new persondity type dready has proper facid
actions The exiging sysems ether do not use
well-defined and scientificaly-accepted
parameters or have not associated the parameters
to facid actions propely (eg. random or ad-hoc
sdlection of actions compared to our system that
is based on user dudies with the ad of
behavioural  psychologids). So  our  main
contributions, compared to the exiging research
that we will review later, are:
1- The only XMl-based facespedfic language
compatible with MPEG-4 with dynamic
decision-making and temporal constructs

2 Asxciaing facid actions to the perceved
persondity based on usxr dudies Facid
actions have been extensvdy sudied with
regards to emotions but not persondlity.

3 Linking facid actions to pesondity and
emotion parameters rather than “personality
types’ and “emotional states’ themsdlves. As
we will see, this will cause facid actions that
ae more “perceptudly vaid® when creding
new and combined types and states.

4 A layered geometry mode that dlows
animation parameters and design files to be
aoplied to a variety of data types (see Figure
2) dueto abdtraction and hiding details.

5 A unified modd encapaulaiing dl required
featuresin one framework.

In Section 2, we review some of the reated

research in the area of behaviourd modding for

socid agents. Sections 3 to 7 discuss our
proposed  behavioura mode  in  detal. Two
example applications of IFACE system and its

behaviourd modd ae the subject of Section 8,

and some conduding remaks ae presented in

Section 9.

2. Related Work

Agent and Multimedia Languages

The Facid Action Coding System (FACS) was
the earliest approach to systemaicdly describe
facid action in tems of smdl Action Units
(AU'S) such as left-eyelid-doe and jaw -open
[19]. The MPEG-4 dandard [6] extended this idea
and introduced Face Definition Parameters
(FDPs) and Face Animation Parameters (FAPS).
FDPs define a face by giving measures for its
major parts and festures such as eyes lips, and
their rdated distances. FAPs on the other hand,
encode the movements of these facid festures.
Together they dlow a receiver system to cregte a
face (usng any graphics method) and animate
that face based on low-levd commandsin FAPs.

Synchronized Multimedia Integration  Language
(SMIL) [12] is an XML-bessd language designed
to specify tempora relationships of components
in a multimedia presentation, especialy in web
goplications. SMIL can coexig quite suitably
with MPEG-4 object-based streams. SMIL-
Animation is a newer language
(http:/Amww.w3.org/TR/smil-animation) based on
SMIL, which is amed a describing animation
pieces It edablishes a framework for generd
animation but neither of these two provides any
gedfic means for fadd animaion. There have
dso been different languages in the fidds of
Virtud Redity and computer graphics for
modding computer-generated  scenes. Examples



ae Virtud Redity Modding Language (VRML,
http:/Amww.vrml.org) and programming libraries
like OpenGL (http://www.opengl.org).

Thee languages ae not cusomized for face
animation, and do not provide any explicit
support  for it. The absence of a dedicaed
language for face animation, as an abdraction on
top of FACS AUs or MPEG-4 FAPs has drawvn
dtention to the development of markup languages
for virtud characters [1,15,30,35]. Virtud Human
Markup Language (VHML) [30] is an XML-
based language for the representation of different
aspects of “virtud humans” i.e avatars, such a
speech  production, facid and body animation,
emationd  representation, didogue  management,
and hyper and multimedia  information
(http:/Amww.vhml.org). It comprises a number of
specid purpose languages for emotion and facid
and body animaton. In VHML timing of
animation-dlements in reation to esch other and
in rdation to the redisation of text is achieved via
the attributes “duration” and “wait”. A
smple VHML document lookslikethis:

<vhni >

<person di sposition="angry”>

<p>

First | speak with an angry voice,
<surprised intensity="50">

then | change to | ook surprised.

</ surprised>

</ p></ per son>

</vhm >
Multimodal  Presentation  Markup  Language
(MPML) [35] is another XML-based markup

language developed to enable the description of
multimodal presentation in a web browser, based
on animated characters  (http://www.miv.t.u-
tokyo.acjp/MPML/en). It offers functiondities
for synchronizing media presentation (reusing
parts of the Synchronized Multimedia Integration
Language, SMIL) and new XML dements such
as <listen> (basc interactivity), <test>
(decision making), <speak> (spoken by a TTS
system), <nove> (to a certain point a the screen),
and <enotion> (for dandard facid expressons).
MPML addresses the interactivity and decision-
making not directly covered by VHML/FAML,
but both suffer from a lack of explicit
compatibility with MPEG-4 (XMT, FAPs, €tc).

Personality and perception

Behavioural psychologists have dudied human
persondlity and its models and parameters for
quite a while. Many persondity modds have been
proposed, and one of the most noteble examples
is the Big Five or Five Factor modd [21,39]. The
Bigs modd condders five mgor persondity
dimensions: Openness, Conscientiousness,

Extraverson, Agreegblenesss and  Neuroticism
(OCEAN). Modding pesondity a an N-
dimensona space dlows for navigating through
the persondity space by changing one parameter
dong ech independent dimenson.  Although
successful in many aspects, the five dimensions in
the Big5 modd are (1) not independent enough
and (2) hard to visudize. This results in the modd
being had to use for animated characters needing
user-friendly and controllable persondity
parameters. Wiggins e d. [40] have proposed
another  persondity modd based on  two
dimensons  Affiligtion and Dominance. They
show tha different persondity types can be
conddered points aound a circular Sructure
formed in twodimensona space. The smdler
number of dimensons dlows them to be

controlled more  effectivdy and  independently.
Two parameters ae dso esser to visudize,
perceive, and understand.
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3« Submissive
Figure 3. Wiggins' Personality Circumplex

The perception of persondity type and traits
based on obsarvaion has long been a subject of
ressarch  in behaviourd psychology [89,10,25].
Unfortunately, this research has not focused on
facid actions, and has primarily conddered the
observation of full-body behaviors. Also, mainly
due to logidicd reasons, the observations have
been mogly limited to photographs or few
dynamic actions High-qudity and controllable
animated characters have not been avaldble to
psychology researchers. As Borkenau et d. [9,10]
have illusrated, viewers can achieve redivey
dstable perceptions using short videos.  Cresating
videos of live actors playing many different and
configurable actions, however, can be expensve
and difficult.

Among facid actions, the universd facid
expressons of emotions (Joy, Sadness, Ange,
Fear, Surprise, and Disgust, as described by
Ekman [18]) are the only group whose effect on
the perception of persondity has been
investigated. Knutson [25] reported on the effect



of faciad expresson of emctions on interpersond
trat inference based on Wiggins modd. He
concludes that viewers attribute high dominance
and effilistion to individuals with  happy
expressions, high dominance and low dfiliation
to those with angry or disgusted expressions, and
low dominance to those with fearful or sad
expressons. Borkenau and Liebler [10] have
reported one of the few studies which explicitly
associated body gestures and behaviors as visud
cues to the perception of persondity. They have
dso conddered audio and visud (datic and
dynamic) cues but facid actions were not a mgor
focus.

Believable social agents

Badler e d. [4] proposed one of the firgt
persondity models or agents to control behaviour
(in ther cese, locomotion) based on certain
individual characteridtics. The proposed
architecture includes a physicd movement layer,
a dae mechine for behaviourd control, and an
agent layer tha configures the parameters of the
state machine. The modd is not linked to any
theoreticaly sound persondity modd, and is a
generd  architecture for configurable  behaviourd
controllers. Other researchers [eg. 29] have dso
proposed methods for modeding agent behaviors
Among them, Rousseau and Hayes-Roth [36]
define behaviour as a combination of persondlity,
mood, and atitude. The idea of separaing
independent components of behaviour can be
very hdpful in desgning autonomous agents.
Funge et d. [20], on the other hand, propose the
idea of hierarcchicd modding, which indudes
behaviourd and cognitive modding layers a the
top.

Ancther gpproach in behaviourd modding for
agents incdludes asxociating  different facia actions
with certain dtates and events. Casll et d. [13]
propose a method for automaticaly suggesting
and generdting facid expressons and some other
gestures based on the contents of the speech. In a
laer work, Cassdl e d. [14] propose a
comprenensve toolkit with a dedicated language
for generating movements based on  speech,
through certain  configurable rules. King e 4.
[24] and Smid et d. [38] (among others) provide
more recent examples of the automatic generation
of facid actions (primarily expressons) based on
speech. The main weskness of al these works is
that the facid actions are (1) usudly limited to
the expressons, and (2) speech, and not a
personality modd, is the base for facid actions. A
system to suggest facid actions based on
persondity  settings has  not  been  fully
investigated.

Asxociating  facid  actions  with  persondity
requires a ressonably adequate persondity mode
for the agent, and a thorough study of the effect
of facid actions on the perception of persondlity.
The latter, as mentioned beforg has not been
done properly yet, but the former has been the
subject of some recent works Kshirsagar and
Magnenat-Thalmann [26] propose a multi-layer
personality model. It is, more precisdy, a multi-
layer behaviourd modd that includes layers of
persondity, mood, and emotions on top of each
other. Every layer controls the one below it, with
the facid actions and expressions a the bottom.
The modd dlows definition of parameters at each
level to individudize the agent. At the persondlity
leve, it utilizes the Bigh mode with five
parameters. Following observaions can be mede
regarding this system:
- Thegenerd issueswith Big-5
Hierarchicd dependence of emotiond dates
to persondity. The likdihood of transition
between emotions can be a personality
parameter, but emotional state should be aso
independently ~ controlldble  regardless  of
persondlity.
Lack of direct link between facid actions and
persondity. Speech content or a probabilistic
belief networks are used to control facid
actions, which may not be enough. Idedly,
the facid actions (eg. the way an agent
moves hisher head or raises eye-brows and
how frequently he/she does it) need to be
controlled by a well-defined persondity type,
entirdy or together with speech and
likdihood settings (see section 5 for more
detals)
Unnecessty  separation  of moods  and
emotions (see section 6 for a more detailed
discussion of moods and emotions)

Models proposed by Egges e d. [17] and
Peachaud and Bilvi [33] follow similar idess.
The latter uses a two-dimensond modd smilar
to Wiggins [40] for persondity (cdled
performatives) and dso separates them  from
emotions as two independent  components
activating fadd actions through a bdief network.
The high-levd persondity parameters  are
asocisted to facid actions based on  limited
obsarvation and arbitrary settings, rather than a
well-performed user study. On the other hand, the
facid actions are not limited to speech and can
occur even when the agent is not talking, but they
have to be st eqlicitly where desired, while the
ided dtuation is to define them as pat of a
personality to be activated autonomously.



Facial Expression of Emotions

Russll [37] has mapped emotiona dtates onto a
two-dimensond space controlled by Arousd and
Vdene. The detaled sudy of facid actions
involved in the expresson of the sx univers
emotions [18] has helped the computer graphics
community develop redigic facid animations.
Yet the rules by which these facid expressons
ae combined to convey more subtle information
remains less wel understood by behavioura
psychologists and animators. This lack of a strong
theoreticdl beds for combining facid actions has
resulted in the use of ad-hoc methods for blending
facid expresson in animations [27,31,32,34].
These methods are usudly based on a “weighted
average’ of fadd actions caused by eech
expresson. They are therefore computationaly
tractable, but the question of their “perceptud”
and “psychologica” validity has not yet been
answered.

3. Multi-space Behavioural Model

In the previous section, we reviewed some of the
redaed work in the area of behaviourd modding.
Considering the drengths and wesgknesses  of
these approaches, the authors have concluded that
the following features ae required for a
comprehensve agent behaviour modd. It appears
that none of exiging approaches provide a
complete collection of them.

A behaviourd modd needs to be besed on

stientific findings and modds in behaviourd

psychology.

The modd should have essy-tovisudize

parametersfor character design.

The mode should consist of separate

modules for different behavioura aspects

such as knowledge, persondity traits, and

emotions.

These behaviourd modules should be

independent but able to interact with each

other and with the underlying geometry.

The parameter spaces and the scripting

language should be MPEG-4-compatible.

The language has to support dynamic actions

and interactive scenarios  through  proper

decisor-meking and event handling.

Based on these guiddines, and egpecidly usng
the suggeted modd by Rousseau and Hayes-
Roth [36], we propose a multi-gpace behavioura
mode formed with four independent but
interacting parameter Spaces. Geometry,
Knowledge, Persondity, and Mood. We replace
Rousseau and Hayes-Roth's attitude component
with  Knowledge which includes tasks to be

performed and rules of behaviour and can provide
a better control over agent actions. We dso define
these four components as parameter spaces
formed with specific easly-adjusteble
paraneters. These parameter spaces are used in
our comprehensve facid animaion system,
iIFACE[2].

iIFACE Geometry is a hierarchicd modd that
isolates details such as vertex/pixedl  information
from higher-level congtructs such as Festure and
Head Camponent, so that animation can be
desgned and controlled independent of the
underlying geometry type. The main advantages
of our Knowledge space are specidly designed
language for facid animation, support for
decisonrmaking and dynamic actions, and hight
level timing control. The Persondity and Mood
spaces use curent  findings in  behavioura
psychology to reae persondity traits and
emotiona dates to facid actions, to cause the
perception of intended persondity type or create
the perceptudly vdid expresson.  Unlike
Kshirssgrr and  Magnenat-Thamann's  modd
[26], they perform in totd independence from
each other (i.e. parameters set separately), but the
persondity parameters can dso  define  some
mood-related aspects of behaviour such as the
likdihood of trandtion between emotiona Sates
which is in fact a persondity-based issue
(athough mood settings can override persondity
settings  temporarily). The mood space does not
have any direct effect on persondity settings
which is agan based on “red world’
rdationships  between persondity and mood.
These spaces ae explaned in the following
sections.

4. Hierarchical Geometry Space
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Head/face components and regions dlow
grouping of head data into pats that perform
specific actions together (eg. resizing the ears or
cdosing the eye), which results in isolating details
from higher-levd commands. This is a key
concept in desgning an efficient heed modd. By
defining different layers of abgtraction on tq of
actud head data (2D pixes or 3D vertices), each
exposng  proper  intefaces  for  possble
commands, we dlow programmersanimators to
access only the desred levd of details. At the
same time, this hierarchy dlows changes in
lower-level modules (eg the way movement of
lip-corner  affects neighbouring  points)  without
ay change in the generd behaviour of higher-
levd parameters (eg. an expresson can  dill
result in lip-corner dretching without a need to
know how that happens). Possibility of working
with different types of 2D and 3D head data,
usng the same paameters is ancther advantege
of such isolation.

Feaures are pecid linedareass that lead facid
actions, and Feature Points (corresponding to
MPEG-4 paameters) are control points located
on Feaures. Only the lowest leve (Physicd
Point) depends on the actud (2D or 3D) daa
IFACE Geometry object modd corresponds to
this hierarchy and exposes proper interfaces and
parameters for client programs to access only the
required details for each action. iIFACE authoring
tool (iFaceStudio) dlow users to sdect Feature
Points and Regionsof-Influence for them. Each
level of Geometry accesses the lower levels
internaly, hiding the deails from usars and
programmers. Eventudly, dl the facid actions
are performed by applying MPEG -4 FAPs to the
fece

5. Parameterized Personality
Space

The primary objective of personadity modeling is
to make it possible for the agent to perform facia
actions that cause the viewer to perceive certain
persondity types, as intended by the character
desgner. As discused in Section 2, Wiggins
crcumplex mode  provides an  effective
parameterized  framework for  modeing and
defining personadlity types. On the other hand, the
effect of dynamic facid actions on persondity
perception has not been studied properly, partly
due to difficulty of hiring actors to record variety
of head and face movements [3,8,9,10]. Usng a

redigic facid animation system can  hep
resserchers peform  a  wider  range  of
experiments.

In order to design a perceptudly-vaid persondity
model (i.e. one tha initiates actions that most
likely cause the intended persondity perception in
viewers), we performed a four-step process:

1- Define sts of facid actions and expressons
that may affect persondity perception (visua
cues)

2 Run expeiments with a large enough user
base to study the effect of these visud cues
on personality perception

3 Asxociate  visud  cues  to persondity
parameters, Affiliation and Dominance

4 Creste a modd that defines parameterized
persondity profiles and initiates proper facid
actions based on thet.

Table 1 shows the visud cues sdected at step 1

and the results of our experiments with 31

undergraduate students & the Depatment of

Psychology, University of British Columbia,

Vancouver, Canada Detals of experiments have

been published in an earlier paper [3].

Table 1. Affiliation and Dominance Scor es for
Facial Actions (Min=-5 Max=5)

Facial Action Affiliation | Dominance
Joy 47 2
Sadness 0.2 -0.2
Anger -2.6 0.6
Fear 2 -08
Disgust 0.9 1
Surprise 29 -1
Contempt 5.7 14
Neutral 0.8 -08
Sow Turn 17 12
Sow Tilt 0.9 0.2
Soow Nod -0.5 -31
Sow Blink 25 -0.7
Sow Avert 0.1 -0.7
Sow One Brow 0.1 0
Sow Two Brow 4.2 -09
Fast Turn 25 17
Fast Tilt 21 19
Fast Nod -0.6 -28
Fast Blink 2.7 -08
Fast Avert 0.2 -29
Fast One Brow -1.6 33
Fast Two Brow 38 09
Head Rest Down -0.1 -14
Head Rest Side 0.4 -34

The persondity mode controls srength and the
timing of initisting facid actions based on
persondity settings We give each persondity



paameter  three  linguigtic
MEDIUM, and HIGH. For example, for
paranger Dominance these correspond to
Dominant, Neutral, and Submissve, as shown in
Figure 3. After peforming the experimerts,
visud cues are associated with each one of these
parameter values, to form setslike thefollowi ng:

Ci; = {cjd where gj, is the n" visud cue
associated with thej™ vaueof i parameter.

values, LOW,

Each visud cue is ddined a an individud
MPEG-4 FAP [6] or a combination of them. If p;
is the value of i"" personality parameter (=0 or J),
v;j (the strength of the i linguistic values of that
parameter) will be cdculated usng a fuzzy
membership function based on p, These strengths
are then usad to activate the visual cues to certain
levels:

Gjn= Vijx M, @
&, and m;;, are activation level of the visud cue
(or the related FAP) and its maximum value,
respectively.

The timing for activating visud cues is dso st in
the persondlity profile. It can be random, periodic,
or based on speech energy level. The content of
the speech can dso be usad as suggested by other
ressarchers [38]. Some measure of speech energy
can be cdculaed by andyzing the speech sgnd.
Two strength thresholds of Impulse and Emphasis
can be defined for this energy. Different visud
cues (or different versons of them with varied
maximum vaues) can be asociated with these
thresholds. Once a threshold is reached, one of
the associatled cues that maiches the agent
persondlity is randomly sdected and activated
based on the velue of &; .

6. Parameterized Mood Space

The digtinction between moods and emotions has
been discussed by many researchers. The maor
differences ssem to be duration and cause, and
the emotions are believed to be more externd and
visble [7]. Due to complicated relation between
moods and emotions, and between moods and
visud appearance, it is had to creste mood
parameters  (independent of emotions) that can
effectivdly and clearly control the facid actions.
Some researchers [26] have tried to define such
paameters for an agent's mood in which the
result is smply three types of mood (bad, normal,
and good) which only change the likdihood of
trangtion between emotions and have no extra
functiondity (e.g. direct effect on facid actions).

In our modd, we consder emotions and mood
part of one parameter space caled Mood. This

space controls the emotiona <ate through two
paameters (see Fgure 5), and aso incudes
probability settings for random or event-based
trandtion  between  emotions.  With  better
understanding of how moods affect emotions and
other visua aspects, we hope to separate moods
and emotions into two parameter spaces, but a
this time a smple “likelihood setting” does not
seem enough for such separation.

The emotional date of the agent can be st in

three different ways:
1- Explictly in the course of an action (see
FML scripts)

2~ Rendomly/periodicdly as configured in the
personality profile

3 Randomly/periodicaly as configured in the
mood space which overrides persondity
setting
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PRUSTRATED ® E # DELIGHTED)
E
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MISERABLE = ® PLEASED
BAD &
COMTEMT #
BORED ® CALM &
TIRED ®

Figure5. Parameterized Mood Space [37]

In either case, the mood (or emotiond state) is set

by specifying auniversal emotion and itslevel of
activation, or by setting the vaues of two mood
parameters. Vaence and Arousd (see Figure 5).

Ekman has described the facid actions associated
with the expresson of universd emoctions in
detall [18]. For example the expresson of joy
involves tightening of eydids raisng cheeks
lowering eyebrows dightly, and wrinkles around
the eyes especidly the corners For sngle
universd  emotions, we activate the associated
actions based on the level of emotiond date. For
blending two expressions we differentiate
between two cases trandgtion from one
expresson to ancther, and activaion of two
expressions a the same time, i.e a combined
expression.

The facid actions for trangtions are smply the
weighted average of the source and dedtinaion
expressons.

8= kxas+ (1-K) xa @)
k= (N-f)/N €]



N is the number of frames to create for the
trangtion, f is the current frame & is the
activation of i action a frame f and asand ag
ae the activation of that action in source and
destination expressions.

The combined expressons are cregted by either
sdecting two universal expressons, or by setting
Arousal and Vdence parameters. In the first case,
the activation levels of two expressons are first
mapped into a par of Arousd-Vdence
parameters. The resulting vadues of Arousd and
Vdence ae then usad to activete facid actions
associated with each parameter as shown in Table
2. These facid actions are sdected by andyzing
the Ekman's description of universa expressons
and ther facid actions, and by dugtering Smilar
attions based on  Arousd and  Vdence
parameters.

These two cases are illugtrated in Figure 6. In this
figure, (@ and (b) show Surprise and Anger

expressions. The middle frame for trandtion (C) is
between () and (b). We see that due to the raised
micHowerdip in  Anger (taget of linear
interpolation), the middle of the mouth closes
while the sides are not closed yet. This may be
accepteble for a trandtion but in case of a
combined expresson like Aroused, it is better to
locate the source and target on Arousd-Vadence
map, and then find the proper (perceptudly valid)
facid actions for a point between them. This is
shown in (d) where the jaw is dightly dropped,
upper and lower eydids are raised a little, and
brows ae dightly lowered and drawn together.
The effectiveness of the parameter-basd
expresson  blending compared to the smple
weighted average method is the subject of an
extensve user study in the University of British
Columbia. The details of this sudy will be
presented in a separae paper.

Figure 6. Samples of Expression Blending. (a) Surprise, (b) Anger, (¢) Transition between Surpriseand Anger,
and (d) Blending based on Valence and Arousal and their associated facial actions

Action Expressons Valence Arousal
brows drawn together Fear, Anger Low High
browslowered Joy, Anger, Disgust - High
browsraised Fear, Surprise - High
browsinner raised Sadness Low Medium
eyecorner wrinkled Joy High -
eyelid-lower raised Joy, Sadness - Medium/Low
eyelid-lower tensed and raised Fear, Anger Low High
eyelid-upper lowered Joy, Sadness - Medium/Low
eyelid-upper raised Fear, Anger, Surprise - High

jaw dropped Surprise Medium High

jaw thrusted forward Anger Low High
lip-corners lowered Sadness Low Low
lip-corners raised Joy High Medium
lipHower raised Sadness Low Low

lips pressed and narrowed Anger Low High

lips stretched Joy, Fear, Anger - Medium

Table 2. Sample Facial Actionsand the Expressionsthat include them.



7. Face Modeling Language

Design Ideas
To describe the tasks to be performed, the timing,
and event handling mechanism, a specid-purpose
language for facid animation has been designed
for iIFACE that performs proper configuration and
controls the main sequence of actions. The need
for such a highdevd language, as opposed to
low-levd parameters such as those in MPEG 4,
can be shown usng an example Fgure 7
illugrates a series of facid actions. A “wink”
(dosing eye lid and lowering eyebrow), a “head
rotation”, and a “smile’ (only dretching lip
corners, for smplicity). These actions can be
described by thefollowing MPEG-4 FAPs:
Wink  FAP-31 (rase-l-i-eyebrow)

FAP-33 (rase-l-m-eyebrow)

FAP-35 (raise-|-0-eyebrow)

FAP-19 (close-t-eydid)
Head Rotation
FAP-49 (heed rotation-yaw)
FAP-6 (stretch-I-lipcorner)
FAP-6 (dretch-r-lipcorner)

Smile

(b) © (d)
Figure7. Seriesof facial actions: (a) start, (b)
wink, (c) head rotation, (d) smile

Although smple and powerful, the use of MPEG-
4 FAPs for behavioural description lacks the
followingfeatures:
- Parameters a facid component levd (eg.
one eyewink instead of four FAPs)
Proper timing mechanism (eg. duration and
dependencies)
Event handling and decison-making

Face Modding Language (FML) [2] is an XML-

based languege desgned for facid animation. It

combines MPEG-4 compatibility with higher-

level features such as those mentioned above.

Also, FML is independent of the underlying

animation system. The actions of Figure 7 can be

done by an FML script such as the following lines

(elements are discussed later):

<seq>

<paramtype="conp” nane="eye- wi nk”
duration="1s"/>

<hdnv type="yaw' val ue="20"
duration="1s"/>

<expr type="sml|e” val ue="50"
duration="1s"/>

</ seq>

Story Action Moves

'_'___'_'_'_'_'___'___'_ilﬂ

Lo

* Time

Figure8. FML Timelineand Temporal Relation of

Face Activities
FML defines a timdine of events (Figure 8)
induding head movements, speech, and facid
expressons, and their combinations. Tempord
combination of facid actions is done through
time containers which are XML tags borrowed
from SMIL (other language éements are FML-
specific). Since a face animaion might be used in
an interactive environment, such a timdine may
be dtered/determined by a user. So another
functionality of FML is to alow user interaction
ad in gened eveit handiing (decison-making
based on externd events and dynamic generation
of scenarios).

FML Document Structure

An FML document consds, a the higher levd,
of two types of dements. nodel and story. A
nodel dement is used for defining face
capabilities, parameters, and initid  configuration.
This element groups other FML elements (model
items) such as configuration data and predefined
actions. A story demett, on the other hand,
represents  the  timeline of events in face
animation in terms of individud Actions (FML
action dements). The face animaion timdine
condgts of facid activiies and their tempord
relations. These activities are themsdves sets of
smple “moves’. Sets of these moves are grouped
together within  “time containers’, i.e specid
XML tags that define the tempora relationships
of the dements insde them. FML includes three
SMIL time containers excl, seq and par
representing  exclusive, sequentid  and  pardld
move-sats. Other XML tags ae specificaly
designed for FML.

FML supports three basic face moves tdking,
expressions, and 3D head movements. Combined
through time containers, they form an FML
action which is a logicdly relaed st of
activities. Details of these moves and other FML
dements and congructs will be discussed in the
next sub-sections. The specid fap and param
dements are dso induded for MPEG-4 FAPs and



other  system-dependent  parameters.  Time
containers are FML dements that represent the
temporal relaion between moves. The basic time
containers ae seq and par corresponding to
sequentiadl and  padld  activiies. The former
contains moves that stat one after another, and
the latter contains moves that begin a the same
time. Time contaners include primitive moves
and dso other time containers in a nested way.
The repeat atribute of the time container
dements dlows iteration in FML documents (see
Figure1l).

Smilar to SMIL, FML aso has a third type of
time containers, excl, used for implementing
excdudve aiviies and dedison-meking &
discussed later. All story dements have four
timing attributes r epeat, begin, durati on, and
end. In a sequentid time container, begin is
relaive to start time of the previous move, and in
a padld contaner it is reative to the sart time
of the container. In case of a conflict, duration of
moves is set according to their own settings rather
than the contaner. The repeat dtribute is
considered for defining definite (when having an
explicit value) or indefinite loops (associated with
events).

<action>
<seq begi n="0">
<t al k>Hel | o</t al k>
<hdnv end="5s” type="0"
val =" 30" />
</ seq>
<par begi n="0">
<t al k>Hel | o</t al k>
<expr end="3s” type="3"
val ="50" />
</ par >

</ action>

Figure9. Time Containersand Basic Moves

Event Handling and Decision Making

In dynamic and interactive applications, the FML
document needs to meke decisons, i.e to follow
different paths based on cetan events. To
accomplish this, excl time container and event
dement are added. An event represents any
externd data, eg. the vaue of a user sdection.
The new time container asociates with an event
and dlows waiting until the event has one of the
given vdues then it continues with exclusive
execution of the action corresponding to that
vadue, as illustraed in Figure 10. The system
component processing FML  scripts  exposes
proper interface function to adlow event vaues to
be set in run time. event isthe FML counterpart
of familiar ifdse constructs in  normd

programming langueges.

<l-- in nodel part -->
<event nanme="user” val ="-1" />
<l-- in story part -->

<excl ev_nane="user”>
<tal k ev_val ="0">Hel | o</t al k>
<tal k ev_val ="1">Bye</tal k>
</ excl >

Figure 10. Decision Making and Event Handling

8. Sample Applications
In this section we review sample gpplication
usng IiFACE sysem ad our proposed
behaviourd modd. For more information, sample
goplicaions, and videos plesse see our research
web ste http://ivizlab.sfu.calresearch

Interactive Agent

Typicd examples of an interective agent ae
gme chaatters and on-line customer service
representatives. In such cases, the agent needs to
folow a man <scenario, dlow non-linear
sequences of events (eg. making a decision based
on a user input and going through different paths
as the result), show emoations, and have a cetan
persondity. Figure 11 demondrates a sample
FML script for such an agent.

This script crestes a character that waits for user
questions and replies to them. The user interface
is controlled by the GUI application. It provides
four options. “Hdlo”, “How are you?’, a use-
typed question, and “Bye’. The reply to options 1
and 2 ae hard-coded in the script (data €ements
in model). The reply to the third (user-typed)
question will be provided by the background
goplication (i.e. the intdligence behind the
script). The fourth user option ends the script.

In the modd pat of the script, the persondity
parameters are s, a user event has been declared
and st to -1 (defalt vdue, meaning not-
defined), and findly two daa items have been st
for user options 1 and 2. The man actions are
controlled in the exd eement. The repest
dtribute defines the ending condition. The exd
options look for the appropricte reply, ether in
the script or from the background application
(through the iIFACE API not shown here).

MusicFace

Music-driven Emotiondly  Expressive  Face
(MusicFace) [16] is a multimedia application
based on iFACE to demonsrate the concept of
Affective ~ Communication  Remapping, i.e
trandforming  affective  information  from one
communication medium to another. Affective




information is extracted from a piece of music by
andyzing musical features such as  rhythm,
energy, timbre, articulation and melody (Table 3).

<l-- in nodel part -->

<event name="user Choi ce” val ="-1" />
<par am nane="doni nance” val ="60" />
<paramnanme="affiliation” val ="90" />

<data name="reply-1" val="Hello” />
<data nanme="reply-2" val ="Fine" />
<l-- in story part -->

<excl ev_nanme="user Choi ce”
repeat =" user Choi ce; 4" >
<talk ev_val ="1" nane="reply-1">
</tal k>
<tal k ev_val ="2" nane="reply-2">
</tal k>
<tal k ev_val ="3” nane="reply-3">
</tal k>
</ excl >

Figure11l. FML Script for Interactive Agent

Table 3. Example Relations between M usic Features
and Emotions[11,23,28]

Emotion Feature Value
Fear Tempo Irregular
SoundLeved Low
Articulation Mostly non4egato
Anger Tempo Very rapid
SoundLeved Load
Articulation Mostly non-egato
Happiness | Tempo Fest
SoundLeved Moderate or load
Articulation Airy

After sefting generd  persondity type and

parameters based on the music, the emotiond

date is determined and updated continuoudy

usng the fdlowing dgorithm (sample animation

framesin Figure 12):

1- Sdect high or low Arousa emotions based
on music power level.

2- Sdect podtive or negative Vaence emotions
based on timbre and rhythm

3- Fine tune emotiond sae based on other
musicd features

Figure 12. Sample Animated Heads from MusicFace
9. Conclusion

We have described a behaviourd modd for socid
agents that consists of four independent but

interacting parameter paces. Geometry,
Knowledge, Personality, and Mood. Persondlity
and Mood are modeed based on current findings
in behavioura psychology, rdaing the perception
of pesondity and the emotiond dates to facid
actions and expressons. The chaacter knowledge
and tasks to be performed, in addition to the rules
of behavior and decision-making, ae
encapaulaed in a gpecidly designed language that
is dso compatible with the MPEG-4 sandard.
Asociding facid actions to parameters (affective
o pesondity dimensions) rather than “badc
emotions’ or “persondity types’ dlows a
desgner to eadly change the parameters and
creste new persondity types and combined
expressions that are perceptudly valid.  Further
research is needed to study the effect of cultura
background on such perception.
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