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ABSTRACT
Automatic age group classification is the ability of an algorithm
to classify face images into predetermined age groups. It is an
important task due to its numerous applications such as monitoring,
biometrics and commercial profiling. In this work we propose a
fusion technique that combines CNN- and COSFIRE-based features
for the recognition of age groups from face images. Both CNN and
COSFIRE are trainable approaches that have been demonstrated to
be effective in various computer vision applications. As to CNN,
we use the pre-trained VGG-Face architecture and for COSFIRE
we configure new COSFIRE filters from training data. Since recent
literature suggests that CNNs deliver the highest accuracy rates
within such problems, the hypothesis which we want to investigate
in this work is whether combining CNN and COSFIRE approaches
together will improve results. The proposed fusion technique using
stacked Support Vector Machine (SVM) classifiers, and trained and
tested with the FERET data set images has shown that, indeed,
CNN- and COSFIRE-based features are complimentary as their
combination reduces the error rate by more than 25%.
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1 INTRODUCTION
Age estimation from images is the attempt to determine the age of
an individual through visual information. According to a crowd-
sourced experiment in [22], the Mean Absolute Error (MAE) of
human age estimations from visual appearance is 4.7 years, con-
cluding that age estimation is quite challenging also for humans
[25]. Automatic age classification can be a strong benefit to database
search problems such as person identification systems. Forensic art,
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monitoring and biometrics [30] are other major fields that advanta-
geously utilize age estimation and offer superior safety amongst us
like ensuring that younger children have no access to prohibited
internet pages, and that vending machines refuse to sell alcohol
and cigarettes to people underage [21]. The marketing sector can
also benefit and enhance its success rate by showing viewers more
relevant commercials. Moreover, through automatic age recogni-
tion, devices can upgrade their user interface intelligence and adapt
better to the user.

Automatic age group classification from face images is possible
through the identification of significant facial changes such as
craniofacial growth and skin deformation. For this project, the used
images are annotated with the genuine age of the person. The age
groups considered are 0-3, 4-7, 8-13, 14-22, 23-35, 36-47, 48-59 and
60+. These non-overlapping age groups start with smaller ranges
within the initial age groups and increase over the older age groups
since younger ages experience greater changes [22]. Low image
quality, facial expressions and facial poses are all challenges for
the task of age estimation [17]. Moreover, internal factors such as
genetics, gender and race cause people to age differently whereas
external factors such as the presence of facial hair or glasses, and
cosmetic treatments may hide the real age of a person [16].

In this work, we propose a fusion technique of features con-
structed from the output of a Convolutional Neural Network (CNN)
and that of Combination of Shifted Filter Responses (COSFIRE) for
age classification from face images. Both CNN and COSFIRE [6]
approaches are trainable in that they learn feature detectors from
training data. In particular, we use the VGG-Face pretrained CNN
[32, 37] and for COSFIRE we configure a new set of feature detec-
tors. We fuse both methods with a stacked SVM classifier and apply
the proposed approach on the benchmark FERET and FG-NET data
sets. In this work we deal with cropped face images and we assume
that no person in the images has undergone cosmetic treatments.

The rest of the paper is organized as follows. Section 2 includes an
account of state-of-the-art methods for age classification. Section 3
provides a detailed explanation of the proposed technique. Section
4 contains the experiments carried out to evaluate the method,
followed by a discussion in Section 5 and conclusions in Section 6.

2 RELATEDWORK
Existingmethods for age recognition via face images are categorized
in six main approaches [24], which we list below. The first five are
based on hand-crafted feature descriptors and are usually followed
by an age prediction method such as classification, regression1
or hybrid, whilst the last approach is a trainable one that learns
features automatically from the training data.

1Refer to [28] for detailed information on regression.
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Anthropometricmodels: Thesemodels use the geometric rela-
tionships between facial components. They describe the craniofacial
growth but not the skin aging [26].

Active appearance models: This seminal approach encodes
object shapes and appearances for template matching. They are
well suited for specific age estimation [15, 23].

AGing PattErn Subspace (AGES): This method constructs a
subspace using a sequence of an individual’s face images ordered
in time. It predicts the age through the subspace projection that
best reconstructs the query image [19].

Aging manifold learning: This represents face images as low-
dimensional manifolds that capture data distribution and geometric
structure important for age prediction [18].

Appearance models: This method uses image filtering and a
local coding schema in order to extract facial features that model
both the face shape and skin information [23].

Yang and Ai [39] use an appearance model called LBP to sum-
marize a given local texture patch by an LBP histogram (LBPH).
Chi-square distance is used to find similarity between the LBPH and
the optimal reference histogram, and binary classification through
a binary tree is performed using AdaBoost. Similarly, Gunay and
Nabiyev [20] extract spatial histograms of LBP from face regions
and concatenate them into an image descriptor. The Minimum Dis-
tance, Nearest Neighbour and k-NN classifiers are used to predict
the final age class. Local Matched Filter Binary Pattern is another
appearance model proposed by Ouloul et al.[29], which detects face
areas containing wrinkles and then extracts the necessary data to
construct a histogram, later used to train a hybrid classifier. An
SVM first divides the facial features into distinct age groups and
then an SVR is used for specific age estimation. Iqbal et al. [24]
proposed Directional Age-Primitive Pattern (DAPP), which is an im-
proved configuration of LBP. DAPP characterizes aging information
through histograms but avoids patches that have no contribution
to aging to escape the accumulation of unnecessary bins in the
feature-histogram. Classification is done using an SVM with RBF
kernel function.

Deep learning: This approach learns deep neural networks
to generate problem-specific models [36]. Recently, more work
has been published showing the use of CNNs in age recognition,
following the deep learning approach. A deep learning algorithm
determines features from images without any hand-crafting and
classifies them using class scores.

The method D2C, proposed by Li et al. [27], stands for deep
cumulative and comparative learning. The CNN employed in that
work is an AlexNet but includes a cumulative hidden layer and a
comparative ranking layer. The cumulative layer allows the model
to learn from the faces with adjacent ages, whereas the comparative
layer performs pair-wise comparative operations, specifying who
is older when given two faces. Belver et al. [12] and Anand et al.
[1] conducted other studies, further inspiring this project. Both
studies analyze the performance of features obtained from different
pretrained deep networks. Both cases bypass any fine-tuning, treat-
ing CNNs as generic feature extractors. Both works concluded that
pretrained CNNs achieve better performance on age estimation
when used as feature extractors rather than end-to-end. Similarly,
the face recognition pretrained VGG-Face deepnet was used by
Qawaqneh et al. [35] in their age group estimation study, showing

good results. The final three fully-connected layers were swapped
with four new ones but nothing was changed in the other layers.

COSFIRE is a trainable filter approach whose selectivity is de-
termined from a specified pattern of interest. COSFIRE filters are
nonlinear, in that they only respond when all parts of the preferred
local patterns are present. Conceptually, COSFIRE filters share some
architectural properties with CNNs. In their basic form COSFIRE
filters have two-layer architectures where they are characterized
by a convolutional first-layer, followed by a rectification linear unit
(ReLU) and the second layer combines certain responses from the
convolutional response maps by a highly nonlinear function. In [9],
it was also shown that this basic architecture can be extended to
a multi-layer hierarchical approach as well. COSFIRE filters have
been used in many applications such as vascular bifurcations detec-
tion [5], traffic sign detection and recognition, shape description
[7], contour detection [4, 10], delineation of vessel-like structures
[11], and gender recognition [3]. In [2], COSFIRE is used along with
SURF descriptors, achieving very good results on gender recog-
nition. Therefore, this motivated us to use COSFIRE to solve age
group recognition, but this time in combination with a CNN, which
is also a trainable computer vision approach.

Hence, the aim of this work is to investigate the complementarity
of CNN- and COSFIRE-based features for the application at hand.

3 METHODOLOGY
Figure 1 illustrates a high-level schematic overview of the proposed
system. It starts off by passing the labelled images through a pre-
processing phase. The preprocessed images are then used by the
feature extractors to obtain feature vectors, which are used to train
and test the stacked SVM classifier for the prediction of age groups.

3.1 Pre-processing
Each image is preprocessed through face detection and rescaling.
The Viola-Jones algorithm2 [38] was chosen due to its popularity
and significant precision. The implementation proposed in [3] is
used for face localization and the image is then cropped to keep
only the detected face. The image is then resized to a square so that
each image attains the same dimensions. If no face is detected by
the Viola-Jones algorithm, the query image is ignored. This leaves
a resulting set of 12,743 equally sized images with the face as the
focal point. The resulting set of face images is subdivided into two
groups in a stratified manner; 70% (8,921) training images and 30%
(3,822) test images.

3.2 Feature extraction
3.2.1 Using VGG-Face. We use MatConvNet’s pretrained VGG-
Face3, which provides all weight values of the CNN, making it
readily available to use without any need of retraining, signifying
less computational costs and no overfitting risks. Before inputting
the images into the CNN, each image is resized and normalized, by
subtracting themean of the training images, to become a 224×224×3
dimensional image, as required by VGG-Face. Each image is then
fed to the neural network for its transformation through a series
of layers until evolving into a single dimension feature vector. The

2Refer to [40] for an introduction on the Viola-Jones algorithm.
3MAT-file & scripts at https://tinyurl.com/y7w5uaal [32].



Age Group Recognition from Face Images APPIS 2019, January 7–9, 2019, Las Palmas de Gran Canaria, Spain

Figure 1: Pipeline of the proposed system.

image is passed through a number of convolutional layers that make
use of 3 × 3 filters and rectification non-linearity (ReLU), and max-
pooling layers to get transformed into 7 × 7 × 512. The final three
fully-connected layers compute the class scores, where the first
two layers have 4096 elements each whilst the last contains 2622
elements. Through transfer learning [31] we ignore the final layer
and take the penultimate layer. This layer outputs a 4096-element
vector, which we use as the descriptor of a given face image.

3.2.2 Using COSFIRE. For feature extraction using the COSFIRE
approach, we use the implementation of Azzopardi et al.4 [3, 8]
that was applied to gender recognition. Despite gender recognition
being very similar to age group classification, the COSFIRE applica-
tion still required some modifications to adapt to our 8-group age
classification problem. Where applicable, most of the parameters
were kept the same.

Before COSFIRE can be used as a feature extractor, the appropri-
ate filters must be configured. This is done by using some randomly
selected training images, where for each image, a random point of
interest is automatically chosen and the local pattern around it is
used as a prototype from which we extract features to configure a
COSFIRE filter. In order to have sufficient diversity we take equal
number of n training images for each age group (we only consider
6 age groups when using FERET since it has no images for the first
two groups). This results in the configuration of 6n COSFIRE filters.

For the feature extraction, we apply all 6n COSFIRE filters to
each image. Therefore, the strongest COSFIRE responses for a filter
are achieved where the local patterns are similar to the prototype
that was used for its configuration. As seen in Figure 2, a spatial
pyramid is implemented, where level 0 considers the response map
as one tile, level 1 uses 2 × 2 tiling and level 2 uses a grid of 4 × 4.
We form a feature descriptor by taking the maximum values of all

4Scripts for gender recognition with COSFIRE filters is available at
https://tinyurl.com/kj54rx4 .

Figure 2: Forming a COSFIRE feature vector using a 3-level
spatial pyramid that gives (1+(2×2)+(4×4) =) 21-dimensional
vectors for eachCOSFIREfilter. These are then concatenated
forming a (21 × (6n)) dimensional feature vector given 6 age
groups and n being the number of COSFIRE filters config-
ured per age category.

COSFIRE filters in each of the 21 (1 + (2 × 2) + (4 × 4)) tiles. We
normalize to unit length the maximum COSFIRE filter responses
for each tile. Using this descriptor a given image is represented
by 21(6n) elements where n is the number of configured COSFIRE
filters per age category.
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3.3 Stacked Classification
We use a stacked classification approach, motivated by [14], to
fuse the CNN- and COSFIRE-based features. For the 4096-element
CNN-based vectors we use a one-versus-one SVM5 with a linear
kernel and for the 21(6n)-element COSFIRE-based vectors we use a
one-versus-one SVM with the following chi-squared kernel k :

k(x ,y) = 1 −
∑
i
γ

(x[i] − y[i])2

1
2 (x[i] + y[i])

(1)

where γ represents the weight6 that is applied to the values in
the feature vector according to the spatial pyramid level they are
coming from, making use of spatial information encoded within
the descriptor.

For the six age categories, each of the two one-versus-one SVM
models give an output vector of 15 ( 6×52 ) values. We concatenate
these two sets of 15 values to form a new descriptor of 30 values and
use the resulting training vectors to learn a stacked SVM classifier
with a linear kernel. The predicted label vectors are then compared
to the ground truth labels to generate the performance reports.

4 EVALUATION
4.1 Data sets
Considering that both our feature extractors require supervised
learning, the FERET data set7 of facial images is used as the primary
data set. It contains images of individuals of different race and
gender, aged between 10 and 80 years old, including variations in
terms of pose, lighting and expression, and the possible presence
of facial hair and eye glasses. For this project, we consider a total
of 23,126 images. The data set also provides the subject and image
metadata. Since FERET does not include any images of individuals
aged between 0-9, the first two age groups are not used when using
this data set alone. Besides FERET, the FG-NET Aging Database8 is
also used. It contains 1,002 images of different multi-race individuals
aged between 0 and 69, hence including all defined eight age groups.

The ground truth age of the individual within each image is
determined by subtracting the subject’s date of birth from the date
of capture of the image. The age is then quantized into the eight
categories mentioned above.

4.2 Method of Evaluation
As a norm to system testing, the used data set was split in a stratified
manner into a training subset (70% of the data) and a test subset
(30%). Given that we are dealing with a sufficiently large data set,
it is highly likely that the resulting training and test subsets are
good representation of the population. With regards to the classifier
evaluation, the common approach of computing the True Positives
(TP), False Positives (FP) and False Negatives (FN) from the predicted
age groups is used. We use these quantities to compute the accuracy,
precision, recall and F-measure, Eq. 2-5.

5SVM scripts imported from LiBSVM library [13].
6γ = 1 for level-2 pyramid responses, γ = 0.5 for level-1 pyramid responses and
γ = 0.25 for level-0 pyramid responses.
7Available at https://tinyurl.com/ycr4ueyr [33, 34].
8Acquired by request to fgnet.aging@gmail.com.

Accuracy =
total T P

total number of imaдes
(2)

Precision =
T P

(T P + F P )
(3)

Recall =
T P

(T P + FN )
(4)

F −Measure = 2 ×
Precision × Recall
Precision + Recall

(5)

Precision measures the classifier’s exactness whilst recall mea-
sures the classifier’s completeness. F-measure is the harmonic mean
of precision and recall. Apart from the macro average recall, pre-
cision and F-measure, and micro average accuracy, the system is
further evaluated using a confusion matrix, presenting both the
class distribution within the data and the classification break down.

5 EXPERIMENTS
Each experiment below was carried out three times in order to
compensate for the random stratified split of training and test
images, and finally we report the average performance. Note that
for each experiment the same images were used for both methods
to ensure fair comparisons.

5.0.1 Image Rescaling. Here, we evaluate empirically both CNN-
based and COSFIRE-based methods with the resolution of the input
images, and it turns out that for both methods the best performance
is achieved when we rescale the images to 128 × 128 pixels.

5.0.2 CNN Transfer Learning. Through transfer learning, some
of the final fully-connected layers of VGG-Face are ignored. In this
experiment, we investigate which of the 4096-dimensional fully-
connected layer gives the best feature vectors. This experiment
was carried out using Bootstrap Aggregating (Bagging) with 5 bags
of 300 samples per class during training, and a linear SVM for
classification. The 15th layer (the penultimate layer) of VGG-Face
gives the highest recall and accuracy, Table 1. This confirms that
this layer generates feature vectors that contain more information
than the 14th layer.

Table 1: Results based on different CNN output layers.

CNN final layer Mean Macro Recall Global Accuracy
14th 0.908 0.857
15th 0.921 0.877

5.0.3 COSFIRE Filter Configuration. The length of the
COSFIRE-based descriptor depends on the number of COSFIRE
filters used. The best results are achieved when we configure 90
COSFIRE filters per age group meaning that for six categories,
the spatial pyramid descriptors results in 11,340-element vectors
(21× 6× 90). Performance decreases when increasing or decreasing
the number of COSFIRE filters.

5.0.4 SVM Kernel. For this experiment, we compare the results
of both methods obtained with SVMs using linear kernels and SVMs
using Chi-squared kernels. Bagging was not used. The Chi-squared
kernel has a major impact on the COSFIRE-based descriptors, as
it makes use of the spatial information embodied in its decriptors,
Table 2. The lack of such information within VGG-Face’s descriptors
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Figure 3: Confusion matrix for the fusion technique.

explains the very small improvement made. Infact, for VGG-Face,
the weighting of the Chi-squared kernel was not applied.

Table 2: Results of different SVM kernels.

Mean Macro Recall Global Accuracy
VGG-Face COSFIRE VGG-Face COSFIRE

Linear 0.971 0.862 0.972 0.886
Chi-Squared 0.976 0.900 0.975 0.922

5.0.5 Fusing Methods. We take the best parameter values ob-
tained from the above experiments and rerun the system by fusing
the descriptors with a stacked classification approach, as explained
in Section 3.3. Table 3 reports the performance results of the pro-
posed fusion method compared to the standalone VGG-Face and
COSFIRE pipelines. This experiment was carried out five times and
the averages were taken as final values. The mean macro precision
and F-score, along with the global accuracy of the fusion method
surpass those of both individual methods. Figure 3 depicts the con-
fusion matrix of the proposed fusion method and notably is the fact
that most of the errors are due to misclassifications in the adjacent
age categories. This is reasonable as many people with ages close
to class boundaries can also be easily misclassified by humans.

Table 3: Results of the proposed fusion approach on the
FERET data set.

VGG-Face COSFIRE Fusion method
Mean Macro Recall 0.971 0.900 0.966 (0.02*)
Mean Macro Precision 0.978 0.936 0.986 (0.005*)
Mean Macro F-Score 0.974 0.918 0.977 (0.01*)
Global Accuracy 0.972 0.922 0.978 (0.008*)

* Standard deviation of the results obtained from five experiments.

5.1 Using FG-NET
We further analyzed the proposed fusion method by merging the
images of FERET to those of FG-NET, which include all the eight
age groups in order to create a bigger and a more diverse data set.
We use the same preprocessing and feature extraction steps, as
mentioned above. The 4096-dimension VGG-Face and (21 × 8 × 90)
15,120-dimension COSFIRE descriptors of all images are fed into
the stacked SVM classification model. Table 4 demonstrates that
the mean macro recall, precision and F-measure are much lower
than the global micro accuracy. This is because the first three age
groups only contain a few images, leading to a standard deviation
of 0.25 between the age group recalls. Hence, whilst the first three
metrics are affected by this variation, the global accuracy is not.

Table 4: Results of the fusion method for the combined FG-
NET and FERET data sets.

Fusion method
Mean Macro Recall 0.807
Mean Macro Precision 0.871
Mean Macro F-Score 0.838
Global Accuracy 0.932

5.2 Discussion
The results obtained by the above experiments conclude that the
best performance of each method is achieved when using an image
resize scale of 128×128 pixels, an SVMwith a chi-squared kernel for
the COSFIRE-based descriptors and linear SVMs for the CNN-based
descriptors and the stacked classifier, and using the penultimate
layer for the output of VGG-Face whilst configuring 90 filters per
age category for COSFIRE. Using these parameter values, VGG-Face
achieves an 97.5% accuracy with a recall of 97.6% whereas COSFIRE
achieves an 92.2% accuracy with a recall of 90%.

Table 5 shows the result of the proposed combined VGG-Face
and COSFIRE method as opposed to some of the existing age clas-
sification methods in the literature. Our method achieves a much
higher accuracy, proving its applicability to age classification.

As shown in Table 3, we can conclude that VGG-Face is a bet-
ter feature extractor than COSFIRE in age classification. This is
probably because VGG-Face was pretrained on a very large and
diverse data set of face images, resulting in more effective features.
On the other hand, COSFIRE configures filters on the data set at
hand by selecting random local patterns from training images. The
improvement in the results, although minor, demonstrates that
COSFIRE may provide complementary features to the CNN-based
descriptor. In future work, we will configure COSFIRE filters from
bigger data sets in order to allow for more variability. Moreover, we
will investigate a ranking approach to use only the most effective
COSFIRE filters and discard the rest.

Further future work may include the investigation of replacing
the linear filters of CNNs with non-linear COSFIRE filters. We ex-
pect that one of the benefits of such a network would be robustness
to adversial attacks, something which current CNNs tend to suffer
from.
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Table 5: Comparison of our results with those of published
methods.

Method Dataset Age Groups Accuracy Reference
DAPP ADIENCE 8 63.3% [24]
LBPH
+ Real

AdaBoost
FERET 3 92.1% [39]

Spatial LBP
Histograms FERET 6 80% [20]

Pretrained
VGG-Face

+ new layers
ADIENCE 8 59.9% [35]

Proposed
combined
method

FERET 8 97.8% Ours
FERET

+ FG-NET 8 93.2% Ours

6 CONCLUSIONS
We showed that both VGG-Face and COSFIRE serve as good feature
extractors for age classification even when using challenging im-
ages. While the method that is only based on VGG-Face descriptors
performs better than the standalone COSFIRE-based approach, the
proposed fusion method that combines both descriptors achieves
the highest accuracy rates, outperforming those of existing methods
in the literature.
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