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ARTICLE INFO ABSTRACT
Keywords: The measurement of the isotopic composition of cosmic rays (CRs) provides essential insights into the
AMS-02 understanding of the origin and propagation of these particles, namely the CR source spectra, the propa-
UnfOIfiing gation processes and the galactic halo size. The Alpha Magnetic Spectrometer (AMS-02), a CR experiment
BayeS}an operating aboard the International Space Station since May 2011, has the capability of performing these
ICS(:)str:;;rays measurements due to its precise determination of the velocity provided by its Time of Flight (TOF) and Ring
Imaging Cherenkov (RICH) detectors. The correct interpretation of the data requires the measurements to be
deconvoluted from the instrumental effects. The unique design of AMS-02, with more than one detector being
used to measure the same particle flux, requires a novel approach to unfold the measured fluxes. In this work,
we apply for the first time the so-called iterative-bayesian approach in the context of the direct measurement
of the cosmic-ray fluxes. Moreover, we introduce a non-parametric regularization method for the detector
response functions and a single, smooth flux prior covering the range of measurements from both detectors,
TOF and RICH. The accuracy of the method is assessed using a simulated flux based on previous AMS-02
measurements and taking into account the full detector response. In addition, the estimation of the errors and
a discussion about the performance of the method are also shown, demonstrating that the method is fast and
reliable, allowing for the recovery of the true particle fluxes in the whole energy range.
1. Introduction where y = ;2 is the Lorentz factor. The measurements before
the Alpha Magnetic Spectrometer (AMS-02), reaching at most a few
The elemental abundance of light isotopes such as 2H, ®Li and °Be GeV per nucleon (GeV/n), are limited by detector velocity and rigidity
in the Solar System is low if compared to their abundance in CRs, which resolutions. In AMS-02, isotopes are identified either in the velocity and
indicates these are particles of secondary origin: they are produced rigidity phase space [7], or through the use of mass templates in events
during the interaction of primary CRs, those produced and accelerated binned in velocity [8].

at the sources, with the interstellar medium (ISM) [1]. Therefore, the
measurement of the flux of such isotopes provides essential informa-
tion about the CR composition at the source and the propagation
processes in our Galaxy [2]. Moreover, radioactive species such as
10Be also provide important constraints on the galactic halo size [3].
Magnetic spectrometer experiments such as AMS-01[4], PAMELA [5]
and IMAX [6] have measured the fluxes of some of these isotopes. The
mass identification is performed by combining the measurements of the
relativistic particle velocity f = f (v being the velocity and ¢ being the
speed of light), measured either directly or through energy deposition,
and the rigidity measured by the tracker and given by R = pc/Ze,
where p is the particle momentum, Z the atomic number and e the x = 2 RO | Xyl 2)
elementary charge. The mass, is thus given by the equation 7

Additionally to particle identification, one of the main challenges in
particle physics experiments is the reconstruction of the true properties
of the particles. The finite resolution of the detector, energy losses and
other instrumental effects lead to biasing and smearing of quantities
such as velocity and rigidity. In the case of the measurement of isotopic
spectra, typically obtained as a function of the kinetic energy per
nucleon or rigidity, one must recover the particles’ spectra before
interacting with the detector. Generally speaking, the true value of a
variable in a given bin, x{ , is related to its measured value, xin, through
the response function of the detector, R(x |x)):

me? = RZe 16} The problem is then to invert the previous equation, obtaining the
By values of x/. This is a typical ill-posed inverse problem [9]. Naively
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inverting Eq. (2) leads to unstable results because of the nature of
the problem: as the response function smears and introduces biases
on the measured values, statistical fluctuations are amplified by the
inversion procedure [10]. Hence, other methods have to be used to
obtain estimators of x,. This estimation procedure is frequently called
unfolding, and it has become commonplace in particle and astroparticle
physics.

Several approaches have been developed throughout the years to
unfold the data [10,11]. Techniques such as Tikhonov regulariza-
tion [12] and singular value decomposition (SVD) [13] are used in
unfolding to solve Eq. (2) adding regularization terms, resulting in solu-
tions with desirable properties. Others rely upon alternative techniques,
which do not solve Eq. (2), as is the case of the forward unfolding [14]
and the fully bayesian approach [15].

In this paper, we will focus on the application of an iterative
approach, based on Bayes’ theorem, similar to the works of D’Agostini
[16], Richardson [17], Lucy [18], Miilthei and Schorr [19]. This ap-
proach has been successfully applied in many contexts, from collider
experiments [20,21] to the study of extensive air showers [22] and
the direct measurement of CR nuclei fluxes [5]. We have applied this
method for the first time in the context of the measurement of isotopic
fluxes with AMS-02, where the events are counted as a function of the
velocity measured by two different detectors, TOF and RICH. We intro-
duce regularization in the prior, which combines the measurements in
overlapping regions, and in the detector’s response function.

This paper is organized as follows: in Section 2 we give an overview
of AMS-02, describing the TOF and RICH in more detail. In Section 3
we recall the ingredients for the calculation of the flux, followed by the
development of the flux unfolding expressions based on Bayes’ theorem.
In Section 4 we describe in detail the application of the proposed
unfolding technique in mock fluxes in AMS-02, from the construction of
the response function to the error estimation. We conclude in Section 5.

2. The Alpha Magnetic Spectrometer

AMS-02 is a particle physics detector operating aboard the Interna-
tional Space Station since May 2011, having collected over 200 billion
events so far. AMS-02 consists of different detectors [23]: the nine-layer
silicon tracker, combined with the 0.15 T' permanent magnet, measures
the magnitude and sign of the charge, and the rigidity (R = pc/Ze) of
the particle; the Transition Radiation Detector, used to separate leptons
from hadrons; the Time of Flight (TOF), responsible for measuring
the velocity of the particle, also acting as the main trigger of AMS-
02; the Ring Imaging Cherenkov Detector (RICH), which measures the
magnitude of the charge, as well as the velocity; the Anti-Coincidence
Counter (ACC), that rejects particles with high-incidence angle; and
the Electromagnetic Calorimeter (ECAL), located right below the RICH,
used to measure the energy of the particle, as well as to separate leptons
from hadrons.

AMS-02 can measure the fluxes of isotopes in CRs in a wide energy
range because of the accuracy and complementarity of the velocity
measurements provided by the TOF and the RICH. The TOF consists of
two pairs of layers of scintillator planes, one above and the other below
the magnet. The time taken for a particle to travel between the pairs
of scintillators while traversing the magnetic field, 4t, is registered.
The length of the path taken by the particle, L, is obtained with the
track reconstruction made by the silicon tracker. In possession of these
quantities, the velocity g is simply # = L/cAt, and has a resolution
Ap/p ~ 4% for single-charged particles and f ~ 1 [24]. The RICH is
a proximity-focusing detector which measures g using the Cherenkov
effect. It includes a radiator plane in which particles traveling with a
velocity above the speed of light in the medium emit electromagnetic
radiation peaked in the ultraviolet region [25]. The radiation emitted
is detected below in a plane of 4 x 4 pixelized photomultiplier tubes
(PMTs). The PMTs of the detection plane are arranged to be outside
the ECAL acceptance, thus reducing the amount of matter traversed
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by the particles before they reach the calorimeter. Considering this
arrangement, the radiator plane is made of two materials; its center
consists of sodium fluoride (RICH-NaF), with a refraction index n = 1.33
and threshold of emission g = 0.75. The NaF produces broad Cherenkov
rings which avoid the ECAL hole, increasing the acceptance of the
detector. Surrounding this material there is the aerogel (RICH-AGL)
with a refraction index n = 1.05 and threshold of emission g = 0.95.
The velocity resolution in the NaF and in the AGL are 48/f ~ 0.35% and
AB/pB ~ 0.12%, respectively, for particles with Z =1 and g ~ 1 [23].
Monte Carlo (MC) simulations of protons were also used in this
study. These simulations were produced by the AMS-02 collaboration
through a dedicated software based on the GEANT4 package [26].
The software simulates the interactions of particles with the AMS-
02 material. It produces detector responses, which are then used to
reconstruct the desired event properties in the same way as in data.

3. Flux unfolding

The calculation of the particle flux is made by binning the events
in velocity, kinetic energy per nucleon or rigidity (depending on the
experiment) and requires the knowledge of the detector surface and
solid angle (geometrical acceptance) together with the detector expo-
sure time and event selection efficiencies. Hence, the particle flux can
be expressed as,

N(x)
Ae(x)T(x)Ax’
where N(x) is the number of detected events in a finite interval of x,
£(x) the trigger and selection efficiencies estimated from Monte Carlo
simulation, A the constant geometric acceptance of the detector, T(x)
the detector exposure time for particles with rigidity higher than the
maximal geomagnetic cutoff computed with IGRF [27], within the
detector acceptance; and Ax the interval width.

Since N(x) includes the instrumental effects, the obtention of the
true number of events requires the application of an unfolding method.
The following expression relates the measured number of events in a
given bin, N (x‘;”), to its true values, N (x{ ),

D, (x) = 3)

NGy = Y RG Ix) Gy o) N(x)) 4
J

where the factor R(xﬁnlx{ ) is the response function of the detector,
and ny(x) is an efficiency obtained from the response function that
translates the probability of a true value being observed inside the
detection range, that is, r,o(x{ )= R(xinlx{ ). The selection efficiency,
£(x;), although estimated from simulated events as a function of the true
variable, x,, needs to be corrected for eventual discrepancies between
data and simulations on the efficiencies of selection criteria, that is
k
) = ) [ 222 ®)
K EMcC (xm)
—_———
3(x)

where ¢,,- and ¢p,, are, respectively, efficiencies as estimated from
simulations and experimental data for the set (k) of data selection
criteria. This ensures that the obtained efficiency values agree with
those from the actual experiment. Hence, Eq. (4) becomes

N(x!) o . . )
5(; © = 3 RO ) el GV ) ©)
m 7

The goal of the unfolding procedure is to obtain the true flux,
®,(x,), which corresponds to the incident flux purged from instrumental
effects. To this end, the true number of events, N(x,) must be obtained.
The inversion of Eq. (6) is intrinsically unstable due to the properties
of R(x!, |x{ ) [11], and therefore if cannot be done directly. Using Bayes’
theorem, one can estimate the probability of the true value being x, in
the bin i, when x,, was measured

P(x),|x1) P(x!)

e v %)
i PG, |xE) P(xK)

P(x;|x)) =
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where the probability P(x/, |xi) represents the likelihood that x,, in bin j
was produced by x, in bin i, while P(x;'_) represents the prior knowledge
of x,. As a result, the probability P(x!|x;,) is the posterior, or the updated
knowledge of x,. In the context of this problem, the likelihood is the
response function of the detector R(x,|x,), and the prior is the previous
knowledge about N(x,). With an estimate of the response function,
and with some prior knowledge of N(x,), it is possible to use Eq. (7)
to estimate the true value from the measured one. This is done in
the following equation, where the true number of events in the bin
i is derived from the accumulated number of events, the efficiency
corrections and the posterior probability:

1 N, Gy
L ) px]d ), ®
e(x;mo(x;); sy | il

N,(xh) =

where N,(xﬁ) represents the estimator of N(x!), and is called the un-
folded number of events. The terms outside the sum represent the
efficiency corrections. Since the posterior is naturally dependent on the
prior, a convergent iterative process has to be established, with N,(xi)
being used to define a prior for the next iteration. In each step, the
prior is regularized by means of a fit to the data. The convergence of
the method is evaluated through the use of the ¢ estimator:

- ; c N2
Nk+l(x1) _ Nk(xl)
Ekvif = Z % , 9
i Ni(x)
where k is the number of the iteration.
In the next section, the method will be applied in the context of

the AMS-02 experiment using a simulated flux that mimics the actual
conditions of the experiment.

4. Application to mock AMS-02 fluxes

In order to show the method at work in the context of single-
charged isotopes flux measurements in AMS-02, it has been applied
to mock fluxes. Considering the precise measurements of the velocity
provided by the TOF and the RICH detectors, the fluxes are measured
as a function of the velocity in three overlapping ranges: 0.5 < f < 0.9
in the TOF; 0.78 < # < 0.99 in the RICH-NaF; and 0.96 < # < 0.996 in the
RICH-AGL. The events were generated following the proton spectrum
parametrization given in [28], that was adjusted to the AMS-02 proton
flux [29] obtained with data collected from May 2011 to November
2013. The events were then smeared and biased according to the three
detector response functions. In order to reproduce the effect of data
selection efficiencies, generated events were weighted according to the
selection efficiencies in every range. Fig. 1 shows the measured and
generated fluxes as a function of kinetic energy per nucleon, E, =
(y—Dm pcz, where y is the Lorentz factor and m,, is the proton mass. The
noticeable differences between the true and measured fluxes emphasize
the necessity of using a method to correct the measurements for the
detector response.

In the following subsections, we describe the construction of the
posterior probability for the unfolding procedure.

4.1. Detector response function regularization

The detector response functions, often referred to as migration ma-
trices, are obtained from the Monte Carlo simulations of the detector.
As in the isotopic flux measurements, the events are counted in bins of
velocity (or, equivalently, kinetic energy per nucleon). These matrices
correspond to binned distributions of g,, the velocity generated in the
simulation, versus g, the velocity as reconstructed in the detector.
Fig. 2 shows these response functions for the TOF (a), RICH-NaF (b)
and RICH-AGL (c). The TOF has a larger velocity bias at low energies
due to the energy loss undergone by the particles. Both RICH-NaF and
RICH-AGL are less penalized by this effect.

Given that the simulations have a finite number of events, regu-
larizing the matrices is a crucial step to avoiding fluctuations caused
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Fig. 1. True (open symbols) and measured (solid symbols) mock proton fluxes versus
the kinetic energy per nucleon for the TOF (circles), RICH-NaF (squares) and RICH-AGL
(triangles).

by the statistical uncertainties. To achieve this goal, we use the Kernel
Density Estimation (KDE) [30], a non-parametric method which eases
the smoothing of features that would need complex parametrizations
to be described, albeit at a higher computational cost.

To this end, the one-dimensional projections used for calculating the
likelihood are regularized to obtain smooth distributions. Fig. 3 shows
examples of these projections for the TOF, RICH-NaF, and RICH-AGL
in panels (a), (b), and (c), respectively, for three velocity intervals.
The p,, distribution in the TOF is composed of a Gaussian core and a
tail corresponding to events whose velocity reconstruction was heavily
affected by the energy loss. For the two RICH regions, tails on the
measured velocity are visible for two main reasons: the low number
of Cherenkov photons in the ring produced by single-charged particles
and the presence of additional hits in the RICH PMT plane caused by
secondary particles from protons interacting with the AMS-02 material.

The obtained parametrizations, f(f,,|6;), were then used to calculate
the probabilities P(f/,]| ") by integrating them over the bins of measured
velocity, f},, for a given bin of true velocity, f':

P15 = / S Bl dB,,. 10
P

This process is repeated for every bin, allowing for the construction of
a smooth migration matrix.

4.2. Prior construction

The prior, representing the degree of belief in the true variable, is a
critical component in calculating the posterior defined in Eq. (7). Aim-
ing to demonstrate our method’s validity even in the most conservative
case, we chose to adopt a prior built from a flat flux in which we have
essentially no information about the shape of the true flux. Despite our
conservative choice, our method converges after few iterations. It is
also worth noting that due to the iterative nature of the method, the
choice of the prior used at the very first step of iteration has a minimal
impact on the final result.

After every iteration, the unfolded number of events, N (Er(B)p),
is calculated using Eq. (8) for every detector range, allowing for the
calculation of the corresponding flux according to the equation

N(E),

D(E), = ———2
(Ee AT(E,), AE,

an
These fluxes are regularized through a fit of the model described
in [28], performed on the three ranges simultaneously as shown in
Fig. 4. This parametrization represents an updated degree of belief in
the flux as a function of the true variable and is used to obtain the
prior for the next iteration through Eq. (11): the updated flux is used
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Fig. 2. Migration matrices of the TOF (a), RICH-NaF (b) and RICH-AGL (c). See text
for discussion.

together with the acceptance, exposure time and bin width to compute
the new prior probability of N(E,),. The advantage of such an approach
is that it describes the data well, providing a smooth description of the
flux, even in transition zones between the ranges, where resolution and
threshold effects may cause the points to fluctuate, as seen in Fig. 4.
This guarantees that the prior for the next iteration is a smooth, contin-
uous function. Since the fit is performed to all points simultaneously,
it implicitly combines the measurements by choosing the curve that
best describes the data, ensuring that the unfolded fluxes match in the
transition zones between the detectors. It also prevents the fluctuations
that may come from the unfolding procedure from propagating to the
next iteration, ensuring the method converges.

4.3. Error estimation

The calculation of the unfolded number of events depends directly
on the detector response function, as well as on the number of measured
events. These quantities have errors associated with them, which are
propagated to the result of the unfolding. In order to estimate the
contributions from each of these quantities, a bootstrapping method
was implemented. This method consists of generating n randomized
sets of data based on the original one and performing the unfolding
procedure in all sets, resulting in a distribution of unfolding results with
n entries per bin. This allows for calculating the covariance matrices,
which contain the total uncertainties in each bin in their diagonals.
Considering the iterative nature of the procedure, where the results of
one iteration are used as the prior for the next, the propagation of the
uncertainty is done by sampling the prior.
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RICH-AGL (green triangles).

Assuming that the uncertainties on the number of measured events
and on the migration matrices are uncorrelated, they are treated sepa-
rately. For the contribution from the number of measured events, 103
sets of measurements were generated by sampling new values N (E (ﬂ)ﬁn)
in every bin according to a Gaussian distribution. That is, the number of
events in each bin i of each new set, N'(E (ﬂ)fn ), is obtained by sampling
a Gaussian distribution G centered at N (E(ﬂ)ﬁn), with its root mean

squared (RMS) given by 4/ N(E(p)!), that is
N'(E(ﬂ)ﬁ,,) =G( N(E(ﬁ)i,,); oN). 12)

The unfolding procedure was applied to the complete set of measure-
ments, yielding a distribution of unfolded counts. Using the distribution
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Fig. 5. Relative error on unfolded flux for the migration matrix contribution (top) and
on the number of measured events (bottom). Pink lines represent the TOF, blue the
NAF, and green the AGL. Solid lines are the errors from iteration O (flat prior), while
dotted and dot-dashed correspond to the errors for iterations 1 and 2, respectively.

of the results, the covariance matrix of the unfolded number of events
was obtained.

After every iteration, the prior is updated with the previously ob-
tained unfolded counts. We associate with the prior the uncertainty
obtained in the previous iteration and propagate it by sampling the
unfolded counts according to their uncertainty, analogously to what is
stated in Eq. (12).

A similar exercise was performed to obtain the errors coming from
the uncertainties on the migration matrices. This time, the measured
number of events was kept fixed, and 10° migration matrices were
generated according to

P(EB), |E(B)) = G(P(EBY |EB));op), 13)

where G is a Gaussian distribution centered at the original
P(E(ﬂ){;, | E(ﬂ);), and width given by op, that represents the uncertainty
on each migration matrix bin. Analogously to the previous case, the
unfolding is performed with the 10° different matrices, resulting in a
covariance matrix unfolded counts per velocity range, from where the
uncertainties were obtained.

The relative errors for both contributions, coming from the diagonal
of the covariance matrices, are shown for the different ranges and
iterations in Fig. 5. Panel (a) shows the uncertainty coming from the
migration matrices. In all cases, the errors are larger in the extremes
of each range. The explanation for the increase at the end is the same
for the three detectors: at the upper edges of each velocity range, the
velocity resolution degrades, hence increasing the migration of events.
Therefore, fluctuations in the migration matrices lead to fluctuations
in the result. The increase at the beginning of each range is due to
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different physical phenomena: in the TOF, it is due to the energy loss,
which produces a strong bias in the response function at the lowest
energies. Hence any response fluctuations in that region of the matrix
produce significant changes in the unfolded results. The errors on the
RICH follow a similar trend, but in this case this behavior is explained
by the Cherenkov emission kinetic energy per nucleon threshold. Events
close to the threshold have a smaller probability of being reconstructed.
Hence the migration matrix is less populated in this region. As a result,
the dispersion of the unfolding results increases, increasing the error.
The same behavior is seen in panel (b), where the uncertainty coming
from the number of events is shown.

The errors from both contributions increase progressively with the
number of iterations, as expected from the error propagation done via
the prior sampling. The error increases faster from iteration 0 to 1 than
from 1 to 2. This is due to the change in the prior: while iteration 0 has
a prior which is flat in the entire energy range, iterations 1 and 2 use
a model which is fitted to the results, leading to larger uncertainties.

Once both contributions are estimated, the total error of the unfold-
ing procedure is given by the sum in quadrature of the uncertainties
from the migration matrix and the number of events.

4.4. Number of iterations

Considering the iterative nature of this method, the number of
iterations is an important parameter. Too few iterations lead to a result
far from the true value, while a large number of iterations leads to
a larger error due to the error propagation. Therefore, one must stop
iterating as soon as the differences between two consecutive iterations



E.F. Bueno, F. Bardo and M. Vecchi

are small enough. Fig. 6 shows the residuals between consecutive
iterations, defined as

RiHLE NikH_Nik’ 14

! N

where k is the number of the iteration and i is the bin index. In addition,
the value of ¢ defined in Eq. (9) is shown for every range in each of the
panels. The largest changes are between iteration 0 and 1 due to the
use of a flat prior in iteration 0. Iterations 1 and 2 already show signs
of convergence, with the residuals displaying small fluctuations in the
last points of the AGL range. The bottom panel shows that iterations 3
and 2 yield essentially the same results, with &, ~ 10~° meaning that
it is enough to stop at iteration 2.

The similarity between iterations 3 and 2 highlights the importance
of regularizing the prior in each iteration. The spline fit removes
eventual fluctuation that appear in the calculations and ensures con-
vergence, whereas the methods with no regularization have oscillations
due to positive feedback of these fluctuations [16].

4.5. Comparison with true flux

The top panel of Fig. 7 shows the unfolded flux after three iterations,
calculated with Eq. (11), for the different ranges, while in the bottom,
the residuals comparing the results with the true fluxes are shown.
Generally, the agreement between the unfolded and true values is
very good, being below 1% in the entire measurement range. Minor
fluctuations are seen at the beginning of the RICH-NaF and RICH-AGL
ranges. These are related to steep drops in the number of measured
events due to the efficiency of the detector, which makes the true
distribution harder to obtain in these regions. In the case of the RICH
the efficiencies drop rapidly below 0.8 and 3 GeV/n, respectively, due
to the emission threshold of Cherenkov radiation. Still, the method can
recover the true distribution quite well in these regions. There is also
a good agreement between the detectors in the overlapping regions.

5. Conclusion

The study of the isotopic composition of CRs will provide important
information about the propagation of CRs in our own Galaxy, as well
as about the CR source composition and the Galactic halo size. These
measurements are intrinsically challenging due to several factors: large
backgrounds, as in the case of single-charged isotopes, and small mass
difference, as is the case of Be isotopes. As a consequence, the available
measurements are limited to the kinetic energy per nucleon range from
sub-GeV/n to a few GeV/n. The AMS-02 experiment, with its precise
measurements of the rigidity and the velocity, especially provided by
the Cherenkov detector, has the capability of measuring the fluxes of
isotopes reaching energies up to 10 GeV/n. The correct interpretation of
these data depends on correcting the results for the detector response.
The unique design of AMS-02, with three different measurements of
the velocity, requires special treatment. In this work, we applied an
iterative unfolding method based on Bayes’ theorem in the context of
the isotopic flux measurements in AMS-02. The general mathematical
aspects of the method were discussed, emphasizing the importance
of data/simulation and efficiency corrections. In order to demonstrate
the applicability and performance of the method, a mock flux was
generated according to the measured proton spectrum, which was then
smeared and biased according to the response function of the different
detectors included in the analysis. Regularization was also introduced
in two stages of the method. The response function was regularized
with KDEs, which could readily describe the non-Gaussian features of
the measurements. In addition, the unfolding of the flux in the three
different ranges was connected via a common prior, obtained through
the fit of a model using all the available points. This fit leads to the
smoothing of features in the flux, such as the transition between ranges,
and prevents fluctuations from leading the method to calculation to
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Fig. 7. True (open symbols) and unfolded (solid symbols) mock proton fluxes after
three iterations (top) and the normalized residuals (bottom). See text for discussion.

diverge. The error, estimated through a bootstrapping procedure, has
shown strong dependence on the migration matrix, growing rapidly in
regions with high bias or low statistics. Finally, the results have shown
that only a few iterations of this procedure are enough to recover the
true spectrum within the uncertainties, enabling the true flux to be
estimated up to 10 GeV/n. The fast convergence of this method also
makes it suitable for studying the time-variability of isotopic fluxes,
where a large number of flux unfolding calculations are necessary.
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