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A B S T R A C T

Ultra-high vacuum chemical vapor deposition is a thin film deposition process that features excellent film
purity, but is sensitive to the processing variations (such as, the precursors and their dispensers, the reactor’s
initial condition, etc.). In this paper, we present the design of a ultra-high vacuum chemical vapor deposition
reactor with in situ partial pressure atomic absorption spectroscopy measurement that improves reproducibility
and observability of such a process. Our main contributions are: (i) a conceptual control systems design of
ultra-high vacuum chemical vapor deposition; (ii) atomic absorption spectroscopy based sensor design for the
real-time in situ partial pressure measurements; (iii) a flux dynamical model; (iv) experimental reactor design;
and (v) experimental validation of model components and the atomic absorption spectroscopy measurement
technique. Our results show that the proposed sensor systems are able to provide real-time measurements of
the partial pressure inside the reactor and our proposed flux dynamical model agrees with the measured partial
pressure. The latter allows us to use it in the design of model-based output feedback control of the partial

pressure.
. Introduction

Chemical vapor deposition (CVD) is a highly versatile and widely
sed thin-film growth technique, with applications in semiconductor
rocessing [1]. CVD processes typically feature excellent film uni-
ormity, conformality, compatibility with large area processing and
elatively low apparatus costs compared with physical vapor deposition
echniques. Differences between CVD processes are characterized by
rocessing conditions, chemical activation methods or precursor mate-
ial characteristics. For example, we distinguish between atmospheric
ressures CVD (APCVD) [2] and low pressure CVD (LPCVD) [3]; hot
all [4] and cold wall [5] CVD; plasma enhanced CVD (PECVD) [6];
etal–organic CVD (MOCVD) [7] and many others. Each type of CVD
rocess has distinct advantages and drawbacks and the selection of
rocess type is completely application dependent. The specific type
f CVD process that is of interest to us is ultra-high vacuum CVD
UHVCVD). This process has been introduced in the literature by [8]
nd a well-known application is the deposition of SiGe for microelec-
ronics manufacturing [9–11]. UHVCVD is a candidate process type
or precursors that have a tendency to bind with residual gases or
or applications with extraordinary high purity demands. It is fur-
hermore reported that UHVCVD has a potential for depositing with
educed temperature in comparison with higher pressures, which in
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turn can lead to reduced auto-doping for specific applications [10]. We
allow for precursor transport both as a molecular beam and through
a background pressure in UHVCVD. Binding of the precursors to the
substrate through chemical reactions formally qualifies the process
as a CVD process, while the binding to the substrate is physical in
physical vapor deposition (PVD) processes. In the latter case, there
will not be a significant pressure buildup and evaporation needs to be
performed in line-of-sight, e.g. through a molecular beam. When all
precursors are transported as a molecular beam, the process will be-
come similar to a thermal evaporation process such as molecular beam
epitaxy (MBE) [12,13]. Allowing for transport through a background
pressure has two potential benefits, namely: (i) the free molecular flow
transport regime that is present in UHVCVD processes allows for highly
uniform depositions over large surfaces, due to the undirected nature
of the fluxes, and (ii) the indirect transportation from the reactant
sources allows for the removal of undesired atoms or molecules that
become released with the precursors before they reach the substrate,
and thus allowing for a further reduction of deposition impurities.
Prior contributions to the mechatronic system design and control for
UHVCVD are not directly visible in the literature. The most relevant
publications consider such principles for MBE processes, which in turn
do not consider the build-up of precursor background pressures for
vailable online 17 September 2020
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depositions. Our contribution to the state-of-the-art accordingly focuses
on applying control design principles for such background pressures.

Let us shortly discuss some of the challenges associated with
UHVCVD. Desirably, the process allows for the deposition of thin
films with arbitrary material properties like composition and crystal
structure. The occurring reactions are principally a result of reactant
availability and temperature, in accordance with the law of mass action
and as studied in [9] for the example of SiGe. Accordingly, for any
specific reaction to occur, desired amounts of reactants and reaction
temperatures can be attained so that (epitaxial) growth of the desired
compound is maximized. However, desired amounts of reactants and
reaction temperatures are often unknown because the vacuum con-
ditions and high operating temperatures restrict placement of in situ
ensors. Furthermore, knowledge on the fundamental processing dynamics
s often lacking, causing operating recipes to be determined empirically
ith the limited data available. This is further complicated by run-to-

un variations of the substrate surface geometry, precursor evaporation
ources and reactor conditions, in turn causing major variations in the
hemistry occurring at nanoscale. These effects result in fluctuations in
nd-product quality between runs while applying the same operating
ecipe. Reproducibility and process optimization are therefore difficult.
uch observations are in line with a more general evaluation of semi-
onductor and thin film processes by [14]. As emphasized by [14],
way to deal with these challenges is by implementing both real-

ime and run-to-run control. To develop these controllers, a starting
oint has to be made with enabling real-time measurements of relevant
eactor states. The relevant reactor states for a UHVCVD process are
ccordingly the background pressures (or magnitude of the fluxes
irected at the substrate), the substrate temperature and the layer
haracteristics. These measurements subsequently need to be connected
o the reactor inputs or actuators through models suitable for controller
esign.

The following contributions are presented in this paper: (i) a con-
eptual mechatronic control systems design of UHVCVD; (ii) sensor
esign for the real-time in situ partial pressure measurements; (iii) a
lux dynamical model that describes the relationship between reactor’s
nputs, the partial pressure measurement and the chemical reaction
inetics; (iv) experimental setup design for the validation of sensor
esign and model; and (v) experimental results assessing the qual-
ty of the measurement, the fluxes model and a benchmark moles
odel. Our experimental validation is performed in the vapor pressure

egime. Obtaining insights in two important modeling components,
amely the chemical reactions and the precursor evaporation process,
alls outside the scope of the experimental part of this paper. The
btained results highlight the efficacy of the mechatronics design ap-
roach through an improvement of reproducibility and observability
or UHVCVD processes.

The remainder of the paper is structured as follows. In Section 2 we
resent our conceptual mechatronic control system design for UHVCVD
nd our motivation for the design of AAS-based partial pressure sensor
ystems. Section 3 is subsequently used to present the flux dynamical
odel that describes the dynamics of partial pressure in the reactor.

n this section we furthermore introduce the relevant mathematical
otation used in this model. Section 4 is used to present experimental
eactor design, AAS-based partial pressure sensor system design, fluxes
odel and a benchmark moles model. The experiment specific mathe-
atical notation is furthermore introduced here. We then use Section 5

o present and discuss the experimental results. Lastly, Section 6 rounds
p with the conclusions. An overview of the mathematical notation
sed in this paper is shown in Table 1, where the measured variables
re also highlighted.

. Toward an observable UHVCVD

We will use this section to discuss real-time control problems in
HVCVD process and to present our conceptual control systems design.
2

able 1
ist of symbols. The bold descriptions are the directly measured variables in the
xperiment presented in this paper.
𝑃 Pressure in Pa
𝑉 Volume in m3

𝑁 Number of moles
𝑅 Ideal gas constant in J

mol K
𝑇𝑎 Temperature of the atom cloud in K
�̇�𝑖𝑛 Number of moles per second entering the volume
�̇�𝑠(⋅) Sorption function for moles model
�̇�𝑜𝑢𝑡 Number of moles per second leaving the volume
M Deposition chamber inner surface
𝑥 Flux in moles per second, arriving at a surface 𝜔
𝜔1, 𝜔2 Discrete surfaces, are in M
𝑝𝐴 Knudsen cosine law transfer matrix
𝑠 Moles to a surface 𝜔
𝐺(⋅), 𝑔(⋅) Input functions
𝑢 Evaporation source input
𝐴 Time corrected transfer matrix, 𝛿𝑝𝐴
𝛿 Time scale constant
𝐿 Leakage matrix
𝑓 (⋅) Sorption function for fluxes model
𝑧 Time derivative of 𝑠
𝑦 Fluxes model partial pressure output in Pa
ℎ(⋅) Output function
𝑀 Molar mass in kg

mol
1 𝑛-length column vector of ones
𝓁 Symmetric path length matrix
𝑣 Average speed of atoms in the atom cloud
𝑝𝑑𝜔1

(𝑑𝜔2) Fraction of particles leaving 𝑑𝜔1 in direction 𝑑𝜔2
𝑑𝜔1, 𝑑𝜔2 Infinitesimal surfaces associated to 𝜔1 and 𝜔2
𝜃𝑑𝜔1

, 𝜙𝑑𝜔1
Angles associated with orientation of 𝑑𝜔1

dist(⋅, ⋅) Euclidean distance between two points
𝑞 Directed flux matrix between surfaces
𝜆 AAS absorbance, based on 𝑄 signals, see (15)
𝑄𝑖𝑛 Derived light intensity entering the atom cloud
𝑄𝑜𝑢𝑡 Derived light intensity exiting the atom cloud
𝑄𝑠 Measured light intensity with shutter open
𝑄𝑏 Measured light intensity with shutter closed
𝑄𝑟𝑒𝑓 Measured baseline light intensity
𝐿 Light path length through atom cloud
𝑘 Absorbing coefficient
𝛬 AAS determined pressure in Pa, based on 𝜆
𝛹 (⋅) Function mapping 𝜆 to 𝛬
𝑃𝑁𝑎 Sodium vapor pressure in Pa, based on 𝑇𝑐
𝑇𝑐 Measured cold spot temperature in K
𝜉(⋅) Semi-empirical mapping of 𝑇𝑐 to 𝑃𝑁𝑎
𝑇𝑟 Reference cold spot temperature input signal
�̂� Model cold spot temperature input, �̇�𝑟 = �̂�
𝑏1, 𝑏2, 𝑏3 Scalars in 𝑓 (⋅) for simulation
𝛼, 𝛽 Scalars in �̇�𝑠(⋅) for simulation
�̄� Moles model partial pressure output in Pa
𝑒𝛬 Normalized absolute error of 𝛬 w.r.t. 𝑃𝑁𝑎
𝑒�̄� Normalized absolute error of �̄� w.r.t. 𝑃𝑁𝑎
𝑒𝑦 Normalized absolute error of 𝑦 w.r.t. 𝑃𝑁𝑎

Such a conceptual control system motivates the aim of this paper to
contribute to an observable UHVCVD system, the observed states can
the subsequently be used for controller design. We will furthermore
motivate our choice of the AAS measurement for the real-time in situ
partial pressure sensor system.

2.1. Control for UHVCVD

Let us consider the conceptual control system as shown in Fig. 1.
This scheme utilizes both run-to-run and real-time controllers, in accor-
dance with [14]. For background reading on run-to-run control we refer
the interested reader to [15]. The real-time controllers generate control
signals for the precursor evaporation sources, the substrate temperature
and the reactor temperature.

A candidate control type for this process is model-predictive control,
as is demonstrated for an atmospheric pressure CVD process by [16].
Such controllers require dynamical models that can predict future states
of the system. The predictive models are continuously updated with



Mechatronics 71 (2020) 102427M. Dresscher et al.

p
r
c
T
T
U
a

n
t
t
d
c
g
(
a
t
s

m
f
U
c
n
c
o
I
t
a
f

2

o
i
p
a
w
m
t
t
a
o
S
c
(
t
f
b
t
l
o

b

w
e
t
o
t
v
t

w
t
i
p

3

i
o
i

Fig. 1. Our conceptual mechatronic control system of a fully automated UHVCVD
rocess is shown. The run-to-run controller consists of a learning algorithm and a
eference manager. The reference manager generates reference signals for the real-time
ontrollers, which can be event based and thus dependent on real-time measurements.
his is updated between runs by a learning algorithm, based on ex situ measurements.
he real time controllers provide control input signals for various actuators of the
HVCVD system, based on the reference signal. Lastly, the UHVCVD system produces
coated substrate which can be analyzed ex situ.

ew measurement data for the recalculation of optimal control inputs
hat minimize a given cost function in a receding horizon manner. In
his regards, designing a controlled UHVCVD processes is an integrated
esign problem of the reactor, sensors, actuators, a model and the
ontrollers. The reactor, sensor and actuator design should be inte-
rated in such a way, that a fairly low complexity model can relate
past) input variables, such as currents and voltages, to the present
nd future values of temperatures and precursor fluxes (in particular
o the substrate). Such a model should moreover be designed so that it
ubsequently allows for (low complexity) control design.

In this work the integrated design of both reactor (hardware) and
odel for UHVCVD is given special attention because existing solutions

or different types of CVD processes are not directly applicable to the
HVCVD process. For example, in [17] temperature measurement and
ontrol techniques are reviewed for rapid thermal CVD. However, since
o convection occurs in vacuum, the dynamics of the aforementioned
ase will be different to that of UHVCVD. In [18–20], modeling and
ptimization of atomic layer deposition (ALD) processes are presented.
n this case, the gas flow dynamics in trenches of ALD processes match
he gas flow dynamics of UHVCVD processes. However, these studies
re focused on knowing when step coverage2 is achieved and not on
acilitating controller design.

.2. Real-time partial pressure sensor systems

The measurable state variables that are relevant for realizing an
bservable3 UHVCVD process are: (i) temperatures; (ii) film character-
stics (such as, thickness, layer composition, etc.); and (iii) precursor
artial pressures (or fluxes) at the substrate. The first and third vari-
bles together affect the chemical reactions that are the depositions,
hich in turn affects the second one. This is in accordance with the
odeling for UHVCVD as in [9]. Measuring temperatures can be done

hrough contact (thermocouple) and optically (pyrometer). Both of
hese methods are well established and compatible with UHV. Temper-
ture control is typically performed by placing PID-controlled heating
r cooling elements at locations of interest, such as the substrate.
uch a form of control is rudimentary but works well, in particular in
ombination with a reference manager. Measuring layer characteristics
the second measured state variable) can be done optically through
he use of ellipsometry, reflection or transmission measurements (as
or example implemented in [16]). The techniques are well established
ut require application dependent models to relate measured variables
o film characteristics. Also, any control action based on a real-time
ayer characteristic measurement will demand a change in pressure
r temperature (through the reference manager, for example), since

2 Step coverage is achieved when all surface of a wafer has been covered.
3 Here, observable refers to the ability of reconstructing all state variables

ased on the given measured variables.
3

n

these are the variables that affect the chemical reactions during the
depositions. We therefore consider such a controller to be of a higher
hierarchical level than the partial pressure or temperature controllers
in such a process. This causes its effectiveness to be dependent on the
performance of the lower level pressure and temperature controllers.
In contrast to the above, a method for measuring the precursor partial
pressures (the third measured state variable) is not clearly visible in the
literature and it will constitute one of main contributions of this paper.
Particularly, we will present the design and experimental validation of
a real-time partial pressure measurement sensor for UHVCVD.

The main techniques for real-time partial pressure or flux measure-
ments that are suitable for vacuum conditions are mass spectrometry
(MS) [21], electron impact emission spectrometry (EIES) [22] and
atomic absorption spectrometry (AAS) [23–27]. Both MS and EIES are
material specific and highly sensitive. However, they require physical
presence of a sensor with a heated filament in the deposition chamber
and the measurement is therefore intrusive and places restrictions on
the thermal budget. Moreover, the sensor will need to be heated with
the rest of the reactor, which will therefore restrict the thermal budget
further. AAS is a very sensitive and selective atom detection technique
that can operate at any pressure. It is furthermore non-intrusive and
therefore places little constraints on the system design and thermal
budget. This, combined with the (typical) atomic reactant presence
in the deposition chamber makes the AAS measurement a suitable
measuring technique for UHVCVD. The measurement can furthermore
be related to the fluxes in the process since it provides a measure of
the number of atoms in the optical path. Based on this consideration,
we design an AAS-based real-time partial pressure sensor system which
will be discussed in detail in Section 4.

3. Modeling for UHVCVD partial pressure control

Under vacuum condition, the pressure in a given volume satisfies
the relation described by the ideal gas law

𝑃𝑉 = 𝑁𝑅𝑇𝑎, (1)

where 𝑃 is the pressure, 𝑉 is volume of interest, 𝑁 is the number of
moles inside the atom cloud, 𝑅 is the ideal gas constant and 𝑇𝑎 is the
average temperature of the atom cloud. In order to obtain 𝑃 , we are
accordingly interested in determining 𝑁 and 𝑇𝑎 for the precursors of
interest.

When we consider 𝑁 , the simplest way of modeling it is by con-
sidering the deposition chamber as a single volume. In this case, the
variable 𝑁 can be modeled by

�̇�(𝑡) = �̇�𝑖𝑛(𝑡) − �̇�𝑠(𝑡) − �̇�𝑜𝑢𝑡(𝑡), (2)

here �̇�𝑖𝑛 and �̇�𝑜𝑢𝑡 are respectively the number of moles per second
ntering and exiting the volume and �̇�𝑠 is number of moles per second
hat gets sorbed (or negatively; desorbed) to surfaces in M, the set
f 2-dimensional surface facing the atom cloud. It is a lump model
hat does not contain information on the flows occurring inside the
olume of interest. As a result, it prevents us to gain insight on the
emperature-sensitive and spatially-dependent sorption characteristics.

In the remainder of this section, we will present a modeling frame-
ork that allows for more realistic description of the flows inside

he deposition chamber. Such a modeling framework was previously
ntroduced in [28] and in this work we consider an adaptation of the
reviously presented result.

.1. Modeling framework

For a given geometry containing a FMF regime, we are interested
n the evolution of fluxes over time through a spatial discretization
f the inner surface of the geometry. Let us discretize the geometry
n 𝑛-elements. We further consider an incoming flux that can be ma-

ipulated by a controller and we define the partial pressure as the
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output variable. For the flux evolution (without leakage) we consider
the relation

𝑥+(𝑡) = 𝑝𝐴(𝑥(𝑡) − �̇�(𝑡) + 𝐺(𝑢(𝑡), 𝑡)), (3)

where 𝑥+(𝑡) ∈ R𝑛 is the flux magnitude at each discretized elements
after a (small) time step, 𝑝𝐴 ∈ R𝑛×𝑛 is a constant symmetric matrix
describing scattering of the fluxes between surfaces in accordance with
the Knudsen cosine law [28,29], 𝑥(𝑡) ∈ R𝑛 is the flux magnitude, �̇�(𝑡) is
the change in moles sorbed to the considered surface and 𝐺(𝑢, 𝑡) is the
flux magnitude change caused by new precursor evaporation to each
element in the inner surface. Consequently, we consider the spatially
discretized model as follows

̇ (𝑡) = (𝐴 − 𝛿𝐼 − 𝐿)𝑥(𝑡) − (𝐴 − 𝐿)(𝑓 (𝑥(𝑡), 𝑠(𝑡), 𝑇 (𝑡)) − 𝑔(𝑢(𝑡), 𝑡)),

�̇�(𝑡) = 𝑓 (𝑥(𝑡), 𝑠(𝑡), 𝑇 (𝑡)), (4)
�̇�(𝑡) = 𝑧(𝑡),

𝑦(𝑡) = ℎ(𝑥(𝑡), 𝑇𝑎(𝑡)) =
𝑅
𝑉

√

𝑇𝑎(𝑡)𝜋𝑀
8𝑅

1⊤(𝑝𝐴 ⋅ 𝓁)𝑥(𝑡),

where ⋅ is element-wise multiplication. In (4), the state 𝑥(𝑡) ∈ R𝑛

represents atomic fluxes (in moles per second) on discrete surface areas
{𝜔1, 𝜔2,… , 𝜔𝑛} ∈ M, 𝑧(𝑡) is the derivative of 𝑠(𝑡), where 𝑠(𝑡) ∈ R𝑛

epresents particles that are sorbed to the same collection of surfaces as
onsidered for 𝑥(𝑡). The matrix 𝐴 ∈ R𝑛×𝑛 describes the particle transfers

that are calculated based on the Knudsen cosine law, between all pairs
of the 𝑛 discrete surfaces, satisfying ∑

𝑖 𝐴𝑖,𝑗 = 𝛿, for 𝑗 = 1,… , 𝑛. Here,
𝛿 ∈ R≥0 is a constant that corrects for the time scale of the particle
transfer phenomena and 𝐴 = 𝛿𝑝𝐴. The matrix 𝐿 ∈ R𝑛×𝑛

≥0 incorporates
he leakage from the deposition chamber. The function 𝑓 (𝑥(𝑡), 𝑠(𝑡), 𝑇 (𝑡))
roduces a 𝑛-dimensional vector that describes the non-linear sorption
nd desorption phenomena for each of the 𝑛 discrete surfaces. These
ffects are subject to changes in the temperature and the chemical
ompositions of the surfaces. The input function 𝑔(𝑢(𝑡), 𝑡) produces a
𝑛-dimensional vector that (non-linearly) relates the controlled input(s)
𝑢(𝑡) ∈ R𝑚 to fluxes directed at the 𝑛 discrete surfaces. The time
dependence represents changes in flux source characteristics. For the
output 𝑦(𝑡), we have the function ℎ(𝑥(𝑡), 𝑇𝑎(𝑡)) that relates the fluxes
to the partial pressure. The variable 𝑇𝑎 is the average temperature of
the atom cloud, 𝑀 is the moles mass of the element of interest, 𝑅 is
the gas constant, 1 is a 𝑛-length column vector of ones and 𝓁 ∈ R𝑛×𝑛 a
symmetric matrix containing average path lengths of the fluxes through
the volume 𝑉 , where the (𝑖, 𝑗)th entry corresponds to the path length
from surface 𝑖 to surface 𝑗. We will use the upcoming subsections to
discuss the various components more extensively.

Notice that when we take 𝑛 = 1, (2) and (4) are very similar. More
precisely, for (4) we obtain the simplified case with 𝐴 = 𝛿 and we have

𝑁 = 𝑥𝑣−1𝓁, (5)

with 𝑣 the average speed of the atoms. For a constant 𝑣 we then obtain

�̇� = �̇�𝑣−1𝓁. (6)

Accordingly, with respect to (2), we have �̇�𝑜𝑢𝑡 = 𝑣−1𝓁𝐿𝑥(𝑡), �̇�𝑖𝑛 =
𝑣−1𝓁𝑔(𝑢(𝑡), 𝑡) and �̇�𝑠 = 𝑣−1𝓁𝑓 (⋅).

3.2. Transfer matrix 𝐴 and leakage matrix 𝐿

We obtain the matrix 𝐴 in two steps: (i) we derive a matrix 𝑝𝐴

based on the Knudsen cosine law; and (ii) we scale 𝑝𝐴 by a factor 𝛿 to
obtain 𝐴.

For (i), we can determine the particles transfer matrix 𝑝𝐴 analyt-
ically by calculating the area integration of the Knudsen cosine law
explicitly, or through an approximation based on numerical integration.
The latter can also be realized through sampling/randomization meth-
ods. In general, and with reference to Fig. 2, the (𝑖, 𝑗)th element of 𝑝𝐴
4

Fig. 2. A graphical interpretation of coordinates used in the Knudsen cosine law is
shown. The considered infinitesimal areas are labeled as 𝑑𝜔1 and 𝑑𝜔2. Their relative
locations are expressed in angles 𝜃 and 𝜙 belonging to each of the infinitesimal areas.
𝜑 represents the relative rotation around the central axis of the cylinder.

(which corresponds to the particles transfer between discrete surfaces
𝜔𝑖 and 𝜔𝑗) is obtained by solving

𝑝𝐴𝑖,𝑗 = ∫𝜔𝑗
∫𝜔𝑖

cos(𝜃𝑑𝜔𝑖
) cos(𝜃𝑑𝜔𝑗

)

dist(𝑑𝜔𝑖, 𝑑𝜔𝑗 )2𝜋
𝑑𝜔𝑖 𝑑𝜔𝑗 . (7)

It follows that 𝑝𝐴 is symmetric and we have ∑

𝑖 𝑝
𝐴(𝑖, 𝑗) = 1, for all 𝑗.

We remark that for the simple case where a cylinder is considered and
is discretized only along the radius or the height, we have an analytic
expression of 𝑝𝐴 which is presented in [30].

Instead of analytically solving the Knudsen cosine law between
different discrete spaces in a given geometry, we can approximate 𝑝𝐴

through a sampling method, e.g., Monte Carlo (MC) simulation, as is
commonly used in the literature on such processes. In [28] we have
discussed how to set up such sampling method for approximating 𝑝𝐴

on an arbitrary geometry. We have furthermore validated this approach
by comparing it with the analytic computation for the simple cylinder
geometry as given in [30]. Solving the Knudsen cosine law explicitly
yields the most accurate solution. However, obtaining this solution
quickly becomes non-trivial for finer discretizations or more complex
geometries. On the other hand, approximating through sampling re-
mains fairly straightforward for fine discretizations and this approach
allows us to deal with the more complex geometries that we encounter
in real applications of, for example, UHVCVD reactor design.

For (ii), we need to scale 𝑝𝐴 by a constant factor 𝛿 in order to
obtain 𝐴. Here, 𝛿 represents a timescale correction for the scattering
phenomena. Indeed, the speed of the dynamics is not directly apparent
as it can be dependent on multiple physical factors that are difficult
to characterize, such as atomic vibration time and binding energy. The
parameter 𝛿 can be fitted empirically.

It is typically desirable to have designed leakage in vacuum pro-
cesses, we therefore incorporate the leakage in the model. In our model
(4), the leakage is encapsulated in the matrix 𝐿.

3.3. Sorption function vector 𝑓 (𝑥, 𝑠, 𝑇 )

The sorption function vector has the primary purpose of incorporat-
ing the changes in fluxes that occur through sorption phenomena. For
adsorptions and desorptions, there are generally two ways to obtain
such a function: (i) by considering the physical laws that describe
adsorption and desorption, or (ii) by considering the semi-empirical
vapor pressure functions. The function 𝑓 (⋅) should ideally satisfy the

dynamics described by both. Notice that the function 𝑓 (⋅) in fact
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complements the sorption already described by 𝐴. Indeed, the Knudsen
cosine law is described to hold for weakly absorbing (or adsorbing)
and rough surfaces. Some of the sorption dynamics are accordingly
inherited through application of the Knudsen cosine law.

3.4. Input function 𝑔(𝑢, 𝑡)

The input function 𝑔(⋅) relates the input 𝑢 to the fluxes 𝑥. Here, 𝑢(𝑡) is
ypically applied electric current which in turn heats up an evaporation
ource. When the evaporation source is active, it loses mass and its
ehavior will therefore change over time. The evaporation sources are
ypically subject to variations. The variations can possibly be dealt
ith by either explicit characterization, modeling and control for this
ariation (through methods as presented in [31]) or by implementation
f traditional feedback control for the evaporated material partial
ressures.

.5. Output function ℎ(𝑥, 𝑇 )

The output function ℎ(⋅) serves to relate the states 𝑥 (and optionally
) to an estimated pressure 𝑦, so that it can be compared to the
easured pressure 𝑃 . Using the same reasoning as in the introduction

f this section, we can use (1) to relate an estimate on the number of
oles in a volume 𝑉 , denoted by 𝑁 to the estimated pressure 𝑦. Eq. (1)

ccordingly becomes

=
𝑁𝑅𝑇𝑎
𝑉

. (8)

or obtaining 𝑁 , we can use our knowledge on the flux magnitudes on
he surfaces. This relation is then given by

= 1
𝑣
1⊤(𝑞 ⋅ 𝓁)1, (9)

where ⋅ is an element-wise multiplication, 𝑁 is in moles, 𝑣 is the
average atom speed in meters per second, 𝑞 ∈ R𝑛×𝑛 is the directed fluxes
(from surface 𝑖 to 𝑗) in moles per second and 𝓁 ∈ R𝑛×𝑛 is a symmetric
matrix containing the corresponding path lengths of the fluxes through
𝑉 in meters.

We can approximate 𝑞 by using the information on how strongly
each surface contributes to the total flux on any other surface, which
is stored in 𝐴, or more precisely, in 𝑝𝐴. We approximate the fluxes
between surfaces accordingly through

𝑞 = 𝑝𝐴 ⋅ (1𝑥⊤), (10)

where 1 is an 𝑛-length column vector of ones.
For 𝓁, we take the average path length through the volume of

interest 𝑉 , between all pairs of surfaces. We accordingly have that the
(𝑖, 𝑗)th entry of 𝓁 corresponds to the path lengths between the surfaces
𝜔𝑖 and 𝜔𝑗 . The matrix is furthermore symmetric since this length is not
dependent on direction.

The mean speed of the atoms 𝑣 can be obtained from the Maxwell–
Boltzmann distribution and is given by

𝑣 =

√

8𝑅𝑇𝑎
𝜋𝑀

, (11)

with 𝑅 the gas constant in Joules per mole Kelvin, 𝑇𝑎 the average tem-
perature of the atom cloud in Kelvin and 𝑀 moles mass in kilograms
per mole.

The output function in (4) is accordingly obtained by combining
Eqs. (8)–(11).

3.6. Observability properties of the fluxes model

Let us now shortly discuss the observability property of the fluxes
model introduced in this section. The model is nonlinear due to the time
dependence of the temperature terms 𝑇 (𝑡) and 𝑇𝑎(𝑡) and the functions
𝑓 (⋅) and 𝑔(⋅). For the latter, we have not assumed a specific structure but
nalytic methods to assess the observability for system with nonlinear
ector fields are well established for smooth affine nonlinear systems.
n the one hand, if the functions 𝑓 (⋅) and 𝑔(⋅) are linear then one can
5

m

immediately test the observability of the resulting linear systems with
the inputs 𝑢, 𝑇 and 𝑇𝑎, and the output 𝑦. On the other hand, when (4) is
assumed to be affine time-invariant nonlinear systems, e.g., 𝑔(𝑢(𝑡), 𝑡) =
𝐵𝑢(𝑡), then one can evaluate the observability rank condition from the
geometric control theory as expounded in [32]. Detailed analysis of the
conditions for observability is beyond the scope of this work.

4. Experimental design and setup & AAS-based sensor system de-
sign and modeling

In this section we will describe our experimental scope and setup,
the AAS sensor design and calibration, simplifications and assumptions
we make and how we apply the modeling framework that we have
presented in Section 3. We restrict the scope of the experiment to
the vapor pressure regime. This has the advantage that: (i) we can
use existing vapor pressure functions for derivation of the sorption
functions 𝑓 (⋅) and �̇�𝑠(⋅), (ii) we can perform the assessment of the AAS
ensor and the models simultaneously, and (iii) we can proceed without
dentifying the function 𝑔(⋅) described in Section 3.4.

.1. Experimental setup design

The experimental setup is shown in Fig. 3. We consider sodium
s the precursor material as it is well-studied and has a relatively
igh vapor pressure. The setup consists of three layers. The first and
utermost layer is the thermal layer, which functions as an oven. This
ayer facilitates the hot wall processing and high temperature cleaning
f the reactor, which is required for obtaining UHV conditions. The
econd layer is the vacuum layer. The vacuum layer is formed by
stainless steel vacuum chamber, which is attached to the vacuum

umps. The vacuum layer is outfitted with various viewports and
eedthroughs for signal interaction. The third and innermost layer is
he chemical layer. The chemical layer allows for building up of sodium
ressure by providing an environment with a desired leakage (e.g. such
hat the sodium cannot be pumped away easily). Such a layer is often
eferred to as the deposition chamber and is located inside the vacuum.
he set M is the inside surface of this chamber for this experiment. We
se a glass cylinder as deposition chamber for our experiments. This
hamber furthermore facilitates mounting of the sodium evaporation
ources.

The design facilitates the following real-time measurements: (i)
eactor temperatures, (ii) cooling element temperature, (iii) sodium
ressure and (iv) pump pressure. The temperatures are measured with
-type thermocouples, the sodium pressure is measured through AAS
whose design we present in Section 4.2) and the pump pressure is
easured with a hot-filament ionization gauge. Read-out is done with
odules supplied by National Instruments (NI USB-6211) for the pres-

ures and Measurement Computing (MC USB-TC) for the temperatures.
ll measured signals are handled and manipulated in Labview.

The following actuators are used: (i) heating elements forming the
hermal layer, (ii) sodium evaporation sources, (iii) a proportional
ressure valve connected to the cooling element and (iv) pressure
umps. The heating elements are part of a separate PID control loop so
hat we can directly control the temperature of the thermal layer. These
eating elements allow for heating above 600 degrees Kelvin every-
here inside the thermal layer. The sodium source is current controlled
nd the current is set directly. The cooling element air flow is controlled
ith a proportional valve (Festo VEAB). This flow is regulated with a
roportional controller so that we can set the cold spot temperature
s an input. We use a diaphragm pump and a turbo molecular pump
both Pfeiffer) to attain the UHV conditions. The pumps allow for
ressures < 10−7 Pa after bake-out. The actuation signals are generated
n Labview and applied with the previously mentioned NI USB-6211
odule and the MC USB-3103 module of Measurement Computing.
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Fig. 3. A schematic of the experimental setup used in this paper is shown. The setup
onsists of three fundamental layers, which act as boundaries for the temperature
thermal layer), the pressure (vacuum layer) and for the sodium atoms (chemistry
ayer). The design allows for real-time measurements of temperature, reactor pressure
nd sodium pressure (through AAS). The AAS components are discussed in more detail
n Section 4.2. The setup actuators are the pressure pumps, the sodium source, the
all heating elements and the cooling element. The cooling element is placed so that

t directly influences vapor pressures inside the chemistry layer.

Fig. 4. A schematic representation of the AAS sensor design is shown. The AAS light
ource is a hollow cathode lamp (HCL). The light generated by this lamp is focused and
ent through a beamsplitter. From there, one of the bundles is filtered and converted
o an electronic signal. This signal is the baseline signal. The other bundle is sent
hrough a shutter and into an optical fiber. This light is subsequently focused through
he deposition chamber, which contains the atom cloud. After this, the light is filtered
nd converted to an electronic signal. This signal is the AAS signal when the shutter is
pen and the background signal when the shutter is closed. The AAS sensor is integrated
n the setup shown in Fig. 3.

.2. AAS design, signal processing and calibration

The full AAS sensor design is shown in Fig. 4. The design features
dual beam setup (as in [27]), to correct for changes in light intensity
enerated by the lamp, and a shutter, to correct for changes in back-
round light intensity. As light source we use a sodium hollow-cathode
amp supplied by Hamamatsu.

For such an AAS setup we can use a modification of the formulas
rovided in [27]. Accordingly, we have for very low fluxes and under
onochromatic radiation the Beer–Lambert law for absorbance given

y

(𝑡) = log10

(

𝑄𝑖𝑛(𝑡)
𝑄𝑜𝑢𝑡(𝑡)

)

∝
𝑁(𝑡)𝐿𝑘

𝑉
, (12)

here 𝜆 is the absorbance, 𝑄𝑖𝑛 is the light intensity entering the atomic
loud, 𝑄𝑜𝑢𝑡 is the light intensity exiting the atomic cloud, 𝑁 is the
elevant number of atoms inside the volume of interest 𝑉 , 𝐿 is the
ength of the absorbing path and 𝑘 is the absorbing coefficient. We
emark that 𝑘 is constant for a constant light frequency, as in our AAS
etup.

Let us first determine a way to estimate the intensity of light
6

ntering the reactor 𝑄𝑖𝑛. We would like this quantity to incorporate w
ll the light loss resulting from the optic components. Accordingly, we
ake upon initialization

𝑖𝑛(0) = 𝑄𝑜𝑢𝑡(0) = 𝑄𝑠(0) −𝑄𝑏(0),

where 𝑄𝑠 is the measured light with the shutter opened, 𝑄𝑏 is the
easured background light with the shutter closed. For the future

uantification of this incident light intensity we can then use

𝑖𝑛(𝑡) =
𝑄𝑖𝑛(0)
𝑄𝑟𝑒𝑓 (0)

𝑄𝑟𝑒𝑓 (𝑡), (13)

here 𝑄𝑟𝑒𝑓 refers to the measured baseline intensity. For the propaga-
ion of 𝑄𝑜𝑢𝑡(𝑡), we use

𝑜𝑢𝑡(𝑡) = 𝑄𝑠(𝑡) −𝑄𝑏(𝑡). (14)

ombining (12), (13) and (14) accordingly yields

(𝑡) = log10

( 𝑄𝑖𝑛(0)𝑄𝑟𝑒𝑓 (𝑡)
𝑄𝑟𝑒𝑓 (0)(𝑄𝑠(𝑡) −𝑄𝑏(𝑡))

)

. (15)

The next step is to relate the absorbance of light to the sodium
ressure, e.g. to perform the calibration. Let us consider a mapping
= 𝛹 (𝜆), with 𝛬 the measured sodium pressure in Pa. We obtain 𝛹 (⋅)

y actively controlling the vapor pressure in our experimental setup
hrough the temperature of the cooling element. It can be checked
hat the vapor pressure is primarily determined by the coldest surface,
hich essentially acts as an atom trap. The change in pressure is

urthermore nearly instantaneous, because of the significantly smaller
ime scale of mass transport and sorption phenomena. For sodium, we
an use the vapor pressure relation [33]

𝑁𝑎 = 𝜉(𝑇𝑐 ) = 133.322 × 107.4925−
(

5370
𝑇𝑐

)

, (16)

ith 𝑃𝑁𝑎 the sodium pressure in Pascal and 𝑇𝑐 the cold spot tempera-
ure in Kelvin. We can accordingly approximate the function 𝛹 (⋅) from
he datasets.

.3. Other design choices, simplifications and assumptions

In order to maintain the vapor pressure regime inside the deposition
hamber, we design the deposition chamber with minimal leakage.
nd, as mentioned in the introduction of this section, we can restrict
urselves to the situation where no new evaporations occur for this
xperiment. This implies that, with reference to (4), we have that 𝐿 ≈ 0
nd 𝑔(𝑢(𝑡), 𝑡) = 0. We accordingly obtain simplified dynamics which
llow us to focus on the role of 𝐴 and 𝑓 (⋅). The model can, at a later
tage, be extended to include 𝐿 and 𝑔(𝑢(𝑡), 𝑡), using the insights we
btain on 𝐴 and 𝑓 (⋅) in this paper.

We have accordingly allowed ourselves to eliminate the original
nput 𝑢(𝑡). However, our experimental setup features direct control
ver the cold spot temperature 𝑇𝑐 . We can accordingly consider a new
nput �̇�𝑟 = �̂�(𝑡), where 𝑇𝑟 is a temperature reference signal supplied to
he cold spot. For 𝑇𝑎, we expect that the average temperature in the
tom cloud will satisfy a weighted average temperature of the surface
acing the atom cloud. The weight is dependent on residence time on
ach surface, and cold surfaces will therefore have a stronger influence
n the temperature than hot surfaces. For ease of reasoning, we will
ssume that 𝑇𝑎 = 𝑇𝑐 . We will furthermore assume that the temperatures
f the surfaces facing the atom cloud, other than the temperature of the
old spot, are constant.

In the vapor pressure regime, a bulk material of precursor atoms are
resent on the coldest surface of the reactor. Such a bulk material will
y approximation have a constant number of atoms that are exposed
o the vacuum, depending on surface area, roughness and porosity.
urthermore, only atoms exposed to the vacuum can desorb from this
ulk material. This phenomena causes a decoupling of the dynamics
f 𝑥 and 𝑠 through 𝑓 (⋅), since 𝑠 will be represented in 𝑓 (⋅) through
saturation function which is consequently saturated in the vapor

ressure regime. Moreover, the vapor pressure function (16), which
e will use as a starting point for deriving 𝑓 (⋅) and �̇�𝑠(⋅), does not
irectly provide required information on the sorption that occurs. We

ill accordingly not incorporate 𝑠 as a state for this experiment.
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4.4. Model implementation for experiment

The simplifications and assumptions that we have discussed in the
previous section have direct implications on the modeling for our exper-
iment. We will present our model implementation for the experimental
setup here. To assess our models performance, we will compare the
fluxes model (as in (4)) with the moles model having 𝑁 as state (as in
(2)). We are now ready to derive a structure for the sorption functions
𝑓 (⋅) and �̇�𝑠(⋅).

As shortly discussed in Section 4.3, we can derive a structure for
the function 𝑓 (⋅) using (16). The intermediate steps can be found in
Appendix A. This procedure accordingly yields the structure

𝑓 (𝑥, 𝑇𝑟) =
⎡

⎢

⎢

⎣

𝑏1
𝑥
𝑇𝑟

+ 𝑏2
10

𝑏3
𝑇𝑟

𝑇 2.5
𝑟

⎤

⎥

⎥

⎦

�̇�𝑟, (17)

ith 𝑏1, 𝑏2 and 𝑏3 to be fitted.
We will evaluate this model for 𝑛 = 4. We discretize the cylinder

s follows; 𝜔1 is the cylinder bottom, 𝜔2 the lower half of the side, 𝜔3
he upper half of the side and 𝜔4 the top. The reference temperature �̇�𝑟
s accordingly associated with 𝜔4. Notice furthermore that (17) is zero
or a constant surface temperature, such as we assume for the surfaces
1, 𝜔2 and 𝜔3. We then obtain

�̇�(𝑡) = (𝐴 − 𝛿𝐼)𝑥(𝑡) − 𝐴

⎡

⎢

⎢

⎢

⎢

⎣

0
0
0
1

⎤

⎥

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎣

𝑏1
𝑥4(𝑡)
𝑇𝑟(𝑡)

+ 𝑏2
10

𝑏3
𝑇𝑟(𝑡)

𝑇𝑟(𝑡)2.5

⎤

⎥

⎥

⎦

�̂�(𝑡), (18)

�̇�𝑟(𝑡) = �̂�(𝑡),

𝑦(𝑡) = 2𝑅
𝑉

√

𝑇𝑟(𝑡)𝜋𝑀
8𝑅

1⊤(𝑝𝐴 ⋅ 𝓁)𝑥(𝑡),

where we consider only the top half of the cylinder volume for the ideal
gas law part of ℎ(⋅), e.g. 0.5 V.

For the moles model, we derive �̇�𝑠(⋅) in a similar fashion as we did
𝑓 (⋅). The steps can be found in Appendix B. We accordingly have

�̇�𝑠(𝑁, 𝑇𝑟) =
⎡

⎢

⎢

⎣

𝑁
𝑇𝑟

+ 𝛼10
𝛽
𝑇𝑟

𝑇 3
𝑟

⎤

⎥

⎥

⎦

�̇�𝑟, (19)

here 𝛼 = −7.5909 × 109 and 𝛽 = −5370. We then have the full system
s

̇ (𝑡) =
⎡

⎢

⎢

⎣

𝑁(𝑡)
𝑇𝑟(𝑡)

+ 𝛼10
𝛽

𝑇𝑟 (𝑡)

𝑇𝑟(𝑡)3

⎤

⎥

⎥

⎦

�̂�(𝑡), (20)

�̇�𝑟(𝑡) = �̂�(𝑡),

�̄�(𝑡) =
𝑁(𝑡)𝑅𝑇𝑟(𝑡)

𝑉
.

We will now discuss the numerical values of constants used in the
odels. The deposition chamber is a glass cylinder with a height of
.102 m and a radius of 0.062 m. It accordingly has a total volume 𝑉 =

1.23 × 10−3 m3. We furthermore have the gas constant 𝑅 = 8.3145 J
mol K

and the moles mass of sodium 𝑀 = 0.0230 kg
mol . For 𝓁, the path length (in

eters) of the directed fluxes through 𝑉 , we will suffice with a crude
approximation. We accordingly let

𝓁 =

⎡

⎢

⎢

⎢

⎢

⎣

0 0 0.025 0.05
0 0 0.05 0.075

0.025 0.05 0.1 0.1
0.05 0.075 0.1 0.1

⎤

⎥

⎥

⎥

⎥

⎦

. (21)

or the described geometry, we follow the procedures described in
ection 3.2 to obtain the matrix 𝑝𝐴. In this case, since our discretization
s similar to the discretization used in [30], we can derive it from trans-
er probability functions provided there. The matrix 𝑝𝐴 is accordingly
7

Fig. 5. We show the interaction of modeling components with our experimental setup.
The experimental setup input �̇�𝑟 = �̂�(𝑡) is, together with its solution, also the input
for the models. 𝑃𝑁𝑎 on the other hand, is determined from the measured cold spot
temperature 𝑇𝑐 . The orange parts in this diagram are the components used to fit the
function 𝛹 and the parameters 𝛿, 𝑏1, 𝑏2 and 𝑐3, these parts are performed ex situ. The
black parts in the diagram belong to main system and can run real-time. The purpose
of the experiment is to obtain and compare the outputs �̄�, 𝑦, 𝛬 and 𝑃𝑁𝑎. The variable
overview, where the measured variables are highlighted, is given in Table 1.

given by

𝑝𝐴 =

⎡

⎢

⎢

⎢

⎢

⎣

0 0.1373 0.3350 0.5277
0.1373 0.3300 0.1977 0.3350
0.3350 0.1977 0.3300 0.1373
0.5277 0.3350 0.1373 0

⎤

⎥

⎥

⎥

⎥

⎦

. (22)

We are then left with fitting the remaining parameters 𝛿, 𝑏1, 𝑏2 and
3. Such a fitting procedure is necessary, since the effect of 𝐴 and 𝛿 on
he sorptions is not directly clear (as discussed in Sections 3.2 and 3.3).

e apply the Levenberg–Marquardt algorithm with 𝑒(𝑡) = 𝑃𝑁𝑎(𝑡) − 𝑦(𝑡).
or a smooth input signal �̂�(𝑡), we can obtain the reference temperature
rofile of the cold spot 𝑇𝑟(𝑡) in accordance with (18). This profile should
e so that it covers the temperature domain of interest. The theoretical
ressure inside the reactor can then be determined through (16), where
e consider 𝑃𝑁𝑎(𝑡) = 𝜉(𝑇𝑟(𝑡)). The variable 𝑦(𝑡) is then the associated
odel output for this temperature profile. Using this procedure, we

btain 𝛿 = 0.8112, 𝑏1 = 3.3230, 𝑏2 = −2.9914 × 1012 and 𝑏3 = −5378.5.
astly, we have 𝐴 = 𝛿𝑝𝐴.

The relation between all obtained variables and functions is shown
n Fig. 5. In this figure, the orange parts relate to the system identi-
ication parts of the modeling. The black parts will be used to assess
erformance during the experimentation.

. Experimental results and discussion

We are now ready to present our experimental results. To this end,
e will first discuss our AAS sensor performance and calibration and
ow we obtain 𝛹 (⋅), followed by a comparison of the four sodium
ressure signals depicted in Fig. 5. We evaluate the performance of the
omponents by applying a sinusoidal reference temperature signal 𝑇𝑟
o our cold spot. For this signal and its derivative we use

𝑟(𝑡) = 30 cos
( 𝜋𝑡
5400

)

+ 403.15, (23)

�̇�𝑟(𝑡) = − 𝜋
180

sin
( 𝜋𝑡
5400

)

. (24)

The applied and realized temperature profiles are shown in Fig. 6.

5.1. AAS sensor assessment and calibration

We assess the performance of our sensor by evaluating deviation in
the measured absorbance between the three cycles shown in Fig. 6. The
results are shown in Fig. 7. The deviation between the cycles is very
small, indicating that the measurements are reproducible with small
relative error. It is furthermore apparent that the graph displays the
symmetry from the cold spot temperature reference (23). This confirms
that we are operating strictly in the vapor pressure region and that the
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Fig. 6. The reference and realized cold spot temperature profiles are shown. The
reference profile is generated in accordance with (23) and (24). We can identify three
cosine cycles applied during the experiment, which we will compare to investigate mea-
surement reproducibility. The graph furthermore shows that the applied proportional
control loop is able to track the reference with a small delay. The length of the cosine
cycle is determined by physical constraints, where in particular the heating of the cold
spot is rate restricted since we only control the flow of a cooling air stream to this
part of the reactor.

Fig. 7. We show the measured absorbance (𝜆) and derived vapor pressure (𝑃𝑁𝑎 = 𝜉(𝑇𝑐 ))
evolution over time for the three cosine temperature cycles depicted in Fig. 6. The
measurement results feature excellent reproducibility, which is apparent because the
subsequent cycles are very close to each other.

pressures shown in Fig. 7 are good estimations of sodium pressure in
the reactor.

The relation between the absorbance 𝜆, the sodium pressure 𝑃𝑁𝑎
and the cold spot temperature 𝑇𝑐 is shown more explicitly in Fig. 8.
Based on the Beer–Lambert law (12) and the ideal gas law (1), we
would expect the relation between 𝜆 and 𝑃𝑁𝑎 to satisfy

𝑃𝑁𝑎 ∝
𝜆𝐿𝑘𝑅𝑇𝑎

𝑉 2
, (25)

where 𝐿, 𝑅 and 𝑉 are constants and 𝑘, the absorbing coefficient, is
constant for constant light frequencies, which holds for this experiment.
The temperature of the atom cloud 𝑇𝑎 is the only factor that could cause
the non-proportionality of the function shown in Fig. 8, according to
(25). However, dividing the pressure by the cold spot temperature 𝑇𝑐 ,
which should then possibly cause an over-correction due the relatively
strong temperature changes, does not yield a proportional slope. These
results accordingly show that there is a discrepancy between the com-
bined Beer–Lambert law (12) and ideal gas law (1) on the one side,
and the sodium vapor pressure equation (16) on the other side. It is
likely that the semi-empirical function (16) is the main cause of this,
as there are multiple candidate forms for such functions and problems
with experimental apparatus compromising the accuracy of obtained
results are frequently reported in [33]. Perhaps the methods developed
and applied in this paper can be used to improve understanding on this
issue in the future.

As discussed above and shown in Fig. 8, the mapping 𝛹 ∶ 𝜆 → 𝛬
cannot be described by a simple proportional relation. We will therefore
use a polynomial mapping instead. Such a mapping can easily be fitted
to the data. We will use

𝛹 (𝜆) = 7.138𝜆7 − 12.29𝜆6 + 8.498𝜆5 − 3.005𝜆4 + 0.5775𝜆3

−0.05822𝜆2 + 0.003415𝜆 − 5.495 × 10−5, (26)

which holds for 𝜆 ∈ [0.0375, 0.56]. Function (26) is shown graphically
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in Fig. 8.
Fig. 8. We show the relations between the measured absorbance 𝜆, the pressure
𝑃𝑁𝑎 and the temperature of the cold spot 𝑇𝑐 . We furthermore show the function
𝛹 ∶ 𝜆 → 𝛬, for 𝜆 ∈ [0.0375, 0.56], as in (26). The relation between the absorbance and
the temperature depicted here only holds in the vapor pressure regime. The relation
between the absorbance and the pressure holds outside this regime as well.

Fig. 9. We show a comparison between the theoretical vapor pressure 𝑃𝑁𝑎, the
measured vapor pressure 𝛬, the estimated vapor pressure from the moles model �̄� and
the estimated vapor pressure from the fluxes model 𝑦. The normalized absolute errors
𝑒𝛬 = 𝛬−𝑃𝑁𝑎

𝑃𝑁𝑎
, 𝑒�̄� =

�̄�−𝑃𝑁𝑎

𝑃𝑁𝑎
and 𝑒𝑦 =

𝑦−𝑃𝑁𝑎

𝑃𝑁𝑎
are shown in the lower graph. The dashed lines

mark one order of magnitude error with 𝑃𝑁𝑎. Residual errors are expected be present
because we use relatively low complexity lumped models that do not contain the full
accuracy and complexity of the ‘real’ temporal and spatial dynamical phenomena.

5.2. Comparison of theoretical vapor pressure, model and sensor perfor-
mance

We are now ready to compare the sodium pressure signals 𝑃𝑁𝑎, 𝛬,
�̄� and 𝑦. We initialize the simulations so that 𝑦(0) ≈ �̄�(0) ≈ 𝑃𝑁𝑎(0) =
𝜉(433.15). The four signals are shown in Fig. 9. We furthermore show
three errors that take 𝑃𝑁𝑎 as a benchmark; 𝑒𝛬 = |𝛬−𝑃𝑁𝑎|

𝑃𝑁𝑎
, 𝑒�̄� = |�̄�−𝑃𝑁𝑎|

𝑃𝑁𝑎

and 𝑒𝑦 =
|𝑦−𝑃𝑁𝑎|

𝑃𝑁𝑎
.

Fig. 9 shows that all errors are significantly smaller in magnitude
than the pressure 𝑃𝑁𝑎 that is being evaluated. Residual errors are
expected be present because we use relatively low complexity lumped
models that do not contain the full accuracy and complexity of the
‘real’ temporal and spatial dynamical phenomena. We furthermore see
that the accuracy of the measurement 𝛬 is in the same range as the
accuracy for the 1d moles model output �̄� and the 4d fluxes model
output 𝑦. The results accordingly show that all three obtained signals
are suitable for estimations of the sodium pressure 𝑃𝑁𝑎. We can thus
use the measurement 𝛬 in combination with either the moles model
or the fluxes model as a starting point for UHVCVD partial pressure
controller design.

5.3. Discussion of fluxes model state estimations

Let us lastly discuss the flux magnitudes on the discrete surfaces of
our cylinder, e.g. 𝑥1, 𝑥2, 𝑥4 and 𝑥4. These flux magnitudes are shown
in Fig. 10 for the course of the experiment. It is immediate to see that
there are no significant differences in flux magnitudes compares to the
changes that are induced by the heating and cooling of the cold spot
temperature 𝑇𝑐 . Any minor differences between the fluxes would in
this case directly be inherited from 𝑝𝐴, which dictates the equilibrium
for this experiment implementation when there are no changes in 𝑇𝑐 .
Another aspect that is apparent is that the scattering of fluxes through
the cylinder occurs at a much faster timescale than the temperature
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Fig. 10. We show the state estimates of the fluxes model for our experiment. Changes
n moles of precursor that are sorbed to the cold spot instantly result in a new
quilibrium of fluxes on the four surfaces due to the time-scale difference of the relevant
henomena. In this example any offset between the surfaces (which is induced through
𝐴) is negligible compared to the effect that the temperature changes have on the flux
agnitudes.

hanges of the cold spot, as changes in flux magnitudes occurs for all
our fluxes at once, while the input term of the model only affects the
lux on a single surface (𝑥4).

. Conclusions

The work presented in this paper has provided the first steps in real-
zing an observable UHVCVD process. To this end, we have presented:
i) a conceptual control diagram, (ii) AAS sensor selection for real-time
n situ partial pressure measurements, (iii) a fluxes model suitable to
onnect the reactor inputs and partial pressure measurements, (iv) ex-
erimental reactor design for validation purposes and (v) experimental
esults validating the AAS measurement, the output of the fluxes model
nd the output of the moles model in the vapor pressure regime.

Our experimental results indicate that the AAS sensor provides
uitable measurements for controller design, having an error with the
heoretical vapor pressure inside the reactor of magnitude significantly
maller than the magnitude of the pressure. We furthermore found that,
hen modeling the evolution of the vapor pressure, both the moles
odel and the fluxes model can provide estimations of the pressure
ith similar accuracy. Here, the moles models has an advantage of

implicity, while the fluxes model offers insight in fluxes inside the
eactor. This insight can be particularly beneficial when modeling
hemical reactions occurring at the substrate. We have accordingly pro-
ided the groundwork for future contributions on mechatronic system
nd control design and implementation for UHVCVD. It furthermore
ighlights the efficacy of the mechatronics design approach through
mproved reproducibility.

Future work may consider the observability and controllability
roperties and conditions for the fluxes model. We expect that this will
articularly be insightful when a structure for the 𝑓 (⋅) and 𝑔(⋅) functions

is established. Determining a suitable structure for 𝑓 (⋅) and 𝑔(⋅) for (a
set of) specific applications is another topic of interest in its own right.
Another direction for future work is validation of the fluxes model state
estimation, which could not be performed with the experimental setup
presented in this work. A future experiment that may facilitate further
validation of the fluxes model could consider a dual chamber geometry,
where two volumes are only connected via a small opening so that
significant pressure gradients, and thus flux magnitude gradients, can
occur.
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Appendix A. Obtaining the sorption function 𝒇 (⋅)

We require 𝑓 to be so that the fluxes 𝑥 satisfy

𝑁𝑎 = ℎ(𝑥, 𝑇𝑎),

or all 𝑡, with 𝑇𝑎 the average temperature of the atom cloud and 𝑃𝑁𝑎
n Pascal. Indeed, for our experiment with only sodium present inside
he reactor, no leakage and no evaporation, 𝑓 (⋅) acts as a function that
ncludes the vapor pressure phenomena in the dynamics. The vapor
ressure can be related to temperature by empirical functions. Let us
ccordingly consider the function 𝜉(𝑇𝑐 ) from (16). We then have the
equirement

(𝑇𝑐 ) = ℎ(𝑥, 𝑇𝑎),

r equivalently;
𝜕𝜉(𝑇𝑐 )
𝜕𝑇𝑐

�̇�𝑐 =
𝜕ℎ(𝑥, 𝑇𝑎)

𝜕𝑥
�̇� +

𝜕ℎ(𝑥, 𝑇𝑎)
𝜕𝑇𝑎

�̇�𝑎.

ewriting yields
𝜕ℎ(𝑥, 𝑇𝑎)

𝜕𝑥
�̇� =

𝜕𝜉(𝑇𝑐 )
𝜕𝑇𝑐

�̇�𝑐 −
𝜕ℎ(𝑥, 𝑇𝑎)

𝜕𝑇𝑎
�̇�𝑎.

e consider a simplified case with 𝑛 = 1, 𝑔(𝑢(𝑡), 𝑡) = 0 and 𝐿 = 0. By
substitution of �̇� with (4), we obtain

−
𝜕ℎ(𝑥, 𝑇𝑎)

𝜕𝑥
𝛿𝑓 (𝑥, 𝑇 ) =

𝜕𝜉(𝑇𝑐 )
𝜕𝑇𝑐

�̇�𝑐 −
𝜕ℎ(𝑥, 𝑇𝑎)

𝜕𝑇𝑎
�̇�𝑎

Let us then denote

𝜁 = 𝑅
𝑉

√

𝜋𝑀
8𝑅

𝓁.

e obtain for the partial derivatives
𝜕ℎ(𝑥, 𝑇𝑎)

𝜕𝑥
= 𝜁

√

𝑇𝑎,

𝜕ℎ(𝑥, 𝑇𝑎)
𝜕𝑇𝑎

=
𝜁

2
√

𝑇𝑎
𝑥(𝑡),

𝜕𝜉(𝑇𝑐 )
𝜕𝑇𝑐

=
𝑎110

𝑎2
𝑇𝑐

𝑇 2
𝑐

,

ith 𝑎1 = 5.1238 × 1013 and 𝑎2 = −5370. Care needs to be taken with
he function 𝜉. Indeed, this function is essentially a mapping from the

coldest surface to the sodium pressure, meaning it will not hold for all
surfaces regardlessly. Let us place an assumption of uniformity for the
interpretation of 𝜉. This means, that we let all temperature 𝑇𝑐 , 𝑇𝑎 and 𝑇
e equal to 𝑇 . The interpretation is that the atoms in the cloud take the
emperature of the surfaces, which are uniform. We accordingly obtain

−
𝜕ℎ(𝑥, 𝑇 )

𝜕𝑥
𝛿𝑓 (𝑥, 𝑠, 𝑇 ) =

[

𝜕𝜉(𝑇 )
𝜕𝑇

−
𝜕ℎ(𝑥, 𝑇 )

𝜕𝑇

]

�̇� ,

(𝑥, 𝑇 ) =
[

−
𝜕ℎ(𝑥, 𝑇 )

𝜕𝑥
𝛿
]−1 [ 𝜕𝜉(𝑇 )

𝜕𝑇
−

𝜕ℎ(𝑥, 𝑇 )
𝜕𝑇

]

�̇� .

Which, through substitutions of the partial derivatives, yields

𝑓 (𝑥, 𝑇 ) =

[

−
𝑎110

𝑎2
𝑇

𝛿𝜁𝑇 2.5
+ 𝑥

2𝛿𝑇

]

�̇�

or equivalently

𝑓 (𝑥, 𝑇 ) =

[

𝑏1
𝑥
𝑇

+ 𝑏2
10

𝑏3
𝑇

𝑇 2.5

]

�̇� ,

where 𝑏 , 𝑏 and 𝑏 are to be fitted.
1 2 3
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Appendix B. Obtaining the sorption function �̇�𝒔(⋅)

This procedure is similar to the one used in Appendix A. We start
out with

𝜉(𝑇 ) = 𝑁𝑅𝑇
𝑉

,

which is based on the ideal gas law. Differentiating yields
𝜕𝜉(𝑇 )
𝜕𝑇

�̇� = �̇�𝑅𝑇
𝑉

+ 𝑁𝑅�̇�
𝑉

𝑎110
𝑎2
𝑇

𝑇 2
�̇� = −

�̇�𝑠𝑅𝑇
𝑉

+ 𝑁𝑅�̇�
𝑉

,

with 𝑎1 = 5.1238 × 1013 and 𝑎2 = −5370. Solving for �̇�𝑠 then yields

�̇�𝑠 =

[

𝑁
𝑇

+ 𝛼10
𝛽
𝑇

𝑇 3

]

�̇� ,

with 𝛼 = −7.5909 × 109 and 𝛽 = −5370
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