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25  Qualitative methods in regional program
evaluation: an examination of the story-based
approach*
Frank Vanclay

INTRODUCTION: THE NEED FOR QUALITATIVE 
EVALUATION

The attempt to identify what works and why are perennial questions for evaluators, 
program and project managers, funding agencies, policy makers and economic geog-
raphers interested in regional development (Greene, 2000; Feller, 2007). Policies, pro-
grams, plans and projects (hereafter all ‘programs’ for convenience) all start with good 
intent, often with long-term and usually over-optimistic goals. An important issue is 
how to assess the success of these programs during their life, often before their goals 
have been fully achieved. Thus some sense of interim performance is needed – to provide 
feedback to fine-tune the program; to determine whether subsequent tranche payments 
should be made; and to assist in decision making about whether similar programs, or 
projects within these programs, should be funded.

Evaluation in such circumstances is complex. How can the achievement of goals be 
assessed if the goals are long term? Evaluation can not wait years to determine whether a 
program has been successful – answers are needed now to support decision making. Thus 
evaluation needs to consider carefully the program logic, whether interim steps have 
been achieved and whether there are signs that longer-term objectives and goals are likely 
to be achieved. But this is not straightforward. All programs, especially long-term ones, 
should incorporate a degree of adaptive management or reflexivity, allowing them to 
respond to feedback along the way. Final success, therefore, is not just whether the origi-
nal plan was correct, but the extent to which a program has effective monitoring and is 
capable of adapting to feedback along the way. Depending on the context, it may also be 
the case that external factors have changed and the original goals and/or program logic 
need to be revised to accommodate the changed external circumstances. Any program 
seeking to contribute to high-level goals such as enhanced community wellbeing, social 
sustainability, regional development potential, innovativeness and so on is likely to be 
affected by a changing context. Therefore a key factor for success (and thus for evalua-
tion) is the ability of the program to be responsive to change.

It is increasingly evident that standard ex-post quantitative evaluation techniques are 
not adequate to deal with these matters. Standard approaches to evaluation can not deal 
with long lag times; they can not cope with multi-causality; and they can not cope with 
a changing operating environment. Qualitative methods, on the other hand, offer a way 
of collecting evidence about the performance of a program or project. They also enable 
the collection of feedback to assist in modifying the program. They can work in tandem 
with quantitative indicators, playing a complementary but different, although equally 
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important, role. This chapter explores issues associated with the evaluation of regional 
development programs, and, using an example from Australia, highlights how qualita-
tive methods can be used to assess the performance of regional development programs.

ISSUES FACING PROGRAM EVALUATION

Many programs facilitate the provision of a broad range of social benefits that were not 
necessarily the core purpose of the program, and frequently there can be many other 
unanticipated spin-off benefits as well. Collectively these may contribute significantly to 
the perceived success of the program, especially by program beneficiaries. Should evalu-
ation consider the success of a program on the basis of unintended consequences? At 
face value, many key decision makers might say no. But, on the other hand, it is unlikely 
that a program would be considered successful if it caused a lot of unanticipated harm 
in addition to still achieving its narrow goals. Evaluation therefore must take an holistic 
approach considering the potential for good as well as the potential for harm, and it 
needs to consider the unanticipated consequences as much as the intended goals (Esteves 
and Vanclay, 2009; João et al., 2011; Vanclay, 2003).

Another issue is that an evaluation can not simply measure whether goals (i.e. desired 
results) were achieved. If so, how would the evaluation establish causality? Could the 
observed change have been the result of other things occurring at the same time? What if 
there were underlying trends in a community anyway? The concept of ‘baseline’ should 
not be regarded as a single data point fixed in time where the analytical comparison is 
time (x 1 1) against time (x); but rather a comparison at a point in time against what 
would have happened without the program (Esteves et al., 2012). The baseline is thus the 
trajectory line (not point) of expected trending without the program. In European policy 
circles, this is called the ‘counterfactual’ (EVALSED, 2009) – a term borrowed from psy-
chology where it has a slightly different meaning, a mental representation or image of an 
alternative trajectory, past or future (Roese, 1997). Thus programs can still be regarded 
as ‘successful’ if an indicator at a future time is worse than it was at the beginning, pro-
viding that there is a reasonable analysis that there were other changes taking place such 
that the program made the community better off than it would have been without the 
program.

In considering a wide range of outcomes, and with the realization that many of the 
broader social benefits of programs are subjective, the old adage normally attributed 
to Albert Einstein that ‘not everything that counts can be counted’ becomes impor-
tant (Vanclay, 2012). Particularly in cases of the enhanced wellbeing type of programs 
referred to above, the additional benefits may be in terms of an improvement in how 
people feel about where they live and their lives in general, about how they feel about the 
future of their community, and about how different groups in a community cooperate or 
at least get on with each other. While not necessarily impossible to measure, these high-
level goals are difficult to measure, and are not normally included in routinely collected 
data collection processes.

The issue of high-level broader social benefits raises the question of attribution. How 
can the evaluator know whether an observed effect was due to the program? A short and 
simple answer might be that they can not. A more complex answer questions whether 
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simplistic assumptions of direct cause and effect are appropriate. Big programs with high-
level outcomes do not have simple cause–effect relationships; they have complex intercon-
necting multicausal linkages. A deeper understanding of the nexus of these relationships 
is needed. Such systems are dynamic, are mediated by iterative feedback processes, are 
confounded by inhibiting and enabling mechanisms, and are potentially affected by cata-
lytic relationships (including nonlinear and exponential effects) between system elements.

It is important to realize that these debates have existed in the field of evaluation for 
decades (see Greene, 2000 for a discussion on the purpose and history of evaluation). 
While some evaluators have attempted to persist with ever-improving and ever-more 
sophisticated empirical quantitative techniques (Leeuw and Vaessen, 2009), many other 
evaluation experts fundamentally disagree that such methods can address the complex-
ity of the programs being considered (Guijt et al., 2011). Instead, they advocate the use 
of robust qualitative measures, arguing that qualitative methods are more valid, give 
better information, are more efficient, include the potential for unanticipated factors to 
be included, and address causality.

A final argument in favor of qualitative methods (especially story-based approaches) 
is that they can yield powerful stories that are not only useful for media reports, but 
are often frequently preferred by politicians and other decision makers (Denning, 2007; 
Kurtz, 2009; Mayne, 2004). It is an illusion of scientists that hard data are the only con-
vincing evidence. As Benjamin Disraeli (or at least Mark Twain) implied many years ago 
with the now famous ‘lies, dammed lies and statistics’ aphorism, a statistic (data, evidence) 
is only as accurate as the reliability of the processes used to collect it and the extent to 
which it faithfully represents reality (its validity). But reliability, validity and significance, 
the once all-important cry of quantitative social researchers, have now been replaced by 
other criteria. With so much data, evidence, information and knowledge everywhere, the 
key concerns of the users of information are no longer the old ideal concerns of purist 
statisticians, but the pragmatic considerations of salience, credibility and legitimacy (Cash 
et al., 2003). Users of information want to know: ‘Is it relevant information?’; ‘Is it useful 
information?’; and ‘Do I believe it?’ – which is partly based on its credibility to them as 
individuals (in other words, is consistent with their worldview) and partly on the extent 
to which they trust the source of that information. Very often, a story conveys this infor-
mation much more effectively (i.e. convincingly) than other forms of evidence (Denning, 
2007; Fisher, 1989; Kurtz, 2009; Sandelowski, 1991; Shaw et al., 1998).

A NOTE ON TERMINOLOGY: OUTPUTS AND OUTCOMES

Program logic refers to the perceived causal understanding of how the different compo-
nents of a program (specifically inputs and activities) work together to produce outputs 
and outcomes. Outcomes are generally conceived as being immediate, intermediate and 
ultimate (Mayne, 2004). Program logic ‘captures the rationale behind a program, probing 
and outlining the anticipated cause-and-effect relationships between program activities, 
outputs, intermediate outcomes and longer-term desired outcomes. A program logic is 
usually represented as a diagram or matrix that shows a series of expected consequences, 
not just a sequence of events’ (Roughley, 2009, p. 7). Mayne (1999) presents a good 
model illustrating the complexity of program logic (see Figure 25.1).
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Another significant concept in the field of evaluation (especially in the area of agricul-
tural extension) is Bennett’s hierarchy (Bennett, 1975). Bennett championed the phrase 
‘up the hierarchy’ as a reaction to the excessive attention being given to inputs (e.g. dollars 
spent, hours consumed), activities (e.g. numbers of workshops held) and people involve-
ment (e.g. numbers of people attending), arguing that more attention needed to be given 
to a range of higher-order considerations. Bennett’s model went as follows:

1.	 inputs (resources expended);
2.	 activities (what was done);
3.	 people involvement (who was involved);
4.	 reactions (what they thought of it, immediate reactions as might be measured by exit 

surveys);
5.	 KASA change (i.e. changes after a period of time in the knowledge, attitudes, skills 

and aspirations of participants);
6.	 practice change (changes in the behavior of people); and
7.	 end results (or ultimate outcomes).

Bennett’s model is not a program logic model; rather it is a conceptualization of the 
different stages of a project that evaluation should consider. Bennett’s thesis was that 
instead of measuring the easy-to-measure things low down the hierarchy, evaluators 
should go up the hierarchy and consider all stages. Because measuring end results (ulti-
mate outcomes or goals) may be difficult, especially in short timeframes, measuring 
KASA change and practice change provides interim indicators of the effectiveness (or 
likely effectiveness) of a project or policy. Together with a program logic model and a 
theory of change, some evidence of the likelihood of success is gained by having adequate 
people involvement (in terms of the target group), positive reactions from participants, 
some evidence of KASA change and some evidence of practice change. Empirical evi-
dence may be hard to collect, especially if external conditions are changing, but stories of 
change from (a selection of) participants can readily be collected. If the majority of par-
ticipants report that the activity has led to KASA change and has led to practice change, 
then that is reasonable evidence of success.

A BRIEF OVERVIEW OF QUALITATIVE METHODS USED IN 
EVALUATION

Qualitative evaluation uses a wide range of standard social research methods (i.e. ways 
of collecting data) and an ever-increasing number of innovative qualitative social 
research methods, including:

●	 Open-ended questions in structured questionnaires
●	 Semi-structured and in-depth interviews with key informants, undertaken in 

person, by phone and now increasingly by Skype
●	 Group interviews (essentially interviews with several people at the same time)
●	 Focus groups (groups discussions that are actively facilitated to focus on specific 

topics and where the discussion in the group is an important part of the process)



Qualitative methods in regional program evaluation    549

●	 Workshops, often with table-based or group exercises, including variants such as 
World Café (Brown and Isaacs, 2005)

●	 Role-plays and games
●	 Expert panels, citizen’s juries (Smith and Wales, 2000) and other deliberative 

methods (Hartz-Karp and Pope 2011)
●	 Document analysis (i.e. analysing all available documents, photos, letters, emails, 

and other outputs of the activities associated with a project or program)
●	 Go-along interviews (Carpiano, 2009), in situ interviewing, shadowing (where the 

researcher/interviewer follows the participant as they go about their normal daily 
business)

●	 Story-telling with stories written down, audio-recorded or video-recorded
●	 Photo-elicitation (photovoice) and other visual ‘triggering’ techniques to stimulate 

participants to recall and articulate their thoughts and/or stories about certain 
topics (see Wang and Burris 1997)

●	 Mental models, mind maps and mud maps (i.e. a representational diagram 
showing the interconnections between related concept) – sometimes called 
spidergrams

●	 Participant diaries, logbooks and audio or visual recordings of reflections/
comments as soon after they happen as practical

●	 Observation (sometimes aided by video recording)
●	 Participant observation and other experiential techniques
●	 Researcher diarizing (systematically recording notes in a field notebook).

There is a wide range of methodologies (ways of organizing data) and frameworks for 
thinking about information. There are also numerous theoretical frameworks (ways of 
interpreting data). In general, however, irrespective of the methodology or theoretical 
framework applied, the above techniques for collecting data tend to be utilized. In all 
social research, but especially in qualitative methods, partly as a quality-control mecha-
nism, the use of multiple methods is common (also called ‘mixed methods’, especially 
when in conjunction with quantitative methods), and is methodologically preferred on 
the basis of a concept called ‘triangulation’ – that different methods should be used, with 
different sources of data and from different perspectives.

It should be noted that there are many approaches that combine theoretical under-
standings, methodologies and specific techniques into holistic and coherent frameworks 
that are suitable for particular situations. Many of the tools/methods used in these 
approaches can be very creative, which makes the construction of a comprehensive 
list of methods quite difficult. Some examples of these approaches that have an evalu-
ative dimension include Rapid Rural Appraisal and Participatory Action Research 
(Chambers, 1994), Appreciative Inquiry (Cooperrider et al., 2008) and Outcomes 
Mapping (Earl et al., 2001).

THE ADDED VALUE OF QUALITATIVE METHODS IN 
EVALUATION

In general, qualitative research tends to:
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●	 focus on meaning and on the ‘why’ rather than on ‘how many’
●	 focus on issues where understanding is required rather than on confirming prior 

hypotheses
●	 be inductive rather than deductive
●	 be open rather than closed
●	 seek to discover the ‘insider’ rather than ‘outsider’ perspective
●	 be person-centered rather than variable-centered
●	 take a humanistic or phenomenological perspective rather than a positivist 

perspective
●	 be constructivist rather than naturalistic
●	 promote joint learning by all participants rather than just the learning of the 

researcher
●	 be holistic rather than particularistic
●	 be contextual (situated, embedded) rather than decontextual (distant, removed or 

detached). (Adapted primarily from Padgett, 2012 and a range of other sources)

In evaluation, qualitative research is used specifically to consider the why and how ques-
tions that quantitative methods typically can not answer, for example:

●	 Why does the program work (or not work)?
●	 How does the program achieve its goals?
●	 Why does it work for some clients (or in some situations) and not others?
●	 What are/were the needs of the clients that were not anticipated by program 

developers?
●	 What were the additional unintended and/or unexpected positive or negative con-

sequences? (Adapted from Royce et al., 2001 and Anastas, 2004)

Thus qualitative methods are a valuable and important contribution to project and 
program evaluation, especially when the focus is formative (asking how the project or 
program can be improved) rather than summative (asking whether a project or program 
was a success).

A SHORT HISTORY OF QUALITATIVE EVALUATION

Guba and Lincoln (1989) describe four ‘generations’ in the history of evaluation: 
(1)  measurement; (2)  description; (3)  judgment; and (4)  constructivist evaluation. 
Perhaps a better word would have been paradigms or modalities rather than genera-
tions. A major criticism of this temporal overview of the field is that the extent to which 
the phases actually existed as discrete time periods is exaggerated – as can be demon-
strated by the observation that the earlier generations are still very much in existence. 
Nevertheless, after a period of methodology battles or paradigm wars (Wadsworth, 
2005), the dominant culture of evaluation is changing. While the division between sum-
mative evaluation and formative evaluation is widely accepted, evaluation is developing 
a greater focus as being creative (Patton, 1981), qualitative (Patton, 1990), participa-
tory (Jackson and Kassam, 1998; Whitmore, 1998), utilization-focused (Patton, 1997), 
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constructivist or fourth generation (Guba and Lincoln, 1989), empowering or fifth 
generation (Fetterman et al., 1995; Laughlin and Broadbent, 1996; Fetterman, 2000), 
and as a form of action research (Whyte, 1990). Evaluation is now viewed as research 
for informing decision making at all phases of the project, program or policy (Vanclay 
et al., 2004). Instead of just being ex-post assessment or audit, evaluation is now under-
stood to contribute to all stages of project or program development. Rather than being 
solely the domain of independent experts, evaluation is now widely seen as a participa-
tory approach that empowers and builds capacity within institutions and among all 
program and project partners. Evaluation is now seen as a form of action research that 
informs project and program design (Vanclay et al., 2004). Ongoing evaluation and 
adaptive management are an essential part of being innovative and a learning organiza-
tion. Evaluation is your friend.

Monitoring and evaluating the performance of rural development programs in devel-
oping countries has been an area where much innovation has taken place in evaluation 
methods, largely because of the inappropriateness of many traditional quantitative 
means of evaluation and because of the strong interest by funders in knowing whether 
their funding was being used effectively (Guijt et al., 2011). Many external evaluators 
and program managers have grappled with how to design fair methods that adequately 
capture the changes brought about by development interventions, especially when 
empirical indicators were not available, were too broad or not sufficiently sensitive to 
change.

While there were several story-based approaches to evaluation in the 1990s, two of 
the main proponents were Rick Davies and Jessica Dart. Although originally going 
by a variety of terms, in 2000 Davies and Dart settled on ‘Most Significant Change 
Technique’ as the term for the emergent method (Dart and Davies, 2003; Davies and 
Dart, 2005). Since then, the method has become firmly established in the evaluation 
and development cooperation professions, and as at September 2014 the term ‘most 
significant change technique’ had over 5000 hits on Google. Some evaluations using this 
approach include Wilder and Walpole (2008) and Waters et al. (2011).

Performance Story Reporting (PSR) is similar to and derives from the Most 
Significant Change Technique. Dart attributes the actual name ‘performance story’ to 
John Mayne of the Canadian Auditor General’s Office (Mayne, 2004; Dart and Mayne, 
2005). Arguably ‘Performance Story Reporting’ overcomes some of the criticisms of 
‘Most Significant Change Technique’ (see Willetts and Crawford, 2007) and in particu-
lar removes concern about bias implied by the name and the (mis)perception that the 
method looked only for positive stories with atypical results. PSR has improved pro-
cedures to MSC, which means that it provides a more sophisticated, yet still workable, 
tool. While not yet widely represented in the scholarly literature, it is well known in the 
evaluation field (see Dart and Mayne, 2005) and as at September 2014 had over 3400 hits 
on Google.

Collaborative Outcomes Reporting (COR) is the latest incarnation of these story-
based approaches to evaluation. Similar to PSR (in fact Dart provides her PSR work 
as examples of COR), the technique was renamed because of resistance to the word 
‘story’ by some evaluation clients (Dart, pers. com., 20 April 2011) and because COR 
emphasizes integrating empirical and qualitative data and does not rely on the story 
alone. There is a range of other refinements, but these are minor, so information about 
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MSC and PSR is essentially still relevant to COR. As at September 2014, ‘collaborative 
outcome reporting’ had 1200 hits on Google (well up from only 50 or so in early 2012) 
and had been presented to a number of evaluation conferences.

There are various other story-based or narrative approaches to evaluation champi-
oned by many people, including Wadsworth et al. (2007), Kurtz (2009), Maxson et al. 
(2010) and Withers (2010). Stories and vignettes are also widely used in social research 
in a range of ways (see, e.g.,Dare et al., 2011; Howden and Vanclay, 2000; Hughes and 
Huby, 2002; Sandelowski, 1991; Vanclay and Enticott, 2011).

DESIGNING AND CONDUCTING A STORY-BASED 
APPROACH TO QUALITATIVE EVALUATION

Story-based evaluation approaches aim to be a rigorous qualitative method of reporting 
the impacts of projects and programs through stories. Intended to be used in conjunction 
with the reporting of specific empirical indicators where they are available, story-based 
approaches are especially useful to capture the broader social benefits of programs, 
particularly in situations where empirical attribution may be difficult. Mayne (2004, 
pp. 49–50) considers that:

There are a variety of ways to present a performance story. All involve a mix of quantitative 
evidence that certain outputs and outcomes have occurred as well as narrative discussion 
and further evidence of the contributions made at various points along the results chain, all 
described within some context. A performance story sets out to convince a skeptical reader that 
the activities undertaken by the program have indeed made a difference – that the expectations 
chain has, at least to some extent, been realized, along with any significant unintended results.

Mayne (2004, p. 50) outlines the elements of a performance story as follows:

What is the context?
	 ●	 the overall setting of the program (description, objectives, resources)
	 ●	 the results chain (program theory)
	 ●	 the risks faced

What was expected to be accomplished at what cost?
	 ●	 statement of the (clear and concrete) outputs and outcomes expected
	 ●	 planned spending

What was accomplished in light of these expectations?
	 ●	 the relevant outputs delivered at what cost
	 ●	 the outcomes realized related to the expectations
	 ●	� a discussion of the evidence available demonstrating the contribution made by the 

program to those outcomes

What was learned and what will be done next?
	 ●	 a discussion of what will be done differently as a result of what was achieved

What was done to assure quality data?
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	 ●	� a description of what the organization does to ensure the quality of the data and informa-
tion reported

The main story line of a performance story is how well the program has performed in rela-
tion to what was expected and what will now be done differently to better ensure future 
performance.

The big difference between the approach by John Mayne and that taken by Jess Dart and 
Rick Davies is where the stories come from and how they are constructed. For Mayne (at 
the time in the Canadian Auditor General’s Office), a performance story was an effective 
way for the evaluator to provide information to a client, or how the Auditor General 
might report to Parliament. The story technique was an effective means of expressing 
complex information in a more credible and meaningful way to the target audience.

In contrast, MSC, PSR and COR all utilize the stories of participants themselves 
(i.e.  the program or project beneficiaries) in the report. These techniques have a 
procedure for collecting stories and for selecting those that provide a good example of 
the success of the project or program.

A REAL APPLICATION OF PERFORMANCE STORY 
REPORTING AT THE PROGRAM LEVEL

The Australian government funds a range of natural resource management (NRM) 
programs and projects collectively known as the ‘Caring for Our Country’ program (see 
http://www.nrm.gov.au/ and for a history see Hajkowicz, 2009). For the five-year period 
from 2008 to 2013, the total value of the government’s investment in this program is 
intended to be about AU$2.25 billion (Commonwealth of Australia, 2008). Investments 
in the two previous five-year periods totaled $1.5 billion and $1.3 billion respectively 
(Auditor General, 2008). The program supports a range of disparate projects often in 
conjunction with local community groups and may include small grant programs, co-
funding programs, and support for project staff and project costs.

While the objectives are now very clear (Commonwealth of Australia, 2008) and there 
is a clearly elaborated program logic (Roughley, 2009), earlier versions of the program 
did not have clearly identified intended outcomes. While anecdotal evidence suggests 
that there was much benefit from the program (Curtis and Lockwood, 2000; Prager and 
Vanclay, 2010), various official reports were dubious about the benefits. The Auditor 
General’s (2008, p. 16) report, for example, concluded that there were ‘significant areas of 
noncompliance by State agencies’, and that ‘the quality and measurability of the targets in 
the regional plans is an issue for attention and . . . should be considered nationally – espe-
cially as the absence of sufficient scientific data has limited the ability of regional bodies 
to link the targets in their plans to program outcomes’. The report went on:

14. There is evidence that activities are occurring ‘on the ground’. For example, Environment’s 
2006–07 Annual Report commented that the programs have ‘helped to protect over eight million 
hectares of wetlands, have treated over 600 000 hectares of land to reduce salinity and erosion, 
and have involved some 800 000 volunteers in on ground conservation work’. However at the 
present time it is not possible to report meaningfully on the extent to which these outputs con-
tribute to the outcomes sought by government. There are long lead times for national outcomes 
and delays in signing bilateral agreements did not help this process. The absence of consistently 
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validated data, the lack of agreement on performance indicators and any intermediate out-
comes has significantly limited the quality of the reporting process.
15. Overall, the ANAO [Australian National Audit Office] considers the information reported 
in the DAFF [Department of Agriculture, Forestry and Fisheries] and NHT [Natural Heritage 
Trust] Annual Reports has been insufficient to make an informed judgement as to the progress 
of the programs towards either outcomes or intermediate outcomes. There is little evidence as 
yet that the programs are adequately achieving the anticipated national outcomes or giving 
sufficient attention to the ‘radically altered and degraded Australian landscape’ highlighted in 
the 1996 Australia: State of the Environment Report. Performance measurement has been an 
ongoing issue covered by three previous ANAO audits since 1996–97 and should be a priority 
for attention in the lead up to NHT3. (Auditor General, 2008, p. 16)

This context of official concern about the alleged benefits of the program, but strong 
public and political support for it, led to a real need to prove that the program was being 
successful, especially in the knowledge that empirical indicators were unlikely to reveal 
results in the short term.

Jessica Dart had been experimenting with the most significant change technique 
and performance story reporting for some time, first in the early to mid-1990s in 
developing-country contexts and later in an agricultural extension context in Australia. 
After working with the Department of Primary Industries in Victoria (Australia) for 
three years (and completing a PhD at Melbourne University in 2000), she established a 
consulting company, Clear Horizon. Jess’s work was known by various people in gov-
ernment, especially in natural resource management circles, and it became evident that 
performance story reporting might be a good way to assist the Australian government 
in its need to capture the impacts of its investments in natural resource management 
(NRM).

The Australian government’s Bureau of Rural Sciences (now part of the Australian 
Bureau of Agricultural and Resource Economics and Sciences, http://www.abares.gov.
au) conducted a feasibility study of the use of story-based approaches by conducting 
four pilots (Carr and Woodhams, 2008). That ‘independent review’ considered three 
questions:

1)	� Are qualitative approaches such as MSC a) useful and b) appropriate as evidence of out-
comes, including intermediate and other outcomes?

2)	 What are the strengths and weaknesses of using PSR to report by outcomes?
3)	� Could MSC and PSR be used by NRM regions in Australia as a form of participatory 

evaluation for producing program performance reports by outcomes? (Ibid., p. 3)

The report concluded:

Qualitative approaches to participatory evaluation such as MSC are both useful and appropri-
ate as evidence of outcomes at multiple levels in NRM program logic hierarchies, including 
intermediate outcomes. Not only are qualitative approaches a valuable source of evidence of 
the changing human dimension of NRM, they are frequently a profound source of insight and 
sometimes the only kind of evidence available of the type of practice and attitudinal changes 
taking place.
. . .
Four key strengths of PSR were mentioned in reflective interviews: engagement, capacity 
building, problem-sharing and adaptive learning. These strengths were primarily associated 
with the MSC phase of the PSR process. Identifying and engaging evaluation stakeholders 
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was seen as a major strength of PSR and was the strength most frequently mentioned by 
interviewees. Many of the regional staff who took part in the MSC process appreciated the 
chance to build relationships with resource managers and develop their personal interview-
ing skills. The MSC process also increased communication about shared experiences and 
approaches to NRM problems that, in turn, led to an adaptive approach to natural resource 
management.
Arguably, there are two other key strengths of PSR. First, it integrates qualitative and quan-
titative evidence. Second, performance story reports rely upon participatory processes using 
program logic, which allows progressive collection and testing of evidence throughout the life 
of the investment program.
There are three key challenges for PSR: time and resources; data, results and interpretation; 
and complexity and preparedness. The biggest challenge across all stages of PSR was a per-
ceived lack of time and resources to conduct the PSR process. Such comments came from all 
interviewees, consultants, regions and Australian Government representatives. At the regional 
level, interviewees were concerned that the goodwill and involvement from resource managers 
and regional staff would start to wane if the process was repeated each year without sufficient 
resources or local incentive. (Ibid., p. 61)

As a result of the positive feasibility assessment, the performance story reporting 
approach was rolled out across Australia with the Australian government publishing a 
‘User Guide’, Developing a Performance Story Report (Roughley and Dart, 2009). While 
several project-level performance story reports were prepared, few of them were made 
available on the Internet. One example that is available is the performance story report 
for a biodiversity program in the Mount Lofty Ranges and Fleurieu Peninsula region of 
South Australia (Dart and O’Connor, 2008). Figure 25.2 is a copy of a page from that 
report showing how the stories are presented.

The project-level performance story reports can be aggregated into higher-level eval
uations. One example is the assessment of natural resource management outcomes in the 
State of South Australia for the period 2001 to 2008, which drew on several performance 
story reports that were conducted in that state (see DWLBC, 2009). The performance 
story reports can be presented in a variety of formats, as conventional consultancy 
reports, as websites, as DVDs, as posters or brochures (see Figure 25.3), or as mixed 
media. Figure 25.4 shows a magazine/newsletter representation of a report with links to 
sound recordings of the participants’ stories.

HOW TO UNDERTAKE A PERFORMANCE STORY REPORT 
EVALUATION

The Australian government’s User Guide (Roughley and Dart, 2009) and various 
other instruction manuals (e.g. Dart et al., 2000; Davies and Dart, 2005; Silver et al., 
2009) provide ample advice on how to conduct evaluations using performance story 
reporting.

A performance story report provides (Roughley and Dart 2009, p. 7):

	 ●	 a view of progress towards outcomes at a glance
	 ●	 insight into what’s working and what’s not and why
	 ●	 a succinct account of program achievements



556    Handbook of research methods and applications in economics geography

Source:  Dart and O’Connor (2008, p. 24).

Figure 25.2  Example of the presentation of a performance story
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	 ●	 �an understanding of the links between investment and intended results, at intervals 
throughout a program

	 ●	 �a way for organisations to answer some of their more strategic evaluation questions on an 
as-needs basis or to use as a ‘kick-start’ process to revise the monitoring system

	 ●	 information for future investment strategies
	 ●	 a structure for an organisation’s annual report.

Roughley and Dart (2009, p. 12) suggest that a typical report is between 10 and 30 pages 
long and comprises five parts:

Program context – background information about the program and the context in which it 
operates (how the program began, its location, objectives and key strategies, funding sources, 
structure and expected achievements), as well as an outline of the objectives and boundaries of 
the performance story evaluation and a summary of key outcomes and what has been learned.
Evaluation methodology – a brief overview of the process used in undertaking the evaluation.
Results – a listing of the most relevant and rigorous sources of evidence against the outcomes 
from the program logic hierarchy. This includes data as well as stories of change which are 
excerpts from interviews that best illustrate change that has occurred as a result of the program.
Findings and implications – a discussion framed by the evaluation questions that covers how the 
study has illustrated the program’s impact (intended and unintended outcomes), the progress it 
has made towards its expected outcomes and how it has contributed to the long-term outcomes 
of NRM or a large NRM initiative. This part also includes recommendations for applying the 
findings to future phases of the program.
Index – a list of all the sources of evidence considered in the evaluation, including any addi-
tional references and the categories of interviewees and study participants.

Roughley and Dart (2009, p. 15, slightly modified) describe the seven steps to produce 
a report:

	 Scoping – inception/planning meetings are held to determine what will be evaluated, 
develop the program logic (if not already existing), set evaluation questions, and 
identify existing evidence and people to be interviewed.

	 Evidence gathering – an evidence trawl is conducted to identify existing data that will 
provide best evidence for expected outcomes. This is followed by the social inquiry 
process, where interviews are conducted with people who can provide additional 
information about program outcomes. Specific questions are asked and recorded to 
provide stories of significant changes that have occurred as a result of the program.

	 Integrated data analysis – quantitative and qualitative data is analysed to identify 
evidence corresponding to the outcomes in the program logic and integrated within 
the results chart.

	 Expert panel – people with relevant expertise assess the evidence of outcomes that 
has been gathered. They judge and make statements about the extent to which the 
evidence is adequate to assess the progress the program is making towards its stated 
outcomes. The panel may also identify further evidence that may be needed to make 
a conclusive statement about the achievement of program outcomes. Following the 
panel meeting, the evaluator integrates all of the analysed evidence and assesses the 
amount and quality of evidence available for each outcome in the program logic to 
inform a draft set of recommendations.
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	 Summit meeting – evaluation participants come together to consider and discuss 
the findings, nominate the stories that best illustrate the impact of the program and 
make recommendations for the program in future.

	 Integration, report and communications – the evaluator prepares the performance 
story report, which is a synthesis of all the above steps including recommendations 
from summit meeting participants. A plan is established to communicate the find-
ings of the evaluation.

	 Revising the program logic – program managers, staff and other stakeholders meet to 
consider the report and revise the program logic as needed to plan for the next phase 
of the program. The next phase can incorporate the lessons and recommendations 
from the previous phase.

Figure 25.5 shows how the seven steps link to the difference parts of the report. The User 
Guide (Roughley and Dart, 2009) outlines each of the seven steps in some detail.

There are two critical steps in the process. The first is the process of recording stories 
(Step 2) and preparing them for presentation; and the second is the process of selecting 
stories to be included in the report (Step 4). A wide range of people should be interviewed. 
In addition to project participants and people involved at the project at all levels, stra-
tegic informants who can comment at a strategic level about how the program has been 
experienced or how it has addressed policy goals, such as funding agency representatives 
and policy officers from local, state or federal government, can also be interviewed. The 
User Guide provides guidelines for how the stories should be prepared.

The expert panel comprises a group of people charged with having oversight for ensur-
ing that the body of evidence collected, including the stories of change, are credible and 
realistic examples of the changes that have been made.

FRANK COMMENTARY ON THE PERFORMANCE STORY 
REPORTING METHOD

Ironically, in comparison with the Most Significant Change Technique, in Performance 
Story Reporting the role of stories has been downplayed, and the importance of program 
logic and the capacity of PSR to be an integrative approach to evaluation using qualita-
tive and quantitative data has been emphasized. This is even more so in Collaborative 
Outcome Reporting, the next incarnation of the method. It is likely that there was some 
skepticism about a story-based approach in official and scientific circles in Australia, 
and it is possible that, as a result, the method was (re)designed in an attempt to maximize 
its perceived credibility to the key stakeholders (i.e. the Auditor General and political 
detractors). The inclusion of an expert panel is one example of the attempt to increase the 
legitimacy of the method in the eyes of the cynics. For people committed to participatory 
approaches and/or who are accepting of qualitative methods, the expert panel is unneces-
sary and perhaps undesirable, and is not likely to be effective or useful. However, where 
an overseeing or monitoring function is needed, they could be used.

Curiously, PSR was used in Australia because there was no pre-existent program logic 
and little capacity to utilize data other than the performance stories. The unique value 
of the method that led to its use was its ability to be a retrospective assessment and to 



563

ST
E

P 
1

Sc
op

in
g

C
om

m
ui

nt
y 

pa
rt

ic
ip

an
ts

Pr
og

ra
m

 le
ad

er
s a

nd

m
an

ag
er

s

E
va

lu
at

or

ST
EP

 2
Ev

id
en

ce

ga
th

er
in

g

Ev
al

ua
to

r

C
om

m
un

ity
 p

ar
tic

ip
an

ts

Pr
og

ra
m

 le
ad

er
s

an
d 

m
an

ag
er

s

ST
EP

 3
In

te
gr

at
ed

 d
at

a

an
al

ys
is

Sc
ien

tis
is 

ac
ro

ss
 d

isc
ip

lin
es

Pr
og

ra
m

 le
ad

er
s a

nd

m
an

ag
er

s

C
om

m
un

ity
 p

ar
tic

ip
an

ts

E
va

lu
at

io
n

m
et

ho
do

lo
gy

R
es

ul
ts

F
in

di
ng

s a
nd

im
pl

ic
at

io
ns

In
de

x
Pr

og
ra

m
co

nt
ex

t

DEVELOPING A PERFORMANCE STORY REPORT

ST
E

P 
5

Su
m

m
it

m
ee

tin
g

E
va

lu
at

or

A
ll 

pr
og

ra
m

pa
rt

ic
ip

an
ts

ST
E

P 
6

In
te

gr
at

io
n,

re
po

rt
 a

nd
C

om
m

un
ic

at
io

ns

E
va

lu
at

or

ST
E

P 
7

R
ev

isi
ng

 th
e

Pr
og

ra
m

 lo
gi

c

Pr
og

ra
m

 te
am

ST
E

P 
4

E
xp

er
t p

an
el

E
va

lu
at

or

So
ur

ce
: 

R
ou

gh
le

y 
an

d 
D

ar
t (

20
09

, p
. 1

3)
.

Fi
gu

re
 2

5.
5 

St
ep

s i
n 

pr
od

uc
in

g 
a 

pe
rf

or
m

an
ce

 st
or

y 
re

po
rt



564    Handbook of research methods and applications in economics geography

provide some evidence of change in the absence of baseline data. The stories of partici-
pants gave a sense of the multifactorial nature of the outcomes, were able to adjust to the 
confounding effects of external events (such as the drought most of Australia experienced 
for much of the decade), and detailed the unanticipated benefits that were experienced.

While the use of the method was arguably successful in the Australian context, there 
were some issues that could be addressed should the methodology be used again in the 
future. It also has some inherent limitations. There is potential for considerable varia-
tion in the way the stories are compiled, especially when multiple interviewers are used. 
It is necessary to ensure good training, supervision and monitoring of the interviewers 
so that they are relatively consistent in the way stories are collected and to ensure that 
the stories are effective as stories and valid as a fair reporting of participant experience. 
Given that the procedure allows for a degree of editing of the transcripts (see p. 37 of the 
User Guide for precise statements about this), it is quite likely that there will be variation 
in the extent to which this occurs.

From a social research perspective, the analysis should be done on all the available 
data using all interview transcripts that are available, not just the stories selected for 
inclusion in the report. Using qualitative data analysis software (e.g. NVivo) to code the 
original interview transcripts (rather than the enhanced stories) would be appropriate. 
The selected stories are intended only to exemplify the information in the evaluation 
report and do not constitute the data or the analysis. Therefore it might be argued that 
there is no harm in the stories being modified or enhanced, or even combined to produce 
indicative narratives (see Dare et al., 2011), rather than attempt to be faithful to the 
notion of being interview transcripts. The method of selecting and ratifying the stories 
used as vignettes in the Summit Meeting provides a quality control to ensure that the 
vignettes are legitimate and authentic even if they are not the actual words of a single 
person. The PSC method (as strictly outlined in the User Guide) is a hybrid approach 
and is confused in its methodological positioning. Conceivably the expert panel and the 
rules about the stories are about ensuring the external legitimacy of the process, rather 
than necessarily being about the integrity of the data or the analysis.

Notwithstanding the above criticisms, the key point is that story-based evaluation 
is an effective way of collecting evidence of change, especially in contexts where there 
are not adequate empirical indicators, where causality is hard to establish, and where 
there may be external factors that influence the outcomes. In these contexts, the stories 
of participants provide a means of determining success. Similar to all qualitative social 
research, the robustness of the method is established through the professionality of 
the researchers, and the consistency of stories from multiple sources (triangulation), 
allowing of course for different perspectives from different stakeholders. It is clear that 
story-based evaluation could be an appropriate approach in the context of EU cohesion 
funds, especially as an augmentation to other forms of evaluation.

ANSWERS TO SOME FREQUENTLY ASKED QUESTIONS

1.	 Are there any ethical considerations that are particular to the approach?

There are no particular ethical considerations applying to story-based approaches to 
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evaluation than would also apply to other evaluation techniques or social research. The 
standard ethical principles that apply to all social research equally apply. It would be 
generally expected that:

●	 participants have given informed consent
●	 their participation is voluntary and that there has been no coercion or threatened 

or implied retribution for non-participation
●	 participants can withdraw at any time, and have their data removed from the 

analysis (where this is possible)
●	 there is full disclosure of funding sources
●	 there will be no harm to participants; that the researchers have given consideration 

about the potential for inadvertent harm; and where emotional distress and so on 
arise as a result of participation in the research, that the researcher is able to assist 
the participant to resolve this or to seek appropriate professional care

●	 interviewers and other staff demonstrate respect towards participants
●	 anonymity can be presumed, or, if it is intended to attribute statements, that the 

expressed permission for the use of names be provided, including where a person’s 
identity is evident from the context (e.g. the mayor, governor, president of a par-
ticular organisation etc.)

●	 there be confidentiality with respect to all private matters (or when any such an 
undertaking is given)

●	 there be full disclosure of research methods used to enable replication of the research 
by another researcher, and to enable peer review of the adequacy and ethicality of 
the methodology, and to encourage critical self-reflections on the limitations of the 
methodology and the implications of this for the results and conclusions.

2.	 Is it subject to bias or open to distortion or manipulation?

All forms of social research are affected by ‘bias’. Bias is a technical term in social 
research meaning a systematic tendency to favor one outcome over another as an 
inherent feature of the methods used. It is different from random error. Bias can occur 
in terms of response bias to surveys (to what extent are people who answer surveys dif-
ferent to those who don’t respond?). Bias can occur in situations where social desirability 
encourages people to understate or sometime overstate their experience (e.g. their weekly 
alcohol consumption). People’s beliefs about what the research will be used for will affect 
their likely answers. Thus all forms of social research are affected by bias, and qualitative 
methods are also so affected.

It is highly likely, however, that qualitative methods are less subject to bias than many 
quantitative methods. First, it is part of the code of practice of qualitative research-
ers that they be acutely aware of how their techniques may cause bias and that they 
reflexively take steps to minimise bias. Second, in an interview where an interviewer has 
an inkling that the statements of the respondent are exaggerated, this can (and should) 
be annotated on the transcript.

In terms of the Performance Story Reporting method used in Australia, bias was mini-
mized by the use of expert panels whose task was to ensure that the stories selected accu-
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rately and fairly represented the typical experiences of the participants in the program 
activities.

3.	 I can see how it works at the project/activity level; how does it apply at the program 
level?

There are two responses to the question. The first is that stories can be collected from all 
participants, not only community participants in program activities, but also program 
managers and coordinators. The stories that are collectively assessed for the evaluation 
could come, for example, from the people in charge of the program in their own region.

The second response is that program evaluation can be seen as a type of meta-
evaluation. Programs ultimately come down to activities on the ground that are coor-
dinated at various levels. The way the evaluation of the program in Australia worked 
was that story-based evaluations were done at the regional level, with a report written 
for each region. The overarching program evaluation was then a meta-analysis of the 
various regional level Performance Story Reports.

4.	 Does it work for summative evaluation as well as for formative evaluation, and can it 
measure ‘impact’?

Summative and formative are terms that are used to describe the purpose to which evalu-
ation is being put. They represent a continuum rather than completely separate entities. 
Formative is focused on contributing to the ongoing development and improvement 
of the program, whereas summative attempts to be an ex-post, independent, objective 
assessment of outcomes that assesses whether the extent to which the program was 
responsible for (i.e. caused) the outcomes, and potentially undertaking a cost–benefit 
or return-on-investment calculation. For these reasons, summative evaluation tends to 
require empirical indicators, while formative evaluation tends to be qualitative.

Story-based approaches to evaluation, however, tend to be for summative evaluation 
purposes. Formative evaluation uses a wide range of qualitative methods and, because 
of the developmental process of the program, there usually is no issue that questions the 
validity of the qualitative data, especially in terms of views about how the program could 
be improved. Formalized story-based approaches tend to be used for summative evalu-
ation in situations where there are no empirical indicators, no baseline measurements, 
no previously identified program logic, and complex multifactor and/or changing envi-
ronments, and/or situations with long lag times between program/project activities and 
likely outcomes. In situations with long lag times, even if empirical indicators are availa-
ble, they may not show movement in the political timescales necessary to make decisions 
about funding. In these situations, just as occurred in Australia with the need to evaluate 
the ‘Caring for Our Country’ program, performance story reporting provided a solution.

To repeat: story-based evaluation (and performance story reporting in particular) are 
forms of qualitative evaluation specifically adapted to be appropriate in the context of 
summative evaluation. As qualitative methods, they do not intend to provide empirical 
measures; however, as Dart emphasizes, performance story reporting and collaborative 
outcomes reporting are meant to be integrative approaches. Furthermore, the qualitative 
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research may generate ideas that could lead to the identification of possible empirical 
indicators.

CONCLUSION

There is ample testament to the power of stories. Tell a person an isolated alleged ‘fact’, 
and they wonder about its veracity. Tell a person a proper story, and it will likely be 
accepted. Stories are more engaging, more meaningful, more real; they convey informa-
tion more effectively and are more likely to be remembered than facts.

An effective story must be a proper story. It can not be an inchoate amalgam of odd 
ideas. To be an effective story, it needs to conform to the standard basic elements of all 
stories. It needs to have a beginning, a middle and an ending. It needs to have a coherent 
and credible storyline running through it. It needs to be multidimensional, but the differ-
ent components need to be connected and the causal relations between the components 
need to become clear in the course of the story. It needs to be personal and emotional. 
Kurtz (2009) provides much advice on how to construct good stories.

Telling stories as a means of effecting behavior change is an ancient art. Biblical 
parables, children’s fables, classic mythology and good literature all seek to influence 
their readers. Using stories to understand, analyze and make sense of things is relatively 
recent, but has been part of strategic planning in business for some decades. Using stories 
as an evaluation methodology is even more recent, but has much appeal and, as demon-
strated by the Australian experience, can be effectively implemented.

It is not intended that story-based approaches replace quantitative indicators where 
they are available. The intention is that the stories complement the quantitative indica-
tors and that they add value to those indicators by providing meaning and interpreta-
tion. Big programs are subject to long lag times, and can be subject to the influence of 
multiple external influences. It is naïve to think that a list of simple indicators will reveal 
the complex processes taking place. Stories are therefore a much more effective way of 
understanding what is happening.

NOTE

*	 This chapter is based on work originally undertaken at the request of the European Commission’s 
Directorate-General for Regional Development, the report of which is available on their website: http://
ec.europa.eu/regional_policy/impact/evaluation/performance_en.cfm. A variation of the chapter will also 
be published in a special issue of the journal, Regional Studies, on EU Cohesion Policy reforms. Significant 
comments on earlier versions have been received from (in alphabetical order): Fabrizio Barca, Veronica 
Gaffey, Phillip McCann and Marielle Riche.
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