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Preface

We are proud to present the Book of Abstracts for the 6th International Conference on
Complex Networks & their Applications: COMPLEX NETWORKS 2017. Since 2012
the event has been held around the world on a yearly Basis. After Sorrento (Italy), Ky-
oto (Japan), Marrakech (Morocco), Bangkok (Thailand), Milan (Italy) the sixth edition
is hosted by the University of Lyon 2 from November 29 to December 01, 2017. The
originality of the conference lies in the strongly interdisciplinary nature of the topics
covered. Indeed, complexity and network science are multidisciplinary fields that mo-
bilize intellectual resources in virtually all-scientific communities. Nowadays, all dis-
ciplines (physics, biology, social sciences, economics, computer science, meteorology,
etc.) are faced with a massive influx of data and an explosion of information to man-
age. Through the data and their interactions, network science aims at understanding
these complex systems increasingly large. COMPLEX NETWORKS is very focused
at being an interdisciplinary event. However, this is linked with willingness to the re-
quirements that the quality of the contributions must be among the best work in each
of the scientific fields covered. In order to guarantee the excellence and reputation of
this event, for its sixth edition COMPLEX NETWORKS has brought together in its sci-
entific committee more than 290 leading international experts from all over the world.
Year after year the event has increased its international influence. The 345 contributions
that we received this year, from more than 60 countries around the world have been peer
reviewed by at least 3 independent reviewers. This publication gathers the 122 extended
abstracts accepted for presentation together with abstracts of six keynote speeches and
two invited tutorials.

Each edition of the conference represents a challenge that cannot be successfully
achieved without the deep involvement of plenty of people, institutions and sponsors.
We would like to thank all of them. We record our thanks to our fellow members of the
Organizing committee for their huge efforts for the success of the conference. The pro-
gram committee members for their engagement in promoting the event and refereeing
submissions as well as the local committee members for their great commitment over
the past months. We are also indebted to our sponsors, in particular Tribe Communica-
tion for designing the visual identity of the Conference. We are equally grateful to all
the institutions that have helped us, in particular, the University of Lyon 2 for hosting
this event. We also wish to express our appreciation to all participants and presenters.
On a final note, we would like to express our deep sense of appreciation to our keynote
and tutorial speakers.

Lyon, Hocine Cherifi
November 2017 Sabrina Gaito

Hamamache Kheddouci
Huijuan Wang

The 6th International Conference on Complex Networks &
Their Applications. Nov. 29 - Dec. 01, 2017, Lyon (France)
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Rémi Souriau, Jaakko Nevalainen, Guillaume Pinna, Florent Chatelain
and Laurent Guyon

Perturbation of amino acid networks: A statistical study of the defects
introduced in proteins by mutations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

Rodrigo Dorantes-Gilardi, Claire Lesieur and Laurent Vuillon

Covariate-Adjusted Binary Ising Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Jai Woo Lee and Jiang Gui

A Network-Based Metapopulation Model to Simulate a Pulmonary
Tuberculosis Infection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

Michael Pitcher, Ruth Bowness, Simon Dobson and Stephen Gillespie

The 6th International Conference on Complex Networks &
Their Applications. Nov. 29 - Dec. 01, 2017, Lyon (France)



IV

A network analysis of the incidence pattern of microcephaly in the context of
Zika Virus Infection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

Myriam Patricia Cifuentes, Clara Mercedes Suarez, Sam Windels, Ricardo
A. Cifuentes, Nathan Doogan, Noel Malod-Dognin, Darryl Hood and
Natasa Przulj

Complex network analysis of images of human retina . . . . . . . . . . . . . . . . . . . . . . 67
Pablo Amil, Irene Sendiña and Cristina Masoller

Investigation of control profiles in biological networks . . . . . . . . . . . . . . . . . . . . . 69
Vandana Ravindran, Sunitha V and Ganesh Bagler

III Brain Networks

Coalescent embedding in the hyperbolic space unsupervisedly discloses the
hidden geometry of the brain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

Alberto Cacciola, Alessandro Muscoloni, Vaibhav Narula, Alessandro
Calamuneri, Salvatore Nigro, Emeran Mayer, Jennifer Labus, Giuseppe
Anastasi, Aldo Quattrone, Angelo Quartarone, Demetrio Milardi and
Carlo Vittorio Cannistraci

Filtering information in complex brain networks . . . . . . . . . . . . . . . . . . . . . . . . . . 76
Fabrizio De Vico Fallani, Vito Latora and Mario Chavez

Multiscale mixing patterns in networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
Leto Peel, Jean-Charles Delvenne and Renaud Lambiotte

Regions of Interest as nodes of dynamic functional brain networks . . . . . . . . . . . 81
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Network theory: the challenges that lie ahead

Ginestra Bianconi

Queen Mary University of London

Network theory has emerged almost twenty years ago, as a new field for character-
izing interacting complex systems, such as the Internet, the biological networks of the
cell, and social networks. This tutorial will provide a (personal) reflection on the matu-
rity of the field, indicating the main results obtained so far and the big challenges that
lie ahead. The hot topics that will be critically discussed include: multilayer networks,
network geometry and percolation theory.

Ginestra Bianconi is Associate Professor (Reader) and Di-
rector of the MSc in Network Science at the School of
Mathematical Sciences at Queen Mary University of Lon-
don, London, UK. Her research activity on network sci-
ence includes network theory and its applications and has
appeared in journal such as Science, PNAS, PRX and
Physical Review Letters. In the last years her work have
focused on multilayer networks, network geometry, perco-
lation and network control.
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Mining Information Propagation Data

Francesco Bonchi -

ISI Foundation

With the success of online social networks and microblogging platforms such as
Facebook, Tumblr, and Twitter, the phenomenon of influence-driven propagations, has
recently attracted the interest of computer scientists, sociologists, information technolo-
gists, and marketing specialists. In this talk we will take a data mining perspective, dis-
cussing what (and how) can be learned from a social network and a database of traces
of past propagations over the social network. Starting from one of the key problems
in this area, i.e. the identification of influential users, we will provide a brief overview
of our recent contributions in this area. We will expose the connection between the
phenomenon of information propagation and the existence of communities in social
network, and we will go deeper in this new research topic arising at the overlap of
information propagation analysis and community detection.

Francesco Bonchi is Research Leader at the ISI Founda-
tion, Turin, Italy, where he’s the head of the ”Algorithmic
Data Analytics” group. He is also (part-time) Principal Sci-
entist for Data Mining at Eurecat (Technological Center of
Catalunya),Barcelona. Before he was Director of Research
at Yahoo Labs in Barcelona, Spain, where he was leading
the Web Mining Research group.

His recent research interests include mining query-
logs, social networks, and social media, as well as the pri-
vacy issues related to mining these kinds of sensible data.

In the past he has been interested in data mining query languages, constrained pattern
mining, mining spatiotemporal and mobility data, and privacy preserving data mining.

He is member of the ECML PKDD Steering Committee, Associate Editor of the
newly created IEEE Transactions on Big Data (TBD), of the IEEE Transactions on
Knowledge and Data Engineering (TKDE), the ACM Transactions on Intelligent Sys-
tems and Technology (TIST), Knowledge and Information Systems (KAIS), and mem-
ber of the Editorial Board of Data Mining and Knowledge Discovery (DMKD). He has
been program co-chair of the European Conference on Machine Learning and Principles
and Practice of Knowledge Discovery in Databases (ECML PKDD 2010). Dr. Bonchi
has also served as program co-chair of the 28th ACM Conference on Hypertext and Hy-
permedia (HT 2017), the 16th IEEE International Conference on Data Mining (ICDM
2016), the first and second ACM SIGKDD International Workshop on Privacy, Security,
and Trust in KDD (PinKDD 2007 and 2008), the 1st IEEE International Workshop on
Privacy Aspects of Data Mining (PADM 2006), and the 4th International Workshop on
Knowledge Discovery in Inductive Databases (KDID 2005). He is co-editor of the book
”Privacy-Aware Knowledge Discovery: Novel Applications and New Techniques” pub-
lished by Chapman & Hall/CRC Press. He earned his Ph.D. in computer science from
the University of Pisa in December 2003.
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Finding the most versatile nodes in highly
multidimensional data

Alex Arenas

Universitat Rovira i Virgili

The determination of the most central agents in complex networks is important be-
cause they are responsible for a faster propagation of information, epidemics, failures
and congestion, among others. A challenging problem is to identify them in networked
systems characterized by different types of interactions, forming interconnected multi-
layer networks. Here we describe a mathematical framework that allows us to calculate
centrality in such networks and rank nodes accordingly, finding the ones that play the
most central roles in the cohesion of the whole structure, bridging together different
types of relations. These nodes are the most versatile in the multilayer network. We
investigate empirical interconnected multilayer networks and show that the approaches
based on aggregating—or neglecting—the multilayer structure lead to a wrong identi-
fication of the most versatile nodes, overestimating the importance of more marginal
agents and demonstrating the power of versatility in predicting their role in propagation
processes with applications in social networks, banking networks, etc.

Prof. Alex Arenas (Barcelona, 1969) got his PhD in
Physics in 1996. In 1995, he got a tenure position at Dept.
Computer Science and Mathematics (DEIM) at Universi-
tat Rovira i Virgili, and in 1997 he became associate pro-
fessor at the same department. In 2000, he was visiting
scholar at the Lawrence Berkeley Lab. (LBL) in the Ap-
plied Mathematics group of Prof. Alexandre Chorin (Uni-
versity of California, Berkeley). After this visit, he started
a collaboration with Berkeley, and in 2007 he became vis-
iting researcher of LBL. Arenas has written more than 160

interdisciplinary publications in major peer reviewed including Nature, Nature Physics,
PNAS, Physics Reports and Physical Review Letters, which have received more than
9000 citations. He is one of the few Europeans serving as Associate Editors of the
most important publication in physics worldwide, the American Physical Society jour-
nal, Physical Review. He is in charge of the Complex Networks and Interdisciplinary
Physics section of Physical Review E. He got the James Mc Donnell Foundation award
for the study of complex systems in 2011. He was also recognized as ICREA Academia-
Institució Catalana de Recerca i Estudis Avançats, a catalan award that promotes the
most recognized scientists from Catalonia. He serve as Editor in Journal of Complex
Networks, and in Network Neuroscience. He was elected for the Steering Committee of
the Complex Systems Society in 2012. He is the leader of the research group ALEPH-
SYS.
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Good City Life

Daniele Quercia

Nokia Bell Labs

The corporate smart-city rhetoric is about efficiency, predictability, and security.
“You’ll get to work on time; no queue when you go shopping, and you are safe be-
cause of CCTV cameras around you”. Well, all these things make a city acceptable,
but they don’t make a city great. We are launching goodcitylife.org - a global group of
like-minded people who are passionate about building technologies whose focus is not
necessarily to create a smart city but to give a good life to city dwellers. The future of the
city is, first and foremost, about people, and those people are increasingly networked.
We will see how a creative use of network-generated data can tackle hitherto unan-
swered research questions. Can we rethink existing mapping tools (http://www.
ted.com/talks/daniele_quercia_happy_maps)? Is it possible to capture
smellscapes of entire cities and celebrate good odors (http://goodcitylife.
org/smellymaps/index.html)? And soundscapes (http://goodcitylife.
org/chattymaps/index.html)?

Daniele Quercia is a computer scientist and is currently
building the Social Dynamics team at Bell Labs Cam-
bridge UK, has been named one of Fortune magazine’s
2014 Data All-Stars, and spoke about “happy maps” at
TED. His research area is urban computing. His research
received best paper awards from ACM Ubicomp 2014 and
from AAAI ICWSM 2015, and an honorable mention from
AAAI ICWSM 2013. He was Research Scientist at Yahoo
Labs, a Horizon senior researcher at The Computer Lab-
oratory of the University of Cambridge, and Postdoctoral

Associate at the Massachusetts Institute of Technology. He received his PhD from UC
London. His thesis was sponsored by Microsoft ResearchCambridge and was nomi-
nated for BCS Best British PhD dissertation in Computer Science. During his PhD, he
was MBA Technology Fellow at London Business School.
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Community structure in complex networks

Santo Fortunato

Indiana University

Complex systems typically display a modular structure, as modules are easier to
assemble than the individual units of the system, and more resilient to failures. In the
network representation of complex systems, modules, or communities, appear as sub-
graphs whose nodes have an appreciably larger probability to get connected to each
other than to other nodes of the network. In this talk I will address three fundamental
questions: How is community structure generated? How to detect it? How to test the
performance of community detection algorithms? I will show that communities emerge
naturally in growing network models favoring triadic closure, a mechanism necessary
to implement for the generation of large classes of systems, like e.g. social networks. I
will discuss the limits of the most popular class of clustering algorithms, those based on
the optimization of a global quality function, like modularity maximization. Testing al-
gorithms is probably the single most important issue of network community detection,
as it implicitly involves the concept of community, which is still controversial. I will
discuss the importance of using realistic benchmark graphs with built-in community
structure, as well as the role of metadata.

He received his PhD in Theoretical Physics in 2000 at the
Department of Physics of the University of Bielefeld, Ger-
many, working on lattice gauge theories, percolation and
phenomenology of heavy-ion collisions. He switched to
complexity science in 2004, and from 2005 till 2007 he
has been postdoctoral researcher at the School of Informat-
ics and Computing of Indiana University, working in the
group of Alessandro Vespignani. From 2007 till 2011 he
has been at ISI Foundation in Turin, Italy, first as research
scientist then as a scientific leader. In 2011 he became As-

sociate Professor in Complex Systems at the School of Science of Aalto University ,
Finland. He is currently full professor in the School of Informatics and Computing at
Indiana University.
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The impact of network structure on relational machine
learning

Jennifer Neville

Purdue University

Network science focuses on analyzing network structure in order to understand key
relational patterns in complex systems. In contrast, relational machine learning typi-
cally conditions on the observed relations in a network, using them as a form of in-
ductive bias to constrain the space of dependencies considered by the models. While
recent interest in these two fields has produced a large body of research on models of
both network structure and relational data, there has been less attention on the inter-
section of the two fields–specifically considering the impact of network structure on
relational learning methods. Since many relational domains comprise a single, large,
partially-labeled network, many of the conventional assumptions in relational learning
are no longer valid and the network structure creates unique statistical challenges for
learning and inference algorithms. This talk will outline some of the algorithmic and
statistical challenges that arise due to partially-observed, large-scale networks, and de-
scribe methods for semi-supervised learning, latent-variable modeling, and sampling to
address the challenges.

Jennifer Neville is the Miller Family Chair Associate Pro-
fessor of Computer Science and Statistics at Purdue Uni-
versity. She received her PhD from the University of Mas-
sachusetts Amherst in 2006. She is currently an elected
member of the AAAI Executive Council and she was re-
cently PC chair of the 9th ACM International Conference
on Web Search and Data. In 2012, she was awarded an
NSF Career Award, in 2008 she was chosen by IEEE as
one of ”AI’s 10 to watch”, and in 2007 was selected as a
member of the DARPA Computer Science Study Group.

Her work, which includes more than 100 publications with over 5000 citations, focuses
on developing data mining and machine learning techniques for complex relational and
network domains, including social, information, and physical networks.
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Spreading influence in social networks: From
link-centric to node-centric models

Frank Schweitzer

ETH Zürich

Epidemic spreading on complex networks is well studied because nodes follow a
rather simple dynamics. Thus, the focus is mostly on how the network topology impacts
the spreading process. However, modeling the spread of, e.g., emotions in online social
networks requires us to have more refined models of the node dynamics, to calculate
cascades of spreading influence. We capture the node dynamics by means of a data-
driven modeling approach that allows us to test, and to calibrate, assumptions about
the user behavior. In my talk, I present different examples of how to complement the
topological perspective by a node-centric perspective that considers costs and benefits,
emotional responses or information processing of users.

Frank Schweitzer has been Full Professor for Systems De-
sign at ETH Zurich since 2004. He is also associated mem-
ber of the Department of Physics at the ETH Zurich. Frank
Schweitzer received his first Ph.D. (Dr. rer. nat.) in theo-
retical physics at the age of 26, and his second Ph.D. (Dr.
phil.) in philosophy of science at the age of 29, he fur-
ther earned a habilitation/Venia Legendi in Physics. In his
professional career, he worked for different research insti-
tutions (Max-Planck Institute for the Physics of Complex
Systems, Dresden, Fraunhofer Institute for Autonomous

Intelligent Systems, Sankt Augustin) and universities (Humboldt University Berlin,
Cornell University Ithaca NY, Emory University, Atlanta GA).

The research of Frank Schweitzer focuses on applications of complex systems the-
ory in the dynamics of social and economic organizations. He is interested in phenom-
ena as diverse as user interaction in online social networks, collective decisions in ani-
mal groups, failure cascades and systemic risk in economic networks, and the rise and
fall of collaborations in socio-technical systems. His methodological approach can be
best described as data-driven modeling, i.e., it combines the insights from big data anal-
ysis with the power of agent-based computer simulations and the strength of rigorous
mathematical models. Frank Schweitzer is a founding member of the ETH Risk Center
and Editor-in-Chief of ACS - Advances in Complex Systems and EPJ Data Science.
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Network analysis literacy - a socioinformatic approach

Katharina A. Zweig

TU Kaiserslautern

Why are there so many centrality indices? This is the question that puzzled me
when I started into network analysis in 2003. Borgatti showed that centrality indices are
best understood as tightly coupled to a specific kind of network flow or network process
associated with it. His main idea, that centrality indices come with a model of a network
flow or process, can be generalized to other types of data mining and quality measures.
I will thus discuss the question of responsibility when measures are used in societally
important algorithmic decision making systems, such as terrorist identification systems
which include social network features.

Katharin A. Zweig is a professor at the TU Kaiserslautern
since 2012. As a studied biochemist and computer scien-
tist, her postdoc was in the biophysics group of Prof. Dr.
Tamás Vicsek at ELTE University Hungary. With this in-
terdisciplinary background, she designed a new field of
study called Socioinformatics at the TU Kaiserslautern. It
is concerned with the impact of IT Systems on individuals,
organizations, and society at large. In her research, Zweig
first focused on understanding when to use which network
analytic measure for a meaningful interpretation of the re-

sult. Her research has now broadened to the meaningful use of other types of data min-
ing. She is a junior fellow of the German Society of Computer Science from 2013
(until 2018), was selected as a ”Digital Head” in 2014 in Germany, and won the ars-
legendi teaching prize in Engineering and Computer Science in 2017. She co-founded
an initiative called ”Algorithm Watch” in 2016 and counsels politics, churches, media
authorities and foundations with respect to the impact of algorithms on society.
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Hierarchical and Circulating Flow Structure in an
Interfirm Transaction Network

Yuichi Kichikawa1, Hiroshi Iyetomi1, Takashi Iino1, and Hiroyasu Inoue2

1Faculty of Science, Niigata University, Niigata 950-2181, JAPAN
2Graduate School of Simulation Studies, University of Hyogo, Kobe 650-0047, JAPAN

1 Introduction

In general, interactions between individuals are considered to play an important role
in the economy. For instance, firms are connected to each other directly or indirectly
through their business transactions. A firm obtains materials from suppliers and sells
its products to customers. These transactions are so essential to firms that one cannot
isolate the dynamics of individual firms from the entire economic system.

Conventionally, the industrial structure and economic ripple effects have been stud-
ied on the basis of the input-output tables [1]. Furthermore, a network-theoretic point
of view was incorporated into the input-output analysis to elucidate complex inter-
industrial flow structures [2, 3]. However, such classification of firms by industry may
be too formal for a reliable macroscopic picture of the economy.

The objective of this study is to shed an empirical light on industrial flow struc-
tures embedded in microscopic supplier-buyer relations. We first construct a directed
network from actual data of interfirm transaction relations. And then we analyze the
flow structure of the network with a special emphasis on its hierarchy and circularity.

2 Data and Method

The present analysis is based on a big data of 4,974,802 transaction relations between
1,066,037 firms in Japan, collected by the Tokyo Shoko Research, Ltd. in 2016.1 This
data virtually covers whole industrial activities in Japan. We regard firms as nodes and
transaction relations between them as directed links spanning from suppliers to cus-
tomers. Also, we assume all the links have the same weight; information on the volume
of each transaction is not available.

The directed network thus constructed is significantly heterogeneous. To extract im-
portant structural information in the network, we utilize the map equation [4]. It detects
such communities within which nodes are strongly tied bidirectionally and hence ex-
posed to common shocks with large probability; in return, the direction of flow across
the communities is biased in an either way. Also we apply the Helmholtz-Hodge de-
composition [5] to the transaction network with firms or communities as nodes, de-
composing flow on a network into two components: potential flow and loop flow. The
potential of nodes identifies their hierarchical positions in the flow structure. The loop
flow component may illuminate circulating feedback built in the industrial system.

1This is the largest connected component in the network obtained from the original data,
containing 99.3% of all active firms listed in the data.
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Fig. 1. Visualization of the interfirm transaction network in which the communities are repre-
sented simply as nodes. Here only the 50 largest communities are displayed. Node numbers are
sorted in descending order of community size. The width of each directed link for a pair of nodes
reflects the number of transactions across the pair. The nodes are aligned vertically with their po-
tential values obtained by the Helmholtz-Hodge decomposition for the coarse-grained network.
The blue arrows depict flow from upstream to downstream nodes and the red arrows, vice versa.

3 Results and Discussion

The network under study is decomposable into 80,092 communities by the map equa-
tion. A vast range of looping flow components are identified as communities, and major
communities are then characterized in terms of their regional, industry, and business
affiliations. In contrast, the transactions are sparse or polarized across the communities.
We construct a coarse-grained network with the communities as nodes and calculate the
potential of each community by the Helmholtz-Hodge decomposition.

Figure 1 is a diagram of the communities which are arranged vertically with their
potential values; basically goods and services flow from top to bottom on the diagram.
From this figure, one can sketch the hierarchical and circulating flow structure in the
interfirm transaction network. For instance, nodes 2, 6, 10, and 14 form a subgroup, all
dominated by medical, health care & welfare firms, but there is significant hierarchy
among them. Also nodes 3, 20, and 30, dominated by whole sales & retail trade, form a
rather isolated cluster. In the main body of the network, there is a large flow from node
13 to node 9. The former contains firms of whole sales & retail trade, construction, and
manufacturing, big three industries in Japan, at the average composition. The latter is
dominated by construction.

Figure 2 shows distributions of the potential values for firms classified by major cat-
egory of industry. The average potential value of each distribution describes hierarchical
characteristics of the corresponding industry. The manufacturing industry is located at
the upstream side as compared with the service industry, etc. This is consistent with the
general idea on the supply chain. However, even within the same industry, potentials
are widely distributed from upstream to downstream except for finance & insurance,
medical, health care & welfare, and government.

13

The 6th International Conference on Complex Networks &
Their Applications. Nov. 29 - Dec. 01, 2017, Lyon (France)



–0.080 –0.100 0.412 0.216

0.388 –0.274 0.348 0.353

0.000

–0.243 –0.562 –0.380 0.103

–1.252 –0.998 –0.910 –1.247

–0.188 –0.041 –1.100

Fig. 2. Distributions of the Helmholtz-Hodge potential for firms in the industry divisions. Firms
with high potential values are positioned at the upstream side in the supply chain. The figure in
each panel is the averaged value of the potential over its distribution.

These results suggest limitations of the conventional industrial classification scheme
for firms in analyzing economic activities, which may be replaced by a new one based
on the flow-based community structure in the actual interfirm transaction network.

This research was supported by MEXT as Exploratory Challenges on Post-K com-
puter (Studies of Multi-level Spatiotemporal Simulation of Socioeconomic Phenom-
ena), by a grant-in-aid from Zengin Foundation for Studies on Economics and Finance,
and by JSPS KAKENHI Grant Number 16K13375.
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Excess reciprocity distorts reputation in online social
networks

Giacomo Livan1,2, Fabio Caccioli1,2, and Tomaso Aste1,2

1 Department of Computer Science, University College London, 66-72 Gower Street, WC1E
6EA London (UK)

2 Systemic Risk Centre, London School of Economics and Political Sciences, Houghton Street,
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1 Introduction

Peer-to-peer (P2P) platforms rely on trust between users who have never interacted
before neither offline nor online. Trust is typically ensured by requiring users to build
a reputation score through digital peer-review mechanisms that allow users to rate their
peers. Given the increasingly prominent role the P2P paradigm is playing in the digital
economy, online reputation will become more and more central in our online lives. So,
it is crucial to ensure that digital peer-review systems produce reliable reputation scores.

Their current lack of regulation exposes P2P platforms to a number of biases. Game
theoretic considerations [1], and plenty of anecdotal evidence, suggest that users are
often incentivized to reciprocate ratings in order to boost or damage each other’s repu-
tations. For instance, the “5 for 5” practice of Uber drivers and passengers, i.e. agreeing
on exchanging 5 star ratings at the beginning of a ride, is a common firsthand experi-
ence of such practices, and similar phenomena have been reported in the interactions
between eBay buyers and sellers [2] and Airbnb hosts and guests [3].

We investigate this issue in three P2P platforms where ratings are binary (i.e. a rating
corresponds to either a “like” or a “dislike”), which can be conveniently represented
in terms of signed networks: Slashdot, a platform where users comment technology
related news and can label each other as “friends” or “foes”, Epinions, a platform for
crowdsourced product reviews whose users rate the usefulness of each other’s reviews,
and a collection of interpreted interactions on a set of Wikipedia pages. We investigate
the impact of reciprocity on the aggregate scores that representing users’ reputations,
and assess how their ranking is affected by reciprocity. Our results have been published
in [4], and we summarize them in the following.

2 Results

1. In all three platforms we detect excess reciprocity, both in positive and negative rat-
ings, with respect to ensembles of null network models obtained through a link rewiring
procedure that partially randomizes the original networks while retaining i) the overall
heterogeneity in the networks, ii) the reputation of each individual user (quantified by
the normalized difference between the number of incoming positive and negative links
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/ ratings), and iii) a proxy of user homophily which takes into account the natural ten-
dency of users to like / dislike the same peers.

2. We complement the above finding by testing whether the networks could sustain
higher levels of reciprocity. We find that positive reciprocity is almost “at capacity”, i.e.
the networks could not accommodate much more reciprocity than they already display.
We interpret this finding as evidence that the growth of P2P platforms is dominated by
the exchange of reciprocated ratings.

3. We find that the contribution to reputation from reciprocated (unreciprocated)
ratings in empirical networks is systematically over-expressed (under-expressed) with
respect to all the null hypotheses we investigate (see Fig. 1). We refer to this as reci-
procity bias, and we propose a simple link removal algorithm as a benchmark for a
possible platform management policy to counteract it.

0 0.5 1 1.5
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0.025

0.03

0.035

0.04
Slashdot

0 0.5 1 1.5
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0.014
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0.035
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Fig. 1. Demonstration that reputation is affected by reciprocity bias. In each plot blue (pink) solid
lines show the average contribution to user reputation from one reciprocated (unreciprocated)
rating in a null model ensemble. Blue (pink) dashes lines show the corresponding values mea-
sured in the empirical networks. Values are shown as a function of the parameter τ+, which tunes
reciprocity in the null models, divided by the reciprocity value ρ+ measured in the empirical
networks.

Summary. Our results shed light on the processes underpinning the formation of online
reputation in decentralized online environments. Being of a purely statistical nature,
they only allow us to make claims about the likelihood of detecting the patterns that are
indeed empirically observed, not on the social and psychological dynamics leading to
their emergence. The latter can be instead investigate through behavioral experiments
in controlled environments, which are currently being run by the authors and will be the
subject of a future publication.

16

The 6th International Conference on Complex Networks &
Their Applications. Nov. 29 - Dec. 01, 2017, Lyon (France)



References

1. Bolton, G., Greiner, B., Ockenfels, A.: Engineering trust: reciprocity in the production of
reputation information, Manage. Sci. 59, 265-285 (2013)

2. Resnick, P., Zeckhauser, R., Swanson, J., Lockwood, K.: The value of reputation on eBay: A
controlled experiment, Exp. Econ. 9, 79-101 (2006)

3. Fradkin, A., Grewal, E., Holtz, D., Pearson, M.: Bias and reciprocity in online reviews: Ev-
idence from field experiments on Airbnb, Proc. 16th ACM Conference on Economics and
Computation (2015).

4. Livan, G., Caccioli, F., Aste, T.: Excess reciprocity distorts reputation in online social net-
works, Sci. Rep. 7, 3551 (2017)

17

The 6th International Conference on Complex Networks &
Their Applications. Nov. 29 - Dec. 01, 2017, Lyon (France)



Graph analysis & word embedding help to perform user
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1 Introduction

Twitter is an extremely rich social media engine used by a large spectrum of users:
teenagers, businesses, politicians for campaigning or at the White House... Twitter is
the place to express whatever you have on your mind to whoever wants to read it, with
the only constraint being to say it in less than 140 characters. A key challenge is to
capture the relation between people from the content they produce, in other words, not
only the topics addressed, but also the way they are using the language gives a clue to
predict likely social interactions. Our methodology is not based on #hashtags but en-
compasses all the content of tweets (words, emojis, abbreviations...). The underlying
idea is that people that ”talk” similarly should have closely related interests. Our main
contributions are the following: (i) we develop a generic framework for social media
user classification which relies on the combined use of word embedding to capture lan-
guage and topic similarity. (ii) we construct a proximity graph from these embeddings
to perform user classification; (iii) we show that our framework can be instantiated and
used with good results for Twitter; (iv) we validate our user classification by providing
mention prediction analysis.

2 Methodology

The global framework is composed of four main phases: (i) The first one embeds the
dictionary of words used in a large text corpora (all the tweets) into a low dimensional
vector space Γ ; (ii) from the tweets of a given user A, we compute a vector represen-
tation in Γ of A making use of the word-embedding vectors; (iii) we build a graph G
of proximity between users from their coordinate in Γ ; (iv) finally, we classify users by
performing community detection on G and we forecast likely mentions.

From the tweet content, we tokenize and perform light sanitizing and use a class
of neural network models that, from the unlabeled tweet corpus, produce a vector for
each word/token in the corpus that encodes its semantic information. These vectors
are useful since they effectively capture the semantic meanings of the words. We use
Word2Vec [3], an unsupervised machine learning algorithm that embeds the dictionary
of words into a low dimensional vector space Γ (typically of several hundred dimen-
sions – 400 in our case). Word2Vec assigns to each token i a normalized vector v(i)∈Γ .
In order to embed every user u into the space Γ , we compute the barycenter cu of all
words used by u and we re-normalized the result. In this way the resulting vector lays on
the surface. We prove that such vector cu =

c̃u
||c̃u|| where c̃u =

1
k ∑k=|vocabulary of user u|

j=1 v( j)

18

The 6th International Conference on Complex Networks &
Their Applications. Nov. 29 - Dec. 01, 2017, Lyon (France)



Fig. 1. Visualization of the proximity graph built from the word embedded in Γ and 3 zooms
(blue, green, red) on specific communities. In blue the infinitive form of verbs from the 1st group
(er); in green the conjugated form of the 3rd plural person; in red time related expressions (18h)

minimizes the distance to all other points (words used by the user u) on the surface of
Γ . We then extract from the user embedded in the space Γ a proximity graph G (a user
u is linked to its k closest neighbors v that are similar enough – the cosine between u
and v is larger than α = 0.8). We can then visualize the network G using ForceAtlas2
algorithm [2] and then apply a community detection algorithm [1].

3 Results

Corpus collection. Our dataset consists of a large data corpus collected from Twitter.
Tweets may come with several types of metadata including information about the au-
thor’s profile, the detected language, where and when the tweet was posted, etc. Specif-
ically, we recorded 170 million tweets written in French, posted by 2.5 million users in
the timezones GMT and GMT+1 over three years (between July 2014 to May 2017).
These tweets were obtained via the Twitter powertrack API feeds provided by Datasift
and Gnip with an access rate varying between 15−25%.
Word network. Note that if we skip the second step we can build a proximity graph G
not for users but for the words (see Fig 1). Performing a community detection grasps
basic grammatical elements, such as the infinitive form of verbs, plurals of nouns, nu-
merical expressions... but also semantic topics (food, media...)
User network. Once user communities are computed, we label these communities ac-
cording to the most representative words employed by the users of each community: we
consider the words whose frequency in a given community is greater that the median
plus two times the interquartile range (see Figure 2).
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Fig. 2. Freq. distrib. of representative words appearing in a community of people talking about
sports (left) and news (right). All words are related to the same topic, validating the fact that our
graph construction is able to grasp real topic of discussions.

Mention prediction. To validate even further our user classification, we perform men-
tion prediction. We expect that the distance between user-vectors infers social relations
between people. We are able to predict mention between users and show the strong
correlation between the success rate and their relative distance: the more the linguistic
representation of users is similar, the more likely to mention each other.
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Fig. 3. Frequency f that, in a population of N users, one of k-closest neighbors is the most men-
tioned user (blue). The theoretical prediction f̂ in the assumption of random connection (null
model) is a linear trend (orange) . Our method outperforms the null model, especially at low k.
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1 Introduction

The influence of fairness on human decision-making is often strong enough to overcome
rationality and selfishness [1], posing a challenge to mathematical models that aim to
justify the evolution of fair behaviour. While the dynamics of fairness in two-person
interactions has been given significant attention, mostly in the context of Ultimatum
Games (UG) [2], the challenge introduced by groups has not received the correspond-
ing emphasis. Furthermore, the fact that individuals often participate in multiple groups
makes it important to understand how the interdependence between different groups
influences overall fairness. In this scenario, complex networks provide a key tool that
enables specifying with whom each individual interacts and analyse how different in-
teraction group assortments influence fairness.

Here we present a recent work [3] where we show that a single topological feature
of social networks – which we call structural power (SP), measuring the average preva-
lence of one individual in the interaction groups of another – has a profound impact on
the tendency of individuals to adopt fair strategies, in the context of Multiplayer Ultima-
tum Games (MUG) [4]. Increased fair outcomes are attained whenever SP is high, such
that the networks that tie individuals allow them to meet the same partners in different
groups, thus providing the opportunity to strongly influence each other.

1.1 Multiplayer Ultimatum Game and Structural Power

While in the 2-player UG a Proposer decides how to divide a given resource with a
Responder and the game only yields payoff to the participants if the Responder accepts
the proposal [2], in the N-player MUG proposals are made by one individual (the Pro-
poser) to the remaining N− 1 Responders, who must individually reject or accept the
proposal [4]. Since individuals may act both as Proposers and Responders, we shall
assume that each individual has a strategy characterised by two real numbers, p and q.
The Proposer will try to split the endowment, offering p to the Responders. Each of
the Responders will individually accept the offer made to the extent that his/her q-value
is not larger than the p-value of the Proposer. Overall group acceptance will depend
upon M, the minimum fraction of Responders that must accept the offer before it is
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valid. Consequently, if the fraction of individual acceptances stands below M, the offer
will be rejected. Otherwise, the offer will be accepted. In this case, the Proposer will
keep 1− p to himself and the group will share the remainder, that is, each Respon-
der gets p/(N − 1). If the proposal is rejected, no one earns anything [4]. Values of
p = 1−1/(N−1) and q = 1−1/(N−1), that provide Proposers and Responders with
similar payoffs, are denoted fair.

We assume that MUG is played over an underlying network of contacts, consid-
ering the usual group formation process of multiplayer games on networks in which
one node defines, together with his/her direct neighbours, a group [5]. This way, indi-
viduals may appear repeatedly in the interaction groups of others, which may provide
increased structural power (SP) to some individuals over others. We define the SP of
A over B as SPA,B = |I(A)∩I(B)|

|I(B)| , where I(X) represents the groups in which individual
X appears and |I(X)| represents the number of groups in I(X). One may note that, us-
ing the Kronecker δA,B to identify edges between A and B (e.g, 1 if an edge connects
nodes A and B and 0 otherwise), denoting by oA,B (overlap) the number of common
neighbours between A and B and by kx the number of neighbours of X, then the SP of
A over B is given by SPA,B =

2δA,B+oA,B
kB+1 . Intuitively, if one individual is a direct neigh-

bour of other (δA,B = 1), they will meet in at least two groups, where each one will
be the focal in each group. They will meet one more time for each of their oA,B com-
mon neighbours. If B has connectivity kB, then this node participates in kB +1 groups,
providing the proper normalisation to SPA,B The average SP of one node is defined as
SPA = |R(A)|−1∑i∈R(A) SPA,i, where R(A) is the set of individuals reached by individual
A, either directly or through a common neighbour.

To generate networks with pre-defined average SP and obtain the results portrayed
in Fig. 1, we apply an optimisation algorithm to initially random networks. The random
networks are generated by rewiring all the edges of a regular ring. Let us now assume
that we want to build a network with average SP equal to spmax. We re-organize the link
structure of the initial network using a stochastic multi-step process such that, in each
step, an edge of network is rewired at random (with no repeated edges allowed). The
move is accepted if two criteria are met: 1) the resulting network remains connected and
2) the average SP of the resulting network (spt ) increases (compared to the previous
value) or passes the following stochastic criterion: a move in which SP decreases is
accepted with probability λ (spmax−spt), where λ controls the probability of accepting
an erroneous move. That means that the probability of accepting a rewire that decreases
SP is lower as we get close to the desired SP. This is an optimisation feature similar in
spirit to the well-known simulated annealing. We used λ = 0.001.

2 Results and Conclusion

We simulate the evolution of p and q in a population of size Z, much larger than the
group size N. Initially, we equip individuals with values of p and q drawn from a dis-
cretised uniform probability distribution in the interval [0,1] containing 101 values (dis-
cretised to the closer multiple of 0.01). The fitness Fi of an individual i of degree k is
determined by the payoffs resulting from the game instances occurring in k+1 groups:
one centred on her neighbourhood plus k others centred on each of her k neighbours.
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Fig. 1. For M = 0.1 (A), M = 0.5 (B) and M = 0.9 (C), networks with increased SP foster higher
values of average p and q, i.e., strategies evolve to fairer levels. When generating networks with
higher SP, other network metrics – such as clustering coefficient, average path length and degree-
degree correlation – change (panel D), yet the increase in p and q is correlated with an increase
in SP and not with the variation in other metrics [3].

Values of p and q evolve as individuals tend to imitate (i.e., copy p and q) those neigh-
bours that obtain higher fitness values. Fig. 1 shows the average proposal p and accep-
tance threshold q that we obtain, as a function of the network SP. Clearly, high values
of SP lead to higher average values of p and q, in which case individuals adopt fairer
strategies. Our results suggest that a strong interdependence of groups taking part in
collective decisions, here quantified by means of the SP, may be central in promoting
seemingly paradoxical human features such as fairness.
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1 Introduction

Influence maximization (IM) has attracted a lot of attention due to its numerous applica-
tions, including diffusion of social movements, the spread of news, viral marketing and
outbreak of diseases. The problem can formally be described as follows: given a social
network where the relations among users are revealed, a diffusion model that simulates
how information propagates through the network and a parameter k, the goal is to lo-
cate those k users that maximize the spread of influence. Kempe et al. [3] formulated the
problem in the aforementioned manner while adopting two diffusion models borrowed
from mathematical sociology: the Linear Threshold (LT) and the Independent Cascade
(IC) model. According to both, at any discrete time step a user can be either active or
inactive and the information propagates until no more users can be activated.

In this study, we propose MATI, an efficient IM algorithm under both the LT and IC
models. By taking advantage of the possible paths that are created in each node’s neigh-
borhood, we have designed an algorithm that succeeds in locating the users that can
maximize the influence in a social network while also being scalable for large datasets.
In order to limit the computation of the possible paths and the respective probabilities
of them being “active”, we use a pruning threshold θ that reduces the running time
but also the accuracy of the influence computation. Extensive experiments show that
MATI has competitive performance when compared with the baseline methods both in
terms of influence and computation time. Due to space limitations we present only the
respective methodology and results for the MATI algorithm under the LT model.

2 MATrix Influence (MATI) algorithm

A social network is typically modeled as a directed graph G = (V,E), consisting of |V |
users represented as nodes and |E| edges reflecting the relationship between users. We
assume that T (u) = {τ1,τ2, . . . ,τM} represents the set of all possible paths that exist
in the graph starting from node u and leading to “leaf” nodes. Each path τi consists of
a sequence of nodes: τi = {ni1,ni2, . . . ,niN}. Let pτ

`,`+1, 1 ≤ ` ≤ N− 1, represent the
influence weight (probability) between two successive nodes in path τ . Then F (τi) =
{ fi1, fi2, . . . , fiN} represents the probability path for every path τi starting from node u
to be active. Each fi j is equal to ∏ j−1

`=1 pτi
`,`+1 if j ≥ 1, and 1 otherwise.
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Algorithm 1 MATILT
1: Input: G = (V,E), k . k: budget (number of seed nodes)
2: Initialize: S = /0
3: A ,Ω = CALCSTATSLT(G)
4: Q = CALCINF(A ,V ) . Q: CELF queue [4]
5: for i = 1 to k do
6: s,σ(s) = Q.top()
7: S = S∪ s
8: U =V\S
9: for each u ∈U do

10: σ(u) = Q(u)
11: for each v ∈ S do
12: σ(u)−=Ω(v,u)
13: σ(u)−=Ω(u,v)
14: end for
15: Q.add((u,σ(u)))
16: end for
17: end for
18: return S

The forward cumulative influence Ω(u,v) corresponds to the influence of node u to
v and to the nodes that can be found right after v in the paths T (u) of node u.

Goyal et al. [2] showed that the spread of a set S of nodes is the sum of the spread
of each individual node u ∈ S on the subgraphs induced by the set V −S+u:

σ(S) = ∑
u∈S

σV−S+u(u), (1)

where σV−S+u(u) denotes the total influence of u in the subgraph induced by V −S+u.
Similar to [2], we write V − S to denote the difference of sets V and S, V \ S, and
V −S+u to denote ((V \S)∪{u}).

Theorem 1 constitutes the core of the MATI algorithm under the LT model. Actually,
it is used for the calculation of the influence gain after the addition of a node x to a set
of nodes S.

Theorem 1 Under the LT model, to calculate the influence after adding a node x to a
set of nodes S, one has to subtract from the sum of the individual spread of S and x the
forward cumulative influence Ω of all the nodes that belong to set S which contain node
x in paths connecting the latter to nodes in set S. That is,

σ(S+ x) = σ(S)+σ(x)−∑
y∈S

Ω(x,y)−∑
y∈S

Ω(y,x).

Alg. 1 shows the complete structure of MATI algorithm under the LT model. CALC-
STATSLT computes A (i.e., A (S,u) is the probability the single node u to be activated
(influenced) by S) and Ω , and CALCINF returns the influence of all nodes v ∈V .
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Fig. 1: (a) Influence spread in number of nodes under the LT model for the EPINIONS
dataset. (b) Comparison of running times in seconds.

3 Empirical Analysis

We have conducted experiments in real-world datasets in order to evaluate the perfor-
mance of the MATI algorithm and compare it to state-of-the-art influence maximization
algorithms on the quality of results and efficiency. We have used four publicly available
graph datasets3: NETHEPT, WIKIVOTE, EPINIONS and EMAIL-EUALL and compared
the respective results with those of four baseline algorithms: i) Degree which considers
high-degree nodes as influential [3], ii) Greedy for which following the literature [3],
we run 10,000 Monte Carlo (MC) simulations to estimate the spread of any seed set, iii)
LDAG algorithm using locality properties as proposed in [1] and iv) SimPath algorithm
proposed in [2]. The threshold θ for the MATI algorithm is set to 0.0001.

The quality of the seed sets obtained by different algorithms is evaluated based on
the expected spread measured in number of nodes (Fig. 1a). Due to space limitations
we only present the respective results for the EPINIONS dataset. The seed sets obtained
via MATI are quite competitive in quality compared to those of the Greedy, LDAG and
SimPath algorithms. For all four datasets, the influence loss for up to 50 seeds is less
than 2%. Figure 1b reports the execution time required by various algorithms for the
LT model. In all cases, MATI is faster than the Greedy and LDAG algorithms. In all
datasets except WikiVote, MATI also performs slightly better that SimPath.
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Abstract. This work investigates criteria of performance and success of teams in
a scientific context. We leverage laboratory notebooks edited on wiki websites by
student teams participating to the international Genetically Engineered Machines
(iGEM) synthetic biology competition to uncover what features of team work
best predict short term quality (medals, prizes) and long term impact (how the
biological parts that teams engineer are re-used by other teams). This represents
a large-scale dataset of 2,000 teams over 10 years, with an average 10 students
per team, providing an unprecedented insight into the making of science.

1 Introduction

Recently, the literature has bloomed in large scale analyses of science as an object
of study, paving the way for the ”Science of science”. Pervasive to this literature
is the use of networks. Indeed, research is a collective phenomenon where any
finding relies on previous knowledge elaborated by others [1]. The co-authorship
produces a collaboration network informative on the social biases of research [2,
3], and the citation network allows to measure the impact and spread of new con-
cepts [4].

While there is a trove of large scale datasets relative to the outputs of science,
much less can be said with regards to the making of science in situ, in the labora-
tory. At the qualitative level, social scientists have been investigating this question
decades ago, with early work by Latour and Woolgar [5] exhibiting the anthro-
pological aspects of making science. Yet, such investigations have been lacking a
quantitative counterpart, in part due to technical limitations. The necessary toolkit
is nonetheless ready. For example, team metrics and their relation to team success
have been measured in collaborative coding [6], in the artistic setup of Broadway
musical [3], or in private organisations [7, 8]. Here we explore their role in the
context of scientific production.

We leverage the iGEM Competition3 of Synthetic Biology. For over 10 years,
iGEM has been encouraging students to work together to solve real-world chal-
lenges by building genetically engineered biological systems with standard, inter-
changeable parts or BioBricks. Student teams design, build and test their projects
over the summer and gather to present their work and compete at the annual Jam-
boree. A condition of participation to iGEM is that teams document their progress

3http://igem.org/Main_Page
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and results on an open wiki website4. Given the underlying structure of wikis, it
is possible to know which team member has edited which part of the wiki at what
time. Finally, teams are awarded medals and special prizes (short term impact),
and the BioBricks that they engineer can be later re-used by other teams in later
years (long term impact). In this work, we investigate how features of team or-
ganization (obtained through the wiki) affect team success (medals, prizes etc) in
this scientific context.

2 Results
We extracted team information at multiple levels, as shown in Figure 1. First, we
built a scraper to extract the wiki history and content for 1,551 teams, informa-
tion that was used to build internal team interaction networks. For each team, a
bipartite network was constructed between the wiki editors (the team students)
and the sections edited. Team networks were then reconstructed by projecting
the bipartite network on the user space, counting the number of wiki subsections
co-edited by any two students of a team. The obtained number was compared
to the expected co-edition resulting from a hypergeometric distribution and a Z-
score was computed. Finally, edges with Z > 2 were deemed significant and kept
for further analyses. Teams also collaborate with one another, and we extracted
for each year the team collaboration network. Teams produce BioBricks, and we
extracted the number of BioBricks produced and their re-use. Finally, success
measures were collected, consisting of the type of medal (None, Bronze, Silver
or Gold), number of special prizes, being a Finalist and being a Winner of the
competition.

Analysis of the data showed higher productivity per capita (number of edits, num-
ber of sections edited, number of bioparts produced) and larger time invested in
the project for teams winning higher quality medals. Moreover, we observed that
teams with higher network density, largest connected component, and a leader
with high degree were significantly more successful in the competition. Finally,
we built a classifier combining these different features together by fitting a lo-
gistic regression model with cross-validation. The classifier was able to predict
winning teams with an Area under the ROC Curve AUC = 0.8, showing the high
degree of relevance of the captured features with the observed outcome.

3 Discussion and future prospects
The iGEM competition offers a model system to understand the making of sci-
ence in a controlled context. Here we have leveraged the publicly available data
from the competition by making use of the open wiki websites. Future prospects
consist in exploring the finer-grained judging data currently being obtained from
the iGEM HQ. For each team, 6 judges rate 60 criteria from 1 to 5, quantifying
project creativity and quality5. By accessing this data, we will have an unprece-
dented insight into how science quality is assessed, the variability of the assess-
ment between judges, as well as what features correlate with more subjective
metrics such as project creativity.

4To see an example wiki: http://2016.igem.org/Team:LMU-TUM_Munich
5http://2017.igem.org/Judging/Rubric
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Fig. 1. Overview of the dataset. Over 10 years, 2,000+ teams have participated to the iGEM
competition. Team internal networks are reconstructed from wiki notebooks co-edition. Teams
collaborate with one another, forming a collaboration network. They produce BioBricks by com-
bining previously made BioBricks or engineering new ones. Finally, team success is determined
by the prizes and medals they receive, as well as their BioBricks re-use by other teams.
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Modular decomposition of protein structure
using community detection
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1 Introduction

Proteins are key to all cellular life, as the components which carry out almost all func-
tions within the cell. Analysing the set of solved protein structures (as stored in the
Protein Data Bank [6]) may reveal common organisational and evolutionary principles,
and assist in identifying conserved regions of protein structure.

In this work, a given protein structure is abstracted into an undirected, weighted
network, in which either the atoms or the amino acids of the protein correspond to
vertices. Edges are generated using a simple distance threshold. This allows the pattern
of bonding within the protein to be explored using existing network analysis methods.
This method has previously shown promise in identifying key amino acids for allostery
[1] and for protein stability [3].

Using community detection (specifically the Infomap algorithm [7]), highly intra-
connected regions of the network can be found. These are then mapped back onto re-
gions of the protein’s structure. This analysis can be carried out across large numbers
of structures, in order to find regions of structure that may be repeated across distinct
proteins. The number and arrangement of the resulting communities can also be inves-
tigated, as a potential description of the protein’s topology.

2 Results

The community structure at a given length scale can be compared with existing anno-
tations on the protein structure by treating the community structure and the existing
annotation as two descriptors of the protein sequence. The Jaccard index can then be
used to compare the “generated” and “expected” arrays [5]. In this work the PFAM
sequence domains [4] are compared to the community structure. A modified version
of the Jaccard index is used, which does not penalise community structure generated
outside the regions of PFAM classification. The significance of the resulting match can
be found using the z-score, with null models preserving the total number of commu-
nities, and the number of boundaries between communities. Figure 1 shows significant
agreement between the regions of the protein corresponding to PFAM domains, and the
regions corresponding to communities.
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Fig. 1. Histogram showing the z-score for the Jaccard index between the generated community
structure, and the PFAM domains, for ∼ 1000 test proteins, showing that in many cases the agree-
ment is extremely significant. Here protein residue networks are used, with a distance threshold
of four times the respective covalent radii.

In addition to the communities’ intrinsic value as globular (possibly conserved) sub-
units, the arrangement of the communities may give insight into the protein’s topology.
This was investigated by generating condensation networks in which the nodes of the
network correspond to communities on the original network, linked if an edge links the
original communities. Grouping proteins according to their condensation network may
reveal common domain architecture. Figure 2 shows the set of condensation networks
for the 12,000 proteins studied so far. The proteins corresponding to each condensa-
tion network are displayed interactively at tcm.phy.cam.ac.uk/∼wpg23. Enriched Gene
Ontology (GO) terms [2], detailing potential functional classes, are also displayed.

Fig. 2. The condensation networks found from the domain-level Infomap community structure of
residue contact networks, from a dataset of 6,000 proteins. 129 condensation networks are shown,
with networks corresponding to only one protein excluded. Node size indicates the number of
proteins corresponding to each condensation network. The member proteins and associated GO
terms for each network can be found at tcm.phy.cam.ac.uk/∼wpg23.

32

The 6th International Conference on Complex Networks &
Their Applications. Nov. 29 - Dec. 01, 2017, Lyon (France)



References

1. Amor, B.R., Schaub, M.T., Yaliraki, S.N., Barahona, M.: Prediction of allosteric sites and
mediating interactions through bond-to-bond propensities. Nature Communications 7 (2016)

2. Ashburner, M., Ball, C.A., Blake, J.A., Botstein, D., Butler, H., Cherry, J.M., Davis, A.P.,
Dolinski, K., Dwight, S.S., Eppig, J.T., et al.: Gene ontology: tool for the unification of biol-
ogy. Nature Genetics 25(1), 25–29 (2000)

3. Delmotte, A., Tate, E.W., Yaliraki, S.N., Barahona, M.: Protein multi-scale organization
through graph partitioning and robustness analysis: application to the myosin–myosin light
chain interaction. Physical Biology 8(5), 055010 (2011)

4. Finn, R.D., Coggill, P., Eberhardt, R.Y., Eddy, S.R., Mistry, J., Mitchell, A.L., Potter, S.C.,
Punta, M., Qureshi, M., Sangrador-Vegas, A., Salazar, G.A., Tate, J., Bateman, A.: The PFAM
protein families database: Towards a more sustainable future. Nucleic Acids Research 44(D1),
D279–D285 (Jan 4 2016)

5. Fortunato, S., Hric, D.: Community detection in networks: A user guide. Physics Reports 659,
1–44 (2016)
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1 Introduction
Protein interaction networks (PINs) allow the representation and analysis of biologi-
cal processes in cells. Because cells are dynamic and adaptive, these processes change
over time. One example of adaptive regulation is the change of gene expression, which
may occur at very different time scales [1]: responses to environmental signals take
minutes [2], and developmental changes take days in C. elegans [3] and years in hu-
mans [4]. This change in protein expression results in an altered protein abundance in
an organism.

Thus far, research has focused either on the static PIN analysis or the temporal na-
ture of gene expression. By analysing temporal PINs using multilayer networks [5],
we want to link these efforts. The construction and analysis of temporal PINs gives
insights into how proteins, individually and in their entirety, change their biological
functions. In our investigation, we find that modular structure in the roundworm C. ele-
gans’ PIN changes during development. Using gene ontology (GO) terms, we connect
this structural change with a reorganisation of biological functions. To our knowledge,
our results represent the first direct identification of dynamic modular structure in PINs,
despite having been hypothesised more than a decade ago [6].

2 Data sets
We use the mutlilayer network constructed in [7]. It consists of a total of N = 4,792
proteins. Interactions between them are aggregated from BioGrid [8] and other pro-
tein interaction databases. This gives a monolayer network of all protein interactions,
as shown in Fig. 1. Each layer is then constructed as a subnetwork consisting of all
proteins expressed at that developmental stage and all interactions between them. The
gene expression information for six developmental stages (blastula, gastrula, embryo,
nematode, prime adult, and life cycle) is extracted from the Bgee repository [9]. The
layers consist of a variable number of nodes, ranging from 2,848 in the gastrula stage
to 4,755 in the nematode stage.

After the construction of the layers, we connect them with interlayer edges of differ-
ent strength ω . In this abstract, we illustrate results only for ω = 0.1, but we will present
results for multiple values in the oral presentation. We exclusively connect two nodes
in layers of successive developmental stages and if they represent the same protein.
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Fig. 1. Left: Temporal PIN links temporal gene expression with static PIN. Example given for
T = 3 time points and N = 7 nodes. Right: Alluvial plots of the developmental modular struc-
ture of C. elegans’ PIN . Rectangles represent modules of nodes with their width indicating the
module’s size. The most left rectangle in purple represent all proteins that are not expressed in a
given developmental stage. The width of the gray lines indicate the overlap between modules in
temporally adjacent layers and thus give a strength of transition from one developmental stage to
the next.

3 Results
Because the functionality of biological processes change during the development, we
suspect that modular structure also changes during development. To test this hypothesis,
we detect and analyse the modular structure in the developmental PIN of C. elegans.
We use GENLOUVAIN [10], a modularity optimisation method suited for multilayer
networks, for the community detection.

The detected modular structure (see Fig. 1) consists of two facets: The network
is organised in modules inside each layer and modules change over time (i.e., across
layers). The modular structure inside each layer gives an indication of the functional
organisation of the proteins at a given developmental stage. The modules vary in size
and the number of modules in each layer ranges from eleven to more than twenty.

We use GO enrichment to test whether the detected structural modules consist of
proteins with a mutual function. We use a significance level of 0.05 and use Bonferroni
correction to take into account the problem of multiple comparisons, because we test
the enrichment of more than 2×106 GO terms. The large modules tend to show enrich-
ment for fairly broad terms, such as ‘protein binding’; and the smaller modules, show
more specific terms, such as ‘embryo development’ and ‘proteasome complex’. This is
consistent with earlier results, which show that, different GO terms tend to be enriched
at different module sizes [11].

The modules are often enrichmed for many different GO terms at the same time.
For example, module 9 (marked in light green) of blastula stage is enriched for approx-
imately 50 terms. Amongst them are many terms that reflect different developmental
processes like ‘embryo development’, ’larval development’, ’hermaphrodite genitalia
development’, and ’reproduction of symbiont in host’.

We find that some parts of modular structure stay similar during the developmental,
whereas others undergo considerable change. The reconfiguration of modular structure
over time can give additional insights into the adaptive function of a cell. To give one
example, we focus on module 5 (marked in red) of the nematode stage. GO enrich-
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ment indicates that its dominant function is ‘embryo development’. Its members are in
three different modules at the next stage ‘prime adult’. This suggests that this function
may adapt and is now distributed across those three modules. To investigate this fur-
ther, we separately examine the GO enrichment for each of these three groups of nodes
that change their module. We find that all three of them have enriched ‘embryo devel-
opment’, but one of them has a much stronger enrichment for ‘ubiquitin-independent
protein catabolic process via the multivesicular body sorting pathway’. This suggests
that multivesicular body sorting pathway is connected to the embryo development.

Summary. We represent the PIN of the nematode C. elegans during development as
a mutlilayer network. By investigating modular structure in this network, we detect a
partial reconfiguration of its communities with development. Further comparison of the
modular structure with gene ontology annotations hints at biological functions of the
modules of proteins. By examing the structural change of modules from one develop-
mental stage to the next we are able to detect modules that break apart or combine. This
hints at functional change such as a strengthening of subfunctions.
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1 Introduction

In recent years a number of biological networks have been mapped and have attracted
the attention of network scientists. Most recently, technical advances in mapping chro-
matin 3D interactions inside the nucleus have allowed us to start studying networks of
genomic elements. The conformation of the genome as well as the presence of specific
modifications on the DNA (epigenomic marks) and binding of proteins (transcription
factors) to the DNA are fundamental in regulating the expression of genes, that ulti-
mately shapes cells and their behaviour. Many datasets are available detailing the loca-
tion of these epigenetic features along the genome, but only recently we have been able
to put these data into the context of the 3D chromatin structure. Interactions have been
shown to exist between different genes (linking gene promoters between them) and
also between genes and their regulatory regions, spanning varying genomic distances
and even uniting different chromosomes. We apply network methods to integrate these
different data types and to unveil chromatin organizing principles.

2 Results

Here we present a method which uses assortativity of specific epigenomic marks (in-
cluding chromatin modification and transcription factor binding sites) to identify which
factors are mostly responsible for the 3D organization of chromatin. Assortativity has
been used in the past to identify networks in which preferential contacts are established
between nodes that share certain properties (for example ethnicity was shown to be as-
sortative in school networks and happiness on twitter networks [3, 1]. In our case, we
suggest that proteins whose binding peaks are assortative in the chromatin network are
likely major players in establishing the 3D contacts.

Assortativity identifies main structural determinants of chromatin 3D structure
We used close to 80 epigenomic features mapped along the genome in mouse embry-
onic stem cells (as a binary variable defined in 200bp windows), a very well char-
acterised biological system [2], and combined these data with networks of chromatin
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interaction in the same cell type determined using Promoter Capture HiC (denoted as
PCHiC networks here) [?]. In these networks each node represents a genomic fragment
(mean length 5kb) and an edge is present if two chromatin fragments are found to be
interacting in 3D [5]. For each fragment, we calculated the proportion of fragment cov-
ered by each feature and called the average of this value across the genome abundance.
We then calculated the assortativity of the abundance of each genomic feature (ChAs)
and plotted it against the abundance. The features with high assortativity despite having
moderate abundance are likely to be important determinants of 3D genome organization
(Fig.ChAs).

We find many features with significantly higher ChAs than expected at random and
identify binding sites of proteins that are known to be involved in chromatin organiza-
tion (Polycomb) as the most assortative features [4] (Fig.ChAs).

Characterising interactions between promoters and regulatory regions The PCHiC
network can be split into 2 subnetworks: 1) the network of contacts between genes
(promoter-promoter contacts, PP) and 2) the network uniting genes with their regulatory
regions (promoter- other end contacts, PO). Due to the chosen experimental technique,
we do not have any coverage of the contacts not involving promoters. Interestingly we
observe pronounced differences in the ChAs values of some features in these two sub-
networks, suggesting that different factors mediate different types of contacts.

Importantly, we notice differences in the ChAs value of different forms of RNA
polymerase in the PP and PO networks. RNA polymerase is a protein involved in tran-
scription and it is found in various states which are associated with different phases of
RNA transcript production, from a paused state to the actively elongation state. Active
elongation is thought to depend on contacts betwee regulatory regions and the gene it-
self. Whereas in the PP subnetwork all forms of RNA polymerase have equal ChAs, the
ChAs of non-elongating forms is reduced in PO contacts. This suggests that promot-
ers occupied by polymerase are in preferential contact between them but preferential
contacts with regulatory regions are only established for the actively elongating form.

Network properties associated to different chromatin features Performing a topo-
logical analysis and defining overlapping modules on the network using Moduland [6],
we further showed that characteristic topological properties of nodes occupied by dif-
ferent epigenomic features. For example, nodes occupied by the main organizers of
3D structure (Polycomb proteins) are found to have high betweenness centrality but
low bridgeness (number of overlapping modules that a node belongs to), suggesting
that Polycomb is not involved in contacts between different chromatin modules. RNA
polymerase is found to have high betweenness and high bridgeness, suggesting that it
mediates contacts between different chromatin modules. On the contrary, the elongat-
ing form of RNA polymerase is enriched in nodes with low betweenness and centrality,
suggesting that they would remain more peripheral.
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3 Conclusion

These findings recapitulate known biology, as far as the major role of polycomb is
concerned, and offer new insights about the important role of elongation in contacts
between regulatory elements and their target genes. The framework established is very
general and enables studying the 3D organization and role of different genomic features.

Fig. 1. Graphical summary of the network analysis. A) Chromatin contact network showing larger
connected components and mapping of genomic features on the network nodes. B) Chromatin
Assortativity (ChAs) of features versus bridgeness of nodes occupied by those features. C) Sum-
mary table of network statistics for nodes with particular chromatin features. D) ChAs values for
different states of RNA pol II in PP and PO subnetworks.
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1 Introduction

Deciphering the complex patterns of interactions between macro-molecules in a cell is
of crucial importance in systems biology. Graph theory offers abstractions necessary
to represent molecular interactions and to study them from a mathematical perspective,
aiming to uncover patterns in their interconnectedness that could be linked to biolog-
ical reality. Notably, binary graphs have been widely used to capture the interactions
between pairs of genes. Graphlets [2, 3] and their statistics have been introduced and
used as an underlying to study these binary representations with objectives such as:
comparing biological networks, uncovering their functional organisation principles, re-
lating the wiring patterns of genes in molecular networks with their biological functions
[4, 8].

However, molecules often do not interact solely in a pairwise fashion and the binary
graph formalism cannot capture comprehensively their multi-scale organisation [5, 6].
For instance, we could not construct a network representing protein complexes and the
ways they relate to each other if we only used binary relationships between proteins, as
many of the proteins could not function in isolation outside the complex.

To overcome this limitation, we model an intra-cellular molecular system using a
generalisation of graphs, hypergraphs [1, 5, 6]. In this new framework, representing a
network of protein complexes comes naturally with each hyperedge corresponding to
a set of proteins forming a specific complex, hence representing effectively protein
complexes as illustrated on Figure 1. To uncover the functional information contained
in the hypergraph-based models, it is necessary to develop tools to analyse the topology
of hypergraphs.

2 Methods

In this project, we investigate hypernetworks that model multi-scale organisation of
interacting molecules using an extension of graphlets to hypergraphlets. Jose Lugo-
Martinez et al. [9] introduced a version of hypegraphlets, but the definition they used
is not fit for relating the topology with biological function, since they relied on a
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non-standard definition of sub-hypergraph. Here, we correct for this and introduce hy-
pergraphlets as small, connected, non-isomorphic, induced sub-hypergraphs of a real-
world hypernetwork. We effectively use them to capture the local wiring patterns around
a node in a hypergraph. Within a hypergraphlet, we also define automorphism orbits
analogously to those in graphlets; informally, they can be viewed as nodes that can be
swapped without changing the topology of the hypergraphlet. Considering all 1-node
to 4-node hypergraphlets, there are a total of 472 different orbits. Figure 2 gives a rep-
resentation of the 10 orbits occurring within the 2- to 3-nodes hypergraphlets.

We use hypergraphlets to extend graphlet-based statistics and analytics framework
to mine several hypergraphs that model protein-protein interactions, protein complexes,
biological pathways, drug-target data, and gene-disease data. In this study, first we use a
clustering and enrichment analysis to investigate if similarly wired proteins in a hyper-
network have similar biological roles. Then we use a Canonical Correlation Analysis
(CCA) to test if specific biological functions are performed by proteins having specific
wiring in a hypergraph.

We demonstrate a relationship between the topology of these hypergraph represen-
tations of the multi-scale molecular organization and biological function unveiled by
our new notion of hypergraphlets and tools that utilize them to mine these rich, com-
plex data.

P49810

Q9NZ42 Q92542

Q8WW43

Q96BI3
P49768

O00548

Fig. 1. An illustration of an hypergraph for three protein complexes that share proteins (identified
by their UniProt IDs). The data was collected from CORUM database [7]. It represents complexes
corresponding to sub-units of gamma secretase.
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1 Background

Cancer is a leading cause of morbidity worldwide. It is a complex genetic disease in
which the genomes of normal cells accumulate somatic mutations and other alterations
that are eventually perturbing vital cellular functions. Recent advances in DNA se-
quencing technologies have enabled identification of somatic mutations across tumor
genomes and exomes of individual patients [1]. These somatic mutations provide a new
and rich source of data for addressing many challenges in cancer research, such as iden-
tifying driver genes (i.e., genes whose mutations lead progression of oncogenesis), strat-
ifying patients into biologically meaningful classes with different clinical outcomes and
creating new opportunities for development of successful personalized treatment strate-
gies [2]. Cancer is also a highly heterogeneous disease with large genetic diversity even
between tumors of the same cancer type. Namely, two clinically identical tumors rarely
have a large set of common mutated genes. Moreover, very few genes are frequently
mutated across tumor samples. This makes the use of somatic mutations for identifi-
cation of driver genes, as well as for patient stratification into subtypes, much harder
[3, 4, 1]. However, despite this genetic diversity between tumor samples, the perturbed
pathways are often similar [1]. Therefore, integration of somatic mutations with other
genomic data, such as with molecular networks that contain pathways, is a promising
direction for addressing these problems.

2 Contributions

We present a versatile patient-specific data integration (fusion) methodology [5] capable
of: 1) uncovering patient subgroups (stratification) with prognostic survival outcome, 2)
predicting novel driver genes and 3) repurposing drugs, i.e., predicting new candidate
drugs for targeting mutated gene products in individual patients and that can be used in
treatment of identified patient subgroups. To our knowledge, this is the first method that
can address all three challenges simultaneously.

Our methodology, is based on the Non-negative Matrix Tri-Factorization (NMTF)
technique, initially proposed for dimensionality reduction and co-clustering problems in
machine learning [6]. It approximates (factorises) a high-dimensional, n1 ×n2 data ma-
trix R12, representing relations between n1 elements from type 1 and n2 elements from
type 2, as a product of three non-negative, low-dimensional matrices: R ≃ G1H12GT

2 ,
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where G1 is the cluster indicator matrix for the first type (grouping the n1 elements
of type 1 into k1 ≪ n1 clusters), G2 is the cluster indicator matrix for the second type
(grouping the n2 elements of type 2 into k2 ≪ n2 clusters), and H12 is the compressed
representation of R12 that relates the n1 clusters of type 1 to the n2 clusters of type 2. The
clustering interpretation of low-dimensional matrices and their previously established
relatedness to the k-means clustering has enabled the use of NMTF in co-clustering
problems [7]. Recently, there has been a significant development in the use of NMTF in
data fusion because of its ability to extend to any number of interrelated data types by
simultaneously decomposing their relation matrices. This has provided us with a valu-
able framework for fusion (integration) of any number and type of interrelated hetero-
geneous datasets [8, 9]. NMTF has demonstrated a great potential in addressing various
biological problems, such as disease association prediction [8], disease gene discovery
[10], protein-protein interaction prediction [11] and gene function prediction [12].
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Fig. 1. Top left: The relationships between the integrated datasets. Somatic mutation profiles
(SMP), encoded into matrix R12, relate the patients to their mutated genes. The molecular in-
teraction network (MN), encoded by its Laplacian matrix L2, relate genes that interact together.
Drug-target interactions (DTI), encoded into matrix R23, relate drugs to the genes that they are
targeting. Finally, drug chemical similarity network (DCS), encoded by its laplacian matrix L3,
relate chemically similar drugs. Top right: Our data fusion model. To integrate all data, we
simultaneously decompose the somatic mutation profiles (matrix R12) and the drug target inter-
actions (matrix ) into the product of lower dimensional matrix factors. The key point is in sharing
the same matrix factor G2 (the cluster indicator matrix of genes) across the decomposition, which
allows learning from all datasets. Bottom: Our optimization problem. To simultaneously de-
compose R12 and R23, we optimize the presented objective function using an iterative solver
based on multiplicative update rules.

In our framework, which is illustrated in Figure 1, we use NMTF to integrate so-
matic mutation profile (SMP) data of 353 serous ovarian cancer patients from TCGA
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[3] with molecular networks (MNs) from BioGRID[13] and KEGG [14], drug-target
interaction (DTI) and drug chemical similarity (DCS) data from DrugBank [15]. We
perform consensus clustering by using NMTF to simultaneously cluster patients, genes
and drugs based on the evidence from all datasets. First, from the cluster indicator
matrix of patients, G1, we stratify patients into three groups. We observe significant dif-
ference in survival outcomes between these groups, as well as a good agreement with
other clinical data. Second, from the cluster indicator matrix of genes, G2, we iden-
tify clusters enriched in known driver mutations; we postulate genes strongly related
to known driver genes in these clusters as potential drivers genes, i.e., genes respon-
sible for ovarian cancer progression. Our predicted driver genes have good agreement
with the literature. Finally, we use the matrix completion property of NMTF to predict
new drug-target relations and to identify new drug candidates that could be used for
repurposing and treatment of identified ovarian cancer patient groups. Furthermore, we
evaluate the influence of all combinations of datasets onto the accuracy of drug-target
predictions by performing a 5-fold cross validation. We show that the highest accuracy
is achieved when all datasets are taken into account, proving the utility of integrating
all considered datasets.
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1. Introduction 

Group living animals rely on the transfer of information for an optimal exploi-

tation of their habitat. Thus, the network structure of these societies should permit 

fast access to information to all individuals. Network’s structures, however, may 

differ between societies or species, and these differences may affect information 

transmission and/or network resilience. For instance, in macaque societies, a taxon 

comprising ~20 species that live in multi-male/multi-female groups, network 

structure seems to differ according to dominance style: despotic or egalitarian. In 

despotic species, social networks are more modular, centralized, and less dense 

than networks of egalitarian species [1]. High modularity and centralization may 

produce structures similar to scale-free networks, and thus increase the risk of 

network disruption in case central individuals disappear. Conversely, in egalitarian 

societies, the low modularity and centralization of networks may produce more re-

silient networks. In support of this, two separate studies, one on Barbary macaques 

and other in chimpanzees (an egalitarian and despotic species respectively) 

showed that the network of Barbary macaques was resilient even after deleting 

20% of the most central individuals; whereas that of chimpanzees was disrupted 

just after deleting the most centralized individual [2-3]. No study, however, has 

investigated whether there are systematic differences in the resilience of networks 

of despotic and egalitarian macaques.  

The goal of the present study thus is to compare network resilience in despotic 

and egalitarian macaques. To do so, we make use of the individual-based model 

GrooFiWorld (Grooming and Fighting). We used this model because it reproduces 

network’s features as well as behavioral patterns like those described in despotic 

and egalitarian macaques [1, 4-5]; and thus it makes it a perfect candidate to study 

and compare network resilience of despotic and egalitarian macaques while con-

trolling for several confounding factors that cannot be controlled in nature (e.g. 

group composition, number of interactions). 

2. Methodology 

The model  

GrooFiWorld is a spatially-explicit model in which individuals move and inter-

act according to simple rules of thumb [4-5]. On encountering a partner, they can 

either interact in a negative (fight) or positive (groom) way. They fight if the risk 

of losing is low, otherwise they may groom its partner. These simple rules are 

enough to generate behavioral and network patterns similar to those of macaques. 
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Further, when intensity of aggression changes from high to low, the behavioral 

and network patterns also change, from those resembling despotic societies to 

those resembling egalitarian [1,4-5]. Using this model, we ran simulations at high 

and low intensity of aggression (to recreate ‘despotic’ and ‘egalitarian’ societies) 

and five different group sizes (10, 20, 30, 40, and 50). We ran 100 replicates per 

combination of parameters. A total of 600 grooming networks were built from the 

data collected (6000 interactions). Due to space limitations, here we only show the 

results for groups of 30 individuals; nevertheless, results remain qualitatively the 

same for all other group sizes. 

Deletion simulations to compare resilience properties 

To study network resilience, we deleted 20% of the most central nodes (those 

with the highest degree) in the network (target deletion) and compared the result-

ing network structure with that obtained when deleting nodes at random (random 

deletion). After each deletion, we measured the following global network metrics: 

1) diameter, 2) clustering coefficient, 3) modularity, and 4) global efficiency. To 

compare the differences between target and random deletions, we ran Generalized 

Linear Mixed Models (GLMM) with networks as random factors to deal with re-

peated measures on network global metrics over the successive node deletions. 

The dependent variable was the global metric and the predictor variable the type 

of deletion. Similarly, to compare resilience of the networks according to domi-

nance style, we also ran GLMM with networks as random factor. The dependent 

variable was the change in the global metric after target deletion, and the predictor 

variable was dominance style: despotic or egalitarian. 

3. Results 

GLMM showed significant differences between target and random deletions for 

all network metrics and for both despotic and egalitarian societies (Tables I, II). In 

target deletions, the diameter and modularity of the network increase whereas 

clustering coefficient and global efficiency decrease more rapidly than in random 

deletions (Table I). 

  
DESPOTIC EGALITARIAN 

Metric Factor Value (SE) t-value p-value Value (SE) t-value p-value 

Diameter 
Intercept 3.54 (0.06) 56.52 <0.001 2.15 (0.02) 99.27 <0.001 

Target vs Random 0.13 (0.01) 11.77 <0.001 0.02 (0.00) 6.29 <0.001 

CC 
Intercept 0.63 (0.00) 166.47 <0.001 0.71 (0.00) 220.40 <0.001 

Target vs Random -0.02 (0.00) -28.07 <0.001 -0.01 (0.00) -16.17 <0.001 

Mod 
Intercept 0.20 (0.01) 31.08 <0.001 0.18 (0.01) 26.67 <0.001 

Target vs Random 0.04 (0.00) 27.93 <0.001 0.01 (0.00) 6.88 <0.001 

GE 
Intercept 0.94 (0.01) 133.26 <0.001 1.07 (0.01) 196.28 <0.001 

Target vs Random -0.04 (0.00) -24.20 <0.001 -0.01 (0.00) -11.31 <0.001 

Table I. GLMM between target and random deletions in despotic and egalitarian artificial societies (n=30). CC 

= clustering coefficient; Mod= modularity; GE= global efficiency. 
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Further, in despotic societies, the change in the value of the network metrics 

was greater than in egalitarian societies (Table II). However, we did not observe 

network disruption, neither in despotic nor in egalitarian societies. 

4. Discussion 

In the present study, we investigated whether network resilience differed be-

tween artificial despotic and egalitarian macaque societies. Our results showed 

that in both types of societies, deleting the most central nodes had a more deleteri-

ous effect than when nodes were deleted at random; suggesting then, that central 

individuals aid in the maintenance of group cohesiveness and fast information 

transmission. When comparing networks of despotic and egalitarian, we found 

that after target deletions networks of despotic societies became less efficient than 

those of egalitarian; however, in no case network disruption was observed. This 

suggests that despite differences in network structure, networks of egalitarian and 

despotic societies may be adapted to be resilient. Our results, however, should be 

taken with caution since they await empirical confirmation. If confirmed, they in-

dicate that network’s properties making it resilient may be favored by natural se-

lection, and that a trade-off may exists between centralized societies with fast in-

formation transmission and decentralized societies with low information trans-

mission but great cohesiveness. Whether this may also constraint the individuals’ 

behavioral patterns underlying network structure deserves further investigation. 

Metric Factor Value (SE) t value P-value 

Diameter 
Intercept 0.55 (0.03) 17.08 <0.001 

Ega vs Des -0.45 (0.05) -9.97 <0.001 

CC 
Intercept -0.04 (0.00) -21.86 <0.001 

Ega vs Des 0.03 (0.00) 10.66 <0.001 

Mod 
Intercept 0.09 (0.00) 20.60 <0.001 

Ega vs Des -0.07 (0.00) -10.94 <0.001 

GE 
Intercept -0.12 (0.00) -64.99 <0.001 

Ega vs Des 0.09 (0.00) 35.03 <0.001 

Table II. GLMM between despotic and egalitarian artificial societies (n=30). CC = clustering coefficient; Mod= 

modularity; GE= global efficiency; Ega= egalitarian; Des= despotic. 
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1 Introduction

Following the sequencing of the human genome in 2003, we entered in the genomic era.
Thanks to the automation of biological processes, biologists are now able to generate
lists of p-value associated genes containing thousands of genes. These p-values allow
one to reject the null hypotheses that genes are not related to a phenomenon of inter-
est. For instance, the p-value is the probability that the corresponding gene product has
such a low concentration in the cell or such a small activity if the null hypothesis was
true. Extreme p-value supports the rejection of the null hypothesis. High throughput
technologies used to generate these gene lists are often imperfect, leading to false de-
tections. Here we will exemplify the methodology using an RNA interference (RNAi)
screen. Such screens are called functional screening; each gene product is repressed or
induced and the cell fate related to the biological process of interest is further quantified
and transformed into a p-value. For example, if after gene repression, cells proliferate
significantly more than the negative control case, a low p-value will be associated to
this gene.

Here we propose to take into account known interactions between pairs of genes,
organized in a network, to prioritize gene selection in RNAi functional screening data.
In the network, nodes are genes and the links ei, j correspond to pairs of interacting
genes i and j. We use undirected networks, either weighted (ei, j is a positive scalar) or
not (ei, j equal 0 or 1). The aims of this network based prioritization are, among others,
to reduce false discovery rate (FDR) and to facilitate biological pathway identification.

Our hypothesis is that interacting genes have higher chance to have similar p-values.
In the dataset analyzed, the observed extreme values are two-sided. However, we per-
form a one-sided test, leading to enriched amounts of genes associated with low p-
values (called negative hits) and with high close to 1 p-values (positive hits), as shown
Fig. 1a. Our aim is then to select in the network positive and negative gene hits sep-
arately that are clustered together. We herein present and extend our work recently
published [5].
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2 Network segmentation with Markov Random Field energy
minimization

For each gene, we aim at identifying a label, either 1 (positive hit), -1 (negative hit) or
0 (non-hit), based both on its own p-value and the p-values of its neighbor genes in the
network. Similar to what was done in image segmentation with a simpler and regular
network [3], we propose to use a Markov Random Field (MRF) model, considering each
node depends only on its first neighbors in the graph. With three labels, it corresponds
to the Potts model, being an extension of the 2-labels Ising model as introduced in
statistical physics.

Let X be the vector of -1/0/1 labels to be inferred and Z the vector of observed
p-values. We define the following energy, sum of a potential energy Epot depending
solely on p-values and an interaction energy Eint depending on the network only, to be
minimized:

E = Epot +Eint = ∑
i

∑
k
− log( fk(zi)).Id(xi = k)+β ∑

i
∑

j
ei, jId(xi 6= x j) (1)

The first term is the sum of an individual energy for each gene i. If the gene is
a non-hit (label xi = 0), its p-value follows a uniform f0 probability density and the
corresponding energy is zero. If gene i is a hit (xi = k = ±1), its potential energy is
− log( fk(pi)). Here fk is the density function of one of the two alternative hypothe-
sis, for which we chose a beta law with parameters (1,a) or (a,1): f−1(z) = aza−1 or
f1(z) = a(1− z)a−1 with 0 < a ≤ 1. The case a = 1 corresponds to the uniform distri-
bution, and decreasing a values lead to more peaked distributions around zero (Fig. 1a).
Interestingly, this parameter a can be related with False Discovery Rate (FDR) for the
hit detection when the prior information given by the network is not taken into account
(β = 0). This yields a simple way to either calibrate this parameter or to interpret the
detection results for a given value of a. If pi < p∗i , where p∗i is the p-value correspond-
ing to f−1(p∗i ) = 1, the potential energy minimization will favor the negative hit label
(xi =−1). The second term, the network a priori, is parametrized by β . If two neighbor
genes i and j have different labels, the energy function provides a penalization (energy
> 0) equal to 2βei, j, where ei, j is the weighted score of the link in the network. We then
define x̂ as the vector minimizing this energy: x̂ = argminx E(x).

Classically, the energy can be minimized using Gibbs sampling or graph cut pro-
cedures [2]. We built an R wrap-up from the maxflow C++ library for the graph cut
procedure. This library is developed by the authors of the BK algorithm [1].

3 Results

We showed previously that this procedure performs the best among other published
methods using independent simulated data, and that in an RNAi screen relevant biolog-
ical processes were found enriched among the list of hit genes [5]. Increasing β leads to
more clustered genes with the same label until β = β∗ where the same label is assigned
to all genes. This ’dominant’ label is the non-hit (k = 0) as we expect more genes do
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not participate to the biological process of interest. A score was then defined as the
amount of tested β values for which the gene was a hit further multiplied by the degree
of the gene. For the sake of visualization, Fig. 1b shows a smaller 500 nodes network
overlaid with observed p-values obtained in a non-coding gene RNAi screen. Fig. 1c
shows the same number of hit genes with the top MRF score for each label, which are
clearly more clustered but biased toward high degree nodes. We are currently normal-
izing Eint by di = ∑i ei, j to overcome this bias. We will also discuss various strategies
to handle the unknown parameter β including Bayesian approaches to estimate β and
marginalization of β as proposed by [4].
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Fig. 1. (a) Corrected median P-value distribution of the gene data as in [5] superposed with den-
sity function chosen for each label (negative hits f−1, positive hits f1 and no hit f0). (b) and
(c) 500-gene binary network in which functionally related genes are connected. (b) Observed p-
values, with a blueish (resp. reddish) color scale for genes with p-value below 0.05 (resp. above
0.95), likely to be negative (resp. positive) hits. (c) Corresponding MRF score hits (same number
of nodes are colored), false colors for positive and negative hit labels.
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1 Introduction

Proteins are molecules that efficiently carry out biological activities. These activities
rely on the protein structure, which has evolved for a specific functional role [1]. The
structure of a protein is based on the chemical interactions between the atoms of the
amino acids, building blocks of proteins. Unfortunately, the exact atomic interactions
within proteins are intractable due to the complexity of the system. For about fifteen
years, a successful alternative has been to model protein structures as a network of
amino acids in interaction (spatial network) [3]. An amino acid network (ANN) repre-
sents amino acids as nodes where each link connects two nodes if the respecting amino
acids have at least one pair of atoms at distance less than a given cutoff. Amino acid
networks (AANs) have been used to investigate topics which include protein-protein
interactions, communication within and between proteins, and protein-folding [3].

So-called functionally sensitive positions (FSPs) tend to undermine the functional
activity of the protein when mutated by other amino acids, often to adapt an alterna-
tive function [2]. Here, we aim at investigating the particular local structures of FSPs
relative to robust positions.

The structural changes associated with mutation cover orders of magnitude from
ångström (10−10m) to nanometer (10−9m), yet commonly AANs are built using a sin-
gle cutoff corresponding to chemical distances to have atomic interactions. Since struc-
tural changes extend on multiple lenght-scale, the choice of a unique chemical cutoff is
somehow arbitrary and may miss collective behaviour which implies amino acid com-
munication at distance above atomic interactions. We have investigated the use of many
cutoffs to analyze the structural impact of mutations, and found it to be good practice
and offer qualitative and quantitative information on the mutation effects.

2 Methods and Results

The case study is the third PDZ domain from the PSD-95 protein, X-ray-obtained 3D
structure available with code 1BE9. AAN is constructed from the calculation of all
atom-atom distances in the protein. Each atomic pair is connected by a link if the atoms
are at distance less than a given cutoff. Subsequently, groups of nodes (atoms) belonging
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to one amino acid are collapsed into a single node. The links between two nodes of the
resulting multi-graph are then collapsed into a single edge with a weight equal to the
number of links collapsed, finally obtaining the AAN. The properties were computed
for 71 distance cutoffs.

We mutated In Silico each position of the protein by the other 19 amino acids ob-
taining a database of 83×19= 1577 mutated 3D structures. For each mutated structure,
we computed a perturbation network P by comparing its ANN with the original ANN:
P contains the set of nodes incident to a link with different weight in the two networks.
Each link in P either has different weight in the mutated and the wild type networks,
or it exists in only one of the networks. The functional change values for the same
mutational database were taken from the experimental work by McLaughlin et al [2].
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r

ord(P)

(a)

3 4 5 6 7 8 9 10

0.4

0.5

0.6

0.7

0.8

y = 0.002x + 0.54

Cutoff (Å)

r

WP

(b)

3 4 5 6 7 8 9 10

-0.75

-0.70

-0.70

-0.65

-0.60

-0.55 y = −0.001x− 0.67

Cutoff (Å)
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Fig. 1: Structural and functional relation between the protein and P. The correlation
between buriedness of a position and the order, total weight, Euclidian distance, and
degree of its perturbation network P is shown in a, b, c, and d, respectively. The second
row of figures e, f, g, and h shows the correlation of the same properties with functional
change.

We considered the following network properties of P: the order of P, namely its
number of nodes, noted ord(P); the weight of P, equal to the sum of the weights of its
links, noted WP; and the largest Euclidian distance in the structure between the mutated
node and any other node of P, noted EP. Finally, we considered the degree of each node
corresponding to the mutated amino acid, noted d(P). For each network property, the
average value of the position over the 19 other possible amino acid type is calculated. To
have a clear indication of the relevance of the network properties to the protein structure,
we computed their correlation to the so-called buriedness of the protein, where the
buriedness of each position is defined by its Euclidian distance to the protein surface.
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The results show a clear correlation between all four ord(P), EP, d(P), and WPwith
the protein buriedness (Fig. 1 a, b, c, and d). The position spatial location in the pro-
tein measured by its buriedness is a clear indicator of a its value in terms EP, ord(P),
d(P), and WP. Interestingly, the correlation between the buriedness of a position and
EP is negative, implying that mutations at surface positions “perturb” more distance
neighbors than buried positions. The correlation between buriedness and d(P) has a
more straightforward interpretation as the weighted degree of a position, together with
its potential change in the mutant AAN, is larger for fully surrounded positions. Finally,
strong correlation between buriedness and both ord(P) and WP indicates a larger P for
buried positions in terms of both nodes and links.

On the other hand, ord(P) is the only property of the network showing a good
correlation with experimentally measured functional change (Fig. 1 e). The number of
nodes of P explains up to 70% of the functional damage, Since the three other network
properties do not correlate with functional damage, it suggest that ord(P)effect is not
simply due to the buriedness of the position (Fig. 1 f, g, and h).

Conclusion Buried nodes are captured by all the perturbation network properties con-
sidered, independently from the cutoff chosen. This shows the stability of the measures
to model the protein structure. The strong correlation between the number of nodes in
the perturbation network and the functional damage by mutations, together with the
lack of correlation between the degree of the node mutated and the functional damage,
do not seem to be due to structural damages at the position site but to the extent of
structural changes. What counts is not the connectivity of the site of mutation (single
fragile node), but its influence over the network (collective fragility). Furthermore, it is
possible to assess functional fragility using the network properties of the perturbation
network resulting from the comparison of the amino acid and wild type networks, as
long as we use multiple cutoffs to guarantee the stability of the properties. Finally, this
approach allows to discriminate structural fragility in two categories relative to the per-
turbation network: number of nodes perturbed by the mutation, independently from the
degree of the node, and number of weights affected overall. Now we will look at the
features of these two classes of fragile nodes together with additional parameters of the
perturbation network to understand the mechanisms of structural responses underlying
functional fragility.
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1 Introduction 
When we try to find associations of elements in the network, considering covariates 
specifically correlated with some subsets of elements in the network can help to de-
fine hidden but significant interactions among elements. In the real data, we can as-
sume a few epidemiological factors such as dietary intakes as covariates, and using 
those covariates can define new relations among gut microbiota elements strongly 
correlated to specific dietary intake information. To implement this experiment, we 
utilize binary Ising model which conducts logistic regression with variable selection 
based on validation of models to define interactions between two elements in a net-
work [1]. To obtain the optimal model, Elastic Net or Lasso penalized regression 
methods with validation methods such as AIC, AICc, or BIC are tested. Our devel-
oped method can be applied to generate the network of gut microbiota with relevant 
epidemiologic factors from the New Hampshire Birth Cohort Study. Our goal is to in-
vestigate computationally and biologically meaningful relations among targeted co-
variates and relevant elements in regression and also to develop effective adjustment 
methods. 
 
2 Methods and Data 
Let us consider one undirected network with n nodes and k covariate nodes of degree 
d. Each of k covariate nodes is strongly correlated with distinct groups of d nodes 
each in the network. Each of n nodes consists of p binary samples. To define the in-
teractions among elements, the proposed binary Ising model considers the logistic re-
gression model and to get optimal coefficients for this model, implements penalized 
logistic regression for binary data by minimizing negative log-likelihood with penalty 
[2]. For binary logistic regression, log-likelihood is defined as following: 

                             ∑ 𝑦𝑖𝑋𝑖𝛽
𝑛+𝑘
𝑖=1 − log(1 + exp(𝑋𝑖𝛽))                                  (1) 

where 𝑦𝑖 is the 𝑖𝑡ℎ element in response variable, 𝑋𝑖 is the 𝑖𝑡ℎ vector in input matrix, 
and 𝛽 is the estimated coefficient vector. The optimal model is determined by the best 
resulting set of coefficients from the following three criteria. Here, df indicates the 
number of estimated coefficients or interactions by the logistic regression method: 
With AIC, 

  𝑎𝑟𝑔𝑚𝑖𝑛𝛽(−2 ∗ ∑ 𝑦𝑖𝑋𝑖𝛽
𝑛+𝑘
𝑖=1 − log(1 + exp(𝑋𝑖𝛽)) + 2 ∗ 𝑑𝑓)                    (2) 

With AICc,  
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𝑎𝑟𝑔𝑚𝑖𝑛𝛽(−2 ∗ ∑ 𝑦𝑖𝑋𝑖𝛽
𝑛+𝑘
𝑖=1 − log(1 + exp(𝑋𝑖𝛽)) + 2 ∗ 𝑑𝑓 ∗ 

𝑑𝑓+1

𝑝−𝑑𝑓−1
)      (3)      

With BIC,  
𝑎𝑟𝑔𝑚𝑖𝑛𝛽(−2 ∗ ∑ 𝑦𝑖𝑋𝑖𝛽

𝑛+𝑘
𝑖=1 − log(1 + exp(𝑋𝑖𝛽)) + log(𝑝) ∗ 𝑑𝑓)           (4)                     

To include k covariate nodes always in regression, we use penalty factors to control 
penalized nodes. Below is the formula for penalty factors: 

              λ∑ 𝑣𝑗[(1 − ɑ)
1

2
𝛽𝑗
2 + ɑ|𝛽𝑗|]

𝑛+𝑘
𝑗=1                                                    (5)  

where 𝑣𝑗 denotes the penalty factor for 𝑗𝑡ℎ element, ɑ determines the selection of Lasso 
(ɑ=1), Elastic Net (0< ɑ <1), or Ridge (ɑ=0) and 𝛽𝑗 indicates the estimated coefficient 
for 𝑗𝑡ℎ element. We set 𝑣𝑗 = 0 to make k covariates unpenalized and set 𝑣𝑗=1 to make 
n nodes penalized.  
The binary Ising model implements logistic regression with model selection using a 
goodness-of-fit measure to define relevant relationships between elements indicating 
interactions in the same network [3]. Given a data matrix with sample size p and n 
nodes, we can formulate the overall formula, 
           ∑ (𝑦𝑖𝑋𝑖𝛽

𝑛+𝑘
𝑖=1 − log(1 + exp(𝑋𝑖𝛽))+   λ∑ 𝑣𝑖[(1 − ɑ)

1

2
𝛽𝑖
2 + ɑ|𝛽𝑖|]

𝑛+𝑘
𝑖=1 )        (6)                         

The binary Ising model assumes samples of each element are classified into -1 or 1; In 
this study, very small values in each sample of element are classified as 0 and all the 
other values are classified as 1. With the penalty factor non-penalizing covariates, we 
utilize Ising model to find hidden relations among elements relevant with the specific 
covariate in the network. After non-penalizing covariates, we examine interactions of 
sample of each element and samples of all other existing elements by considering lo-
gistic regression and binary Ising model. 
The data of 1H NMR metabolomic profiling were collected from 386 subjects from 
the New Hampshire Birth Cohort and information on nutrition, environmental expo-
sure, or maternal life style was available on participants. Including available gut mi-
crobiota data with relevant epidemiologic information from participants in simulation, 
we utilized 
our method to resolve one important problem indicating whether given epidemiologic 
information interacting with each specific group of gut microbiota elements, our 
method can construct distinct subnetworks of gut microbiota elements interacting 
with similar epidemiologic factors. 
 
3 Results 
3-1) A Toy Example with Simulation Results: 400 samples for 15 element nodes and 
3 covariate nodes each having 3 element node neighbors, estimated with Lasso and 
AICc 
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Fig. 1. The network on the left side includes 15 element nodes in total represented as 
g and 3 covariate nodes represented as cov; each covariate node is connected to a dis-
tinct group of 3 element nodes. It is expected that if we weaken or remove the interac-
tions between element and covariates, the element nodes previously connected to co-
variates would form new interacting edges as shown on the right side. In the real data, 
g can be considered as gut microbiota nodes and cov can be considered as dietary in-
formation. 
 

 
Fig. 2. The matrix on the left side shows that if we do not consider the effect of co-
variates in the network, no new associations among 15 element nodes would be de-
tected. The matrix on the right side shows that internal interactions among element 
nodes 1-3, 4-6, or 7-9 each are detected if we use covariate adjustment. 
 
 
3-2) Simulation Results with a Large Network: various samples for 200 element 
nodes and 5 covariate nodes each having 5 element node neighbors, estimated with 
Lasso and AICc 
     As shown in Fig. 1 and Fig. 2, covariate-adjustment helps to track new interactions 
significantly correlated with covariates but possibly hidden when we do not consider 
covariate-adjustment. In the large network with at least 200 element nodes, there are 
more parameters which we should consider. Fig. 3 shows us that choosing appropriate 
sample size is important to detect associations in the large network [4]. Plus, the 
number of element nodes correlated with covariates affects estimation of correct 
edges. The 200 element node network of sample size 5000 with covariates of degree 4 
gives 0.99 balanced accuracy, one with covariates of degree 5 gives 0.91 balanced ac-
curacy and one with covariates of degree 10 gives 0.5 balanced accuracy with AICc 
and Lasso models. So far, there are no other identified parameters significantly affect-
ing balanced accuracy measurement. 
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Fig. 3. For the measurement shown in this figure, we consider that if our method cor-
rectly selects edges among element nodes correlated with the same covariate node as 
represented in Fig. 1, correctly chosen edges are true positive cases. Also, the bal-
anced accuracy, the average of true positive rate and true negative rate, was used to 
measure the estimation accuracy. The line graph on the left side indicates how sample 
size affects true positive rates and one on the right side indicates how sample size af-
fects balanced accuracy. The red line ’a’, indicates the method considering covariate 
adjustment method and the black line, ’b’, indicates the method not considering co-
variate adjustment method. With sufficient sample size, implementing covariate-ad-
justment helps to find new significant interactions among element nodes 
 
      
     For future directions, we consider computational experiments including different 
parameters such as sample size, degree of nodes, the number of strongly influencing 
covariates for each node, or randomness in the network. Also, application of mini-
mum spanning or matching algorithm which can extract necessary and significant in-
teractions from resulting networks is studied. Finally, gut microbiota of more interest 
and essential dietary or any other epidemiologic information would be examined. 
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1 Introduction and background

Tuberculosis (TB) is an infectious disease that claims over 1 million lives globally [8].
A TB infection typically occurs in the lungs, with Mycobacterium tuberculosis (M.tb)
bacilli being inhaled and lodging in the alveolar tissue, where they begin a long and
complex interaction with the human immune system. The development of novel treat-
ments for TB is hampered by the lack of an animal model that completely reflects the
pathology that occurs in humans with the disease [5]. Computational models allow the
creation of an artificial human environment in which to test hypotheses and explore the
functions and environments of an infection.

The lung environment plays an important role in the progression of TB disease.
Initial infection typically occurs in the lower, well-ventilated regions of the lung [7].
However, reactivation of a primary disease that has been previously contained by the
body’s immune system almost always occurs at the apices of the lung [3, 6]. It has
been hypothesised [1] that the apical regions provide a preferable environment for the
bacteria, with attributes such as a high oxygen tension, low immune activity and low
lymphatic drainage providing the ideal requirements for bacterial growth. As such, bac-
teria that implant in the lower region of the lungs must disseminate, possibly via the
lymphatics [2], to the apical regions in order to find the best situations to proliferate and
spread to others.

The exact impact that this form of spatial heterogeneity and bacterial dissemina-
tion have on the progression of TB are poorly understood. In this work, we present a
framework to create network-based metapopulations with spatial heterogeneity. This
framework is then used to create a whole-organ model of the lung as the environment
upon which to model TB dynamics.

2 Model

ComMeN (Compartmentalised Metapopulation Network) is a Python-based framework
to allow for simple creation of network-structured metapopulations. A network is cre-
ated, the nodes of which contain a subpopulation split into distinct compartments and
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both the nodes and edges may include spatial attributes, allowing for a spatially het-
erogeneous environment. A series of situation-specific events can be created which
determine how the members in each patch interact with each other and how mem-
bers translocate from one patch to another. The system uses a form of discrete-event
simulation (originally detailed in [4]) to stochastically determine which events occur.
Simulations run until a time limit is reached or no more events can possibly occur.

The framework is then extended to create PTBComMeN (Pulmonary TB Com-
MeN), which models the lung environment as a metapopulation and allows TB disease
dynamics to be applied across it. The nodes of the network model regions of the lung tis-
sue, each of which include spatial attributes such as oxygen availability and blood per-
fusion. All nodes within the lung network are joined with an edge, with edge weights
signifying the possibility of translocation between them via direct transfer along the
bronchi. A single node is included to model the lymphatic system and this is connected
to all lung patches. The compartments in subpopulations of each node include the bac-
teria and a variety of immune cells, each split into various states depending on infection
and activation statuses. The events included determine how compartments interact with
one another (e.g. ingestion of bacteria by immune cells) in nodes and how translocation
from one node to another occurs.

3 Methods

PTBComMeN allows for the simulation of TB dynamics across the whole lung environ-
ment, whereby we can focus on two important aspects: i) what effect does a supposedly
preferential environment at the apical regions of the lung have on the development of a
TB infection and ii) which means of dissemination are important to reaching this apical
location. The network will be seeded with the native immune cells and a small number
of bacteria, whose initial location is determined by the ventilation of each Lung patch.
Simulations will then be run, with a focus on determining how critical dissemination
into the lung apices is to establishing disease within the patient. We intend to validate
these results against existing clinical data, such as x-rays, of TB patients. Future itera-
tions of the model will integrate pharmacokinetic and pharmacodynamic data to model
the effects of drug treatment of TB.
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1 Introduction:  

During the 2015-2016 epidemic of the Zika Virus (ZIKV) in Latin Amer-
ica, the dissimilar geographical distribution of the associated microceph-
aly condition raised questions about the virus being the sole cause of the 
birth defect [1]. In Brazil, the most affected country, synergies between 
socio-economic and environmental factors, such as education level and 
the use of agro-toxics, were suggested as a possible explanation for the 
convoluted relationship between the two diseases [2,3]. To uncover the 
promoting and protective factors of microcephaly with confirmed ZIKV 
(m-ZIKV+), we perform a large-scale network-based analysis of 382 
non-redundant factors over each of the 5,665 municipalities in Brazil. 

2 Method 

In our network, nodes represent the 382 non-redundant factors and edges connect fac-
tors that are statistically significantly correlated over Brazil’s municipalities (with par-
tial correlation p-value < 0.05). As this methodology provides us with a very dense 
network that is the closes to an Erdos-Renyi random graph, we further threshold the 
network until it assumes a non-random topology (see Figure 1). 

In our approach, the influence patterns around a particular node in the network are 
captured by the subnetwork induced by the considered node and by its direct neighbors. 
In this way, we generate four context subnetworks: the subnetwork centered at m-
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ZIKV+, which we compare to the subnetwork centered at microcephaly without m-
ZIKV (m-ZIKV-), as well as with the sub-networks centered at Low Birth Weight 
(LBW) and all Births (B), which serve as a proxy for general birth defects and for 
healthy births, respectively.  

 
Then, we compare m-ZIKV+ context subnetwork to the three other subnetworks 

according to: 1) the overlap of their node-sets to determine if different contexts are 
influenced by the same factors (nodes) ; 2) according to their edge-weights to determine 
if factors have (dis)similar protective/promoting effects on different contexts,;and 3) 
according to the subnetwork topological similarity to fully account for the interplay 
between factors influencing the different contexts. We compare the node sets of each 
pair of subnetworks applying the McNemar statistic. The edge-weights are compared 
using Spearman’s rank correlation. The topological similarities are uncovered using 
GCD58 distance measure [4]. For GCD58 comparisons, an empirical p-value is esti-
mated by the distribution of GCD58 distances between m-ZIKV+ subnetwork and 200 
subnetworks that are randomly generated from the entire network thresholded as de-
scribed above by selecting a random node and its direct neighbors.  

 

3 Results and discussion 

 
All three methods of comparison indicate that the incidence patterns of m-ZIKV+ and 
m-ZIKV- are related. The McNemar statistic’s p-value of 0.51 indicates that there is no 
statistically significant difference in the set of variables influencing m-ZIKV+ and m-
ZIKV-. Furthermore, a correlation of 99% between the edge values adds that these var-
iables affect m-ZIKV+ and m-ZIKV- in a statistically significantly similar way, both in 
terms of sign as in in terms of value. These findings are further strengthened as, accord-
ing to the GCD58 network distance measure, the structure of the incidence patterns of 
m-ZIKV+ and m-ZIKV- are statistically significantly similar at the empirical p-value of 
5%. In conclusion, these findings show that the incidence pattern related to m-ZIKV+  
is not specific to ZIKV infection and is therefore common to microcephaly with or 
without ZIKV. It is important to note however, that this finding could be explained by 
a diagnostic failure to detect ZIKV infection, in turn implying a possible underestima-
tion of the ZIKV outbreak. Note that our network model allows for the precise identi-
fication of m-ZIKV+ influencing variables, which is subject of further research.  
 

The incidence pattern of m-ZIKV+ is however statistically significantly different 
from that of LBW in terms of variables and topology. Nevertheless, a statistically sig-
nificant correlation between the subset of shared associations (i.e. edge-weights) indi-
cates that the variables common to both incidence patterns influence m-ZIKV+  and 
LBW  in the same way, both in terms of relative size and in terms of sign.  

 
As expected, the incidence pattern of m-ZIKV+  is statistically significantly dissimi-

lar to that of “All Births” in terms of nodes and topology. Furthermore, the edge-
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weights are actually statistically significantly reversely correlated with the p-value of 
2.09 e -05. This is to be expected, as it means that variables stimulating m-ZIKV+ have 
a negative effect on the number of healthy births and vice versa. 
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Fig. 1. Further thresholding of the network to achieve a non-random topology. We 
threshold the edges at different minimum levels of absolute (partial) correlation and 
subsequently fit the resulting thresholded network to model networks using GCD58 

[2]. Model networks fitted are: Erdős–Rényi (ER) [5], Scale Free (SF) [7], Geometric 
(Geo) [6], Scale-Free Gene Duplication (SFGD) [7], Sticky [9], Erdős–Rényi  with 
Degree Distribution of the data [5] and Geometric with Gene Duplication (GeoGD) 

[6]). 
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1 Introduction

Fundus images are color images taken from the posterior part of the eye (the retina)
by means of coupling an optical apparatus with the eye optics. In this work we ap-
ply complex network tools to fundus images with the aim of automatically recover all
the network structural information, which can yield information that can be useful to
diagnose eye diseases.

To recover the structural information we first perform several filtering process to
the original images in order to enhance the contrast between the vessel network and the
retina. Then, we use a graph-based segmentation algorithm [1], and finally we perform
several morphological operations to the segmented image. The result of such opera-
tions is the adjacency matrix that is then analyzed to recover all the network structural
information.

2 Results

We analyzed 45 fundus images from a publicly available database [2] which are divided
in 3 groups: healthy, glaucoma, and diabetes. These images have a resolution of 3504-
by-2336 pixels. An example is shown in figure 1, left. In order to enhance the contrast
between the vessel network and the retina, we first perform a filtering processes. Then,
by running a segmentation algorithm (adapted from Ref.[1]) a new image is obtained
from where a list of nodes (bifurcation points and endpoints) with their locations can be
extracted, as well as the path connecting the nodes. An example of the resulting image
is shown in figure 1, right.

From this information an adjacency matrix is obtained which is then used for char-
acterization and analysis. Three sets of features can be extracted and are being ana-
lyzed. The first set is obtained from each individual network: simple features include
the number of nodes and the number of links; advanced ones are based in information-
theory and characterize the degree distribution and the distance distribution (the Shan-
non entropy, the statistical complexity, and the Fischer information [3, 4]). A second
set of features can be extracted from the comparison of pairs of networks. For exam-
ple, a nonlinear dimensionality reduction algorithm (IsoMap [5]) is applied to the set of
Jensen-Shannon distances between the degree distributions, or to the set of dissimilarity
distances computed as in Ref.[6]. A third set of features can be extracted by comparing
real networks with synthetic networks; in this case the features extracted are the param-
eters of the algorithm (e.g. [7]) that generates the tree-like structure that is more similar
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to the real network. Ongoing work is devoted to analyze this large set of features in
order to determine which ones allow to classify the images in groups that more closely
reflect the underlying ophthalmology classification.

Fig. 1. Left: original fundus image; right: after filtering and segmentation, a tree-like network is
extracted.

Summary. We use network tools to characterize retina fundus images. The resulting
network can have information that can be useful to diagnose eye diseases.

Acknowledgment. This work is supported by the European Union through the project
Advanced Biomedical Optical Imaging and Data Analysis (ITN BE-OPTICAL) under
Grant 675512.
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1 Introduction

Studying control properties of a complex network provides insights into how the dy-
namical system represented by the network can be influenced to achieve desired be-
haviour. Many biological systems which are important for the normal regulation of
a cell are dynamic systems. Undesirable behaviour of such systems is observed in the
form of diseases and has lead to interest in studying the control of such complex systems
through the corresponding networks. In our earlier work, we constructed and analysed
the human cancer signalling network and established the connection between driver
nodes which when provided with an external input can trigger the system to a desired
state and their implications on cancer [2]. The maximum matching model implemented
therein have shown the minimum number of controls required to control the system
[1]. While topological properties of a network like its degree distribution is correlated
with the minimum number of controls, it does not provide an explanatory detail of
each control. For example a financial system and a biological system may require the
same number of controls, but the structures giving rise to these controls may be differ-
ent. Understanding the control properties of a complex network requires more than just
knowing the number of controls. For an effective control strategy, it is also important to
characterize the functional origin of each control. To know why a node is a driver node,
we look at the control profile of the network. It is a statistic that quantifies the different
proportions of control-inducing structures present in the network [3].

In this work, we determine why a node is a driver node based on its position in the
network, and identify the control profile for some biological networks and deduce the
control strategy for each of these networks.

2 Results

We analysed few biological networks and identified the control profile for each of them
based on the method given by Ruth et.al. [3]. To understand why a node is a driver
node, we decompose the driver nodes into three groups [3]: (1) source nodes- appear
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at the origin of the stem and they must be directly controlled, (2) external dilations
which arise due to surplus of sink nodes (nodes that have no out-going links)- since
each source node can control only one sink node, the number of external dilation Ne is
max(0,Nt −Ns), and (3) internal dilations- a structure that occurs when a path branches
into two or more paths in order to reach other nodes; Ni denotes the number of internal
dilations in a network. Thus the minimum number of independent controls ND required
to gain full control is the sum of the number source nodes, the external dilations and the
internal dilations i.e. ND = Ns +Ne +Ni. The control profile for a network is given by
(ηs = Ns/ND,ηe = Ne/ND,ηi = Ni/ND), where, ND is the number of driver nodes and
is computed using the maximum matching model for directed graphs [1]. It is the set of
those nodes that are never matched in the matching algorithm.

The table below summarizes the control profile for the networks analysed (Table 1).

Network Nodes Edges Driver nodes ηs ηe ηi
Cancer Signalling 1232 3060 47% 0.29 0 0.18

Directed Human PPI 6339 34813 36% 0.06 0.02 0.28
HIV-human molecular 6361 40625 36% 0.04 0.04 0.28

T-cell activation 121 255 29% 0.13 0 0.16
HIV- T-cell activation 137 367 25% 0.10 0 0.15

E.coli transcription 423 578 73% 0.11 0.62 0.002
Table 1. Control profile of some biological networks

We analyse the control profile of some biological networks and characterise them
based on whether the network is dominated by source nodes, or by external dilations
or by internal dilations. The human cancer signalling network, is a signal transduction
network that is characterised with cancer associated genes and pathways altering can-
cer [2]. This network is source dominated (Table 1). This means the ratio of sinks to
sources is less than one i.e., there are fewer sinks than sources. These networks have no
external dilation. But this does not mean that there are no sink nodes. It means there is at
least one distinct source which reaches a sink through a directed path. Since the source
nodes lie at the boundary they are easily accessible and therefore are control targets.
For example, receptor proteins responsible for transducing extracellular stimuli into in-
tracellular signals which were characterised as PDNs (Peripheral driver nodes) in the
human cancer signalling network are the source nodes [2]. Since these source nodes are
readily accessible and influence the protein interactions within the cell, they can be used
as potential drug targets [4]. This procedure which is in practise, is in synchronisation
with the results of our theoretical study.

The T-cell and HIV-1 T-cell activation networks are networks that describe the T-cell
activation pathway without and with HIV-1 infection. These networks are internal dila-
tion dominated. They have no external dilation (Table 1). In such signalling networks,
the source and certain intra-cellular molecules drive the signal transduction within the
cell. For instance the HIV-1 virus attacks the CD4 receptor which in turn activates other
down-stream proteins, for the release of T-helper cells. Thus the source and some inter-
nal dilation nodes are responsible for control. The Human protein-protein (PPI) network
is a directed protein-protein interaction network. The HIV-1 human molecular network
represents the HIV-1 interactions with human proteins upon infection. These networks
are also internal dilation dominated networks (Table 1). Such networks lack sources
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which indicate clear input and sinks that indicate clear system output. This means that
the system is closed or mostly closed [3]. The PPI network and the HIV-1 molecular
network also have feedback loops and forms a closed system.

The E.coli transcription network, which is a gene regulatory network is external-
dilation dominated (Table 1). This implies that sinks outnumber the source nodes. As
a result controls applied to sources will yield correlated behaviour within the network.
The genes in a transcription network exhibit high degree of correlation expression. For
instance a particular gene can co-express or down-regulate the expression of another
gene. Thus, if we seek to fully control such a system, we need to add controls beyond
the sources.

3 Conclusion

The dynamical properties of a cell are hardwired in the genome and influenced by envi-
ronmental and epigenetic changes. Thus the cell is naturally receptive to external cues
and this provides us an opportunity for its manipulation to achieve desired outcomes.
In order to take the best advantage of this property we require a deeper understanding
of when and where to apply these external influences. By looking at the control profile
of networks, one can get a better understanding of the ease with which the network can
be controlled and the nature of driver nodes. Control profiles offer a way to capture
the origin of control in networks and to understand why a node acts as a driver node.
Studying control profile of biological networks helps in improved understanding of the
system and in identifying those nodes that can efficiently control the system. For the net-
works analysed, we can deduce, based on the control profile that the source dominated
networks like human cancer signalling and T-cell signalling network can be efficiently
controlled through the source nodes. In the case of internal dilated networks like HIV-
human molecular network and the human PPI network which are closed systems and
obey certain conservation laws, some non-source nodes are also required to gain con-
trol. We conclude that the control profile of a network adds insights about the structure
of the network which could then offer strategic ways to control the system. This is help-
ful particularly in biological networks that are highly constrained and require large sets
of control nodes to gain full control.
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The human brain displays a complex network topology, whose structural organiza-
tion is widely studied using diffusion tensor imaging [1], [2]. The original geometry 
from which emerges the network topology is known, as well as the localization of the 
network nodes in respect to the brain morphology and anatomy. One of the most chal-
lenging problems of current network science is to infer the latent geometry from the 
mere topology of a complex network. The human brain structural connectome repre-
sents the perfect benchmark to test algorithms aimed to solve this problem. Coalescent 
embedding [3], [4] was recently designed to map a complex network in the hyperbolic 
space, inferring the node angular coordinates. Here we show that this methodology is 
able to unsupervisedly reconstruct the latent geometry of the brain with an incredible 
accuracy and that the intrinsic geometry of the brain networks strongly relates to the 
lobes organization known in neuroanatomy. Furthermore, coalescent embedding al-
lowed the detection of geometrical pathological changes in the connectomes of Parkin-
son’s Disease patients. The present study represents the first evidence of brain net-
works’ angular coalescence in the hyperbolic space, opening a completely new per-
spective, possibly towards the realization of latent geometry network markers for eval-
uation of brain disorders and pathologies. 
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Fig. 1. The average (median) structural connectivity matrix of 30 healthy controls (HC) has been 
mapped in the 3D hyperbolic space using the coalescent embedding ISO technique. The figure 
shows, in a superior-anterior-lateral view, the 3D geometry of the brain emerging from the em-
bedding in the hyperbolic sphere. The colours-filled circles represent the nodes of the left hemi-
sphere, whereas the white-filled ones represent the brain structures of the right hemisphere. Each 
node has been labelled according to its real anatomical localization in the different brain lobes 
(see legend), the grey colour characterizes the nodes that have not been assigned to any lobe, 
since they represent grey matter structures placed in the deep white matter. It is worthy to note 
that the brain network geometry resembles almost perfectly the real brain anatomy, as evident 
from the 3D representation of a real brain. The whole brain placed anteriorly to the reconstructed 
network has been split into the left and right hemispheres in order to show the Right Temporal 
(magenta) and Occipital (blue) Lobes and to make even more visible the close relation between 
the latent geometry of the brain and the brain anatomy itself. Furthermore, another interesting 
finding is that we were able to reconstruct such latent geometry unsupervisedly starting from the 
mere topology of the network. 
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mean 

marker 

(HC) 

mean 

marker 

(PD) 

MW 

p-value 
AUC AUPR 

MCE-HSP 14.7 15.7 0.006 0.87 0.82 

ncMCE-HSP 14.3 15.2 0.014 0.83 0.79 

MCE-HD 14.4 15.3 0.017 0.82 0.77 

ncMCE-HD 14.1 14.9 0.017 0.82 0.77 

LE-HSP 15.6 16.3 0.017 0.82 0.78 

ncISO-EA-HSP 15.9 16.7 0.021 0.81 0.78 

ncMCE-EA-HSP 15.9 16.7 0.021 0.81 0.78 

ISO-EA-HSP 15.9 16.7 0.026 0.80 0.77 

ncISO-HSP 15.5 16.2 0.026 0.80 0.76 

MCE-EA-HSP 15.9 16.7 0.026 0.80 0.77 

LE-EA-HSP 15.9 16.7 0.026 0.80 0.77 

LE-HD 15.0 15.6 0.038 0.78 0.72 

ISO-HD 14.8 15.4 0.045 0.77 0.71 

ISO-HSP 15.4 16.2 0.045 0.77 0.73 

ncISO-HD 14.9 15.5 0.121 0.71 0.64 

ncISO-EA-HD 15.2 15.7 0.121 0.71 0.69 

LE-EA-HD 15.2 15.7 0.121 0.71 0.69 

ISO-EA-HD 15.2 15.7 0.186 0.68 0.66 

MCE-EA-HD 15.2 15.7 0.186 0.68 0.66 

ncMCE-EA-HD 15.2 15.7 0.186 0.68 0.66 

weights 222.0 215.8 0.307 0.64 0.64 

Table 1. The connectomes of 10 de novo drug naïve Parkinson’s Disease (PD) patients and 10 
age- and sex-matched Healthy Controls (HC) have been mapped using the coalescent embedding 
algorithms. The networks represent the Number of Streamlines (NOS) between pairwise regions 
as provided by Constrained Spherical Deconvolution (CSD) tractography. To each subject has 
been assigned a geometrical marker equal to either the average hyperbolic distance (HD) or 
hyperbolic shortest path (HSP) between the embedded nodes. The table reports for each method 
the mean marker of the two groups. For reference, the average edge weight in the original network 
has been also used as a marker. The discrimination between the two groups has been assessed 
according to different metrics: the p-value of the Mann-Whitney (MW) test, the area under the 
receiver operating characteristic curve (AUC) and the area under precision-recall curve (AUPR). 
Note that significant p-values are highlighted in bold, considering a confidence level of 0.05. As 
emerging from the table, almost all the methods uncover a significantly different geometry 
underlying the human structural brain networks in de novo drug naïve PD patients. 
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1 Extended abstract

Complex brain networks are mainly estimated from empirical measurements. As a re-
sult of the inference process, we obtain a matrix of values corresponding to a fully
connected and weighted network. To turn this into a useful sparse network, filtering
procedures are typically adopted to prune weakest connections [?]. However, network
properties strongly depend on the number of remaining links and how to objectively fix
a connectivity threshold is still an open issue [?].

Here, we propose a criterion (ECO) to filter connectivity based on the optimiza-
tion of fundamental properties of complex systems, ie efficiency and economy [?,?].
We prove analytically, and we confirm through numerical simulations, that the connec-
tion density maximizing such trade-off scales with the number of nodes according to
a power-law (Fig. 1). This optimal density gives sparse networks (average node degree
k ∼ 3) yet emphasizing the intrinsic structural properties. We validate this result on
several brain networks and we show the potential in discriminating neural diseases.

We suggest that ECO can advance our ability to analyze and compare biological
networks, inferred from experimental data, in a fast and principled way.
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Fig. 1. Density threshold in synthetic networks and in brain networks. (a-b) Blue squares spot
out the average connection density (ρ) values returned by the maximization of the efficiency-cost
trade-off given by the equation J = (Eglob+Eloc)/ρ . The black line shows the fit ρ = c/(n−1)
to the data, with c = 3.258 for small-world networks and c = 3.215 for scale-free networks.
The background color codes for the average value of the quality function J. Insets indicate that
the optimal average node degree (k), corresponding to the density that maximizes J, converges
to k = 3 for large network sizes (n = 16834). (c) Optimal density values maximizing group-
averaged J profiles for different brain networks obtained from disparate neuroimaging data. The
fit ρ = c/(n−1) to the pooled data gives c = 3.06 (adjusted R2 = 0.994). The inset shows a sharp
distribution for the corresponding average node degree, with a mode k = 3.
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Assortative mixing in networks is the tendency for nodes with the same attributes,
or metadata, to link to each other. For instance in social networks we may observe more
interactions between people with the same age, race, or political belief. Quantifying the
level of assortativity or disassortativity (the preference of linking to nodes with different
attributes) can shed light on the factors involved in the formation of links in complex
networks. It is common practice to measure the level of assortativity according to the as-
sortativity coefficient [2], which for discrete-valued attributes compares the proportion
of links connecting nodes of with same attribute value, or type, relative to the proportion
expected if the edges in the network were randomly rewired. The difference between
these proportions is commonly known as modularity Q, a measure frequently used in
the task of community detection [3]. The assortativity coefficient is a normalised such
that rglobal = 1 if all edges only connect nodes of the same type (i.e., maximum modu-
larity Qmax) and rglobal = 0 if the number of edges is equal to the expected number for a
randomly rewired network in which the total number of edges incident on each type of
node is held constant. Mathematically, we calculate the global assortativity rglobal by [2]

rglobal =
Q

Qmax
=

∑g egg−∑g a2
g

1−∑g a2
g

, (1)

where egh is the proportion of edges in the network that connect vertices with type yi = g
to vertices with type y j = h and ag and bg represent the total number of outgoing and
incoming links of all nodes of type g:

egh =
1

2m ∑
i j

Ai jδyi,gδy j ,h , ag = ∑
h

egh . (2)

The global assortativity is a summary statistic that describes the pattern of mixing on
average across the whole network. But as with all summary statistics there may be cases
where it provides a poor representation of the network as a whole, for instance, if there
are localised heterogeneous patterns of mixing across the network. Figure 1 illustrates
an analogy to Anscombe’s quartet of bivariate datasets with identical correlation coef-
ficients [1]. Each of the five networks in the top row have the same number of nodes
(n = 40) and edges (m = 160) and have been constructed to have the same rglobal with
respect to a binary attribute, indicated by a cross (c) or a diamond (d). All five networks
have mcc +mdd = 80 edges between nodes of the same type and mcd = 80 edges be-
tween nodes of different types, such that each has rglobal = 0. Local patterns of mixing
are formed by splitting each of the types {c,d} further into two equally sized subgroups
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Fig. 1. Five networks (top) of n = 40 nodes and m = 160 edges with the same global assortativity
rglobal = 0, but with different local mixing patterns.

{c1,c2,d1,d2}. The bottom row depicts the placement of edges within and between the
four subgroups.

We propose a local measure of assortativity r(`) that captures the mixing pattern
within the local neighbourhood of a given node `. We do so by reweighting the nodes
in the edge count (Eq. (2)) based on the stationary distribution of a random walk with
restart from `. Figure 2 provides an example of our approach applied to a simple line
network. Full details of the method are given in [4]. Consequently we are able to cap-

= 1.0

= 0.0

= 0.522

1  

Fig. 2. Example of the local assortativity measure for discrete attributes (a) assortativity is calcu-
lated (as in (1)) according to the actual proportion of links in the network connecting nodes of
the same type relative to the expected proportion of links between nodes of the same type, (b) the
nodes in the network are weighted according to a random walk with restart probability of 1−α ,
(c) an example of the local assortativity applied to a simple line network with two types of nodes:
yellow or green. The blue bars show the stable distribution (w(i;`)) of the random walk with
restarts at ` for different values of α . Underneath each distribution the nodes in the line network
are coloured according to their local assortativity value.

ture and evaluate the distribution of mixing patterns across the network. For example,
Figure 3 shows the results of applying our method to the Facebook 100 dataset [5].
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Through comparison with null models that preserve the global mixing pattern and de-
gree distribution, we may assess the representativeness of the global assortativity. Our
new approach provides a lens through which we can examine the variability of mixing
patterns with respect to the graph structure and therefore identify whether outliers cor-
respond to concentrated subgroups of connected nodes or more uniformly distributed
individuals across the network. Using synthetic examples we describe cases of hetero-
geneous assortativity and demonstrate that for many real-world networks the global
assortativity is not representative of the mixing patterns throughout the network.

Dartmouth Wesleyan

Wellesley Haverford

assorta�ve

disassorta�ve

uniform mixing

Fig. 3. Distributions of the local assortativity by residence (dorm) for each of the schools in the
Facebook 100 dataset [5]. Dotted black lines indicate the 10 and 90 percentiles while the solid
black lines show the interquartile range. The global assortativity is indicated by the blue square
markers. The distributions for four schools (Dartmouth, Wesleyan, Wellesley and Haverford) are
shown in detail in the surrounding. Each of them has approximately the same global assortativity
(rglobal ∼ 0.13), but the distributions indicate different levels of heterogeneity in the pattern of
mixing by residence. While the distributions are different, there exists a common trend that the
first year students tend to be more loosely connected to the rest of the network and exhibit the
higher values of assortativity (nodes to the right of the dashed cyan line).
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Information processing in the human brain is based on the balance between inte-
gration and segregation, i.e. clusters with strong internal connections and weaker inter-
cluster connections [7, 6]. Therefore, it is natural to model the brain as a network, where
nodes depict brain areas and links represent the structural or functional connections be-
tween these areas. Networks of the brain have hierarchical community structure, are
organized into core and periphery, and have broad degree distributions and relative
high global clustering and short path lengths between nodes [5, 1]. These networks are
dynamic by nature: they change across the human lifespan and as well as on shorter
timescales, for example between cognitive tasks [3, 6, 1].

The properties of functional brain networks strongly depend on how their nodes are
defined. Commonly, so-called Regions of Interest (ROIs) are used as the nodes. ROIs
are predefined collections of fMRI measurement voxels. The fMRI BOLD signal of
each voxel reflects its activity, and the voxel signals inside a ROI are typically averaged
to obtain a time series that represents the ROI. Therefore, in order to be a meaningful
network node a ROI needs to be functionally homogeneous: the ROI time series is an
accurate representation of the voxel dynamics inside the ROI only if each voxel has
similar dynamics. Earlier, we have shown that ROIs of commonly used parcellations
are not always functionally homogeneous [4]. For measuring homogeneity, we have
used the spatial consistency that is defined as the average Pearson correlation coefficient
between voxel time series inside a ROI.

Here, we ask how ROIs of the connectivity-based Brainnetome atlas [2] behave
as nodes of dynamic brain networks. To this end, we divide the fMRI time series of
244 samples into five sliding windows of 80 samples. Window length may affect the
obtained functional connectivity and spatial consistency since these are measured in
terms of Pearson correlation coefficient. Here, we selected the window length so that the
average spatial consistency calculated in the window does not significantly differ from
the average spatial consistency calculated over the whole measurement time series.

To investigate ROIs as nodes of dynamic brain networks we use two measures:
spatiotemporal consistency quantifies time-dependent changes in spatial consistency
and network turnover measures the amount of turnover in the ROI’s closest network
neighborhood. We find that spatial consistency varies non-uniformly in space and time,
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which is reflected in the variation of spatiotemporal consistency across ROIs. Further,
we see time-dependent changes in the ROIs’ network neighborhoods, resulting in high
network turnover. This turnover is non-uniformly distributed across ROIs, so that ROIs
with high spatial and spatiotemporal consistency have low network turnover (Fig. 1).
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Fig. 1. Spatial and spatiotemporal consistency and network turnover are connected. ROIs with
high spatial and spatiotemporal consistency tend to have low turnover in their network neighbor-
hoods.

Finally, we reveal rich, time-dependent structure of voxel-level correlations inside
ROIs (Fig. 2). One may speculate about the connections between this internal structure
and the ROI’s role in brain network topology and brain function. Would, for example,
local and connector hubs differ in terms of their internal structure? The present tools
of network neuroscience often ignore the internal connectivity of ROIs. For example,
self-links are typically considered meaningless in brain networks; however, they could
be used to represent changes in internal correlation structure of ROIs.
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Fig. 2. Rich time-dependent structure of voxel-level correlations occurs inside ROIs. Pearson
correlation matrices for left inferior frontal gyrus of a representative subject.

Because the internal structure and connectivity of ROIs vary in time, the common
approach of using static node definitions may be surprisingly inaccurate. Instead, net-
work neuroscience would greatly benefit from node definition strategies tailored for
dynamic networks.
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1 Introduction

Network science has been extensively developed to characterize the structural proper-
ties of complex systems, including brain networks inferred from neuroimaging data.
Quantifying the topological properties of brain networks by means of graph theory
has reveled that they tend to exhibit similar organizational properties, including small-
worldness, cost-efficiency, modularity and node centrality [1]. These results has en-
riched our understanding of the structure of functional brain connectivity maps, never-
theless, they refer to a descriptive analysis of the observed brain network, which is only
one instance of several alternatives with similar structural features. Statistical models
are, therefore, needed to reflect the uncertainty associated with a given observation, to
permit inference about the relative occurrence of specific local structures and to relate
local-level processes to global-level properties [5]. In this work we adopted a statistical
model based on exponential random graphs (ERGM) to reproduce electroencephalo-
graphic (EEG) brain networks [6].

2 ERGM Model

Let G be a graph in a set G of possible network realizations, g = [g1,g2, ...,gr] be a
vector of graph statistics, or metrics, and g∗ = [g∗1,g

∗
2, ...,g

∗
r ] the values of these metrics

measured over G. Then, we can statistically model G by defining a probability distribu-
tion P(G) over G such that the following conditions are satisfied:

∑
G∈G

P(G) = 1 (1)

〈gi〉= ∑
G∈G

gi(G)P(G) = g∗i , i = {1,2, ...,r} (2)

where 〈gi〉 is the expected value of the i− th graph metric over G .
By maximizing the Gibbs entropy of P(G) constrained to the above conditions, the

probability distribution reads as:

P(G) =
eH(G)

Z
(3)
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where H(G) =
r
∑

i=1
θigi(G) is the graph Hamiltonian, θi is the i−th model parameter

to be estimated and Z = ∑
G∈G

eH(G) is the so-called partition function. The estimated

value of a parameter θi indicates the change in the (log-odds) likelihood of an edge for
a unit change in graph metric gi. If the estimated value of θi is large and positive, the
associated graph metric gi plays an important role in explaining the topology of G more
than would expected by chance.

We considered graph metrics reflecting the basic properties of complex systems
such as hub propensity and transitivity in the network. Specifically, we focused on
k-stars to model highly connected nodes (hubs) and k-triangles to model transitivity,
where k refers to the order of the structures as illustrated in figure 1(a).

3 Data set

We used high-density EEG signals freely available from the online PhysioNet BCI
database [4, 7]. EEG data consisted of 1 min resting state with EO and 1 min resting
state with EC recorded from 56 electrodes in 108 healthy subjects. We used the spectral
coherence [2] to measure functional connectivity (FC) between EEG signals of sensors
i and j at a specific frequency band f which results in a set of connectivity matrices.
The nodes of brain networks represent brain regions and are set by the senors; edges
of brain networks represent functional connectivity and are set by the value of spectral
coherence between two nodes. We then thresholded the values in the connectivity ma-
trices to retain the strongest links in each brain network. We validated the results over
different threshold values.

4 Results and Discussion

Results showed that the model including k-triangles and k-stars statistically reproduced
the main properties of the EEG brain networks measured by global- and local-efficiency.
We fitted the model to brain network for each subject, frequency band and conditions
and then simulated 100 networks for each configuration that we used to positively test
the goodness-of-fit of the model and cross-validated the results. In the cross-validation
phase, we show that the model captured other important brain network properties as
measured by the clustering coefficient, the characteristic path length and the modularity.

Furthermore, the fitted ERGM parameter values provided complementary informa-
tion showing that clustering connections are significantly more represented from EC to
EO.

These findings support the current view of the brain functional segregation and inte-
gration in terms of modules and hubs, and provide a statistical approach to extract new
information on the (re)organizational mechanisms in brains.
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Fig. 1. (a) Graphical representation of k-stars and k-triangles. Among the different model config-
urations that we tested, the model including these two graph metrics was the one that ranked best
in terms of relative errors between the mean values of global/local efficiency of the simulated
networks and the value of the observed brain network. (b) Brain network in the alpha band for
eyes-open (EO) and eyes-closed (EC) resting-state of one representative subject. (c) One instance
of the corresponding synthetic networks sampled by the model. (d) Because node labels are not
preserved in the simulated networks, we re-assigned them virtually by using the Frank-Wolfe
algorithm [8], which optimizes the graph matching with the observed brain network. In the upper
part of the figure, nodes correspond to EEG electrodes. In the bottom part, the nodes are arranged
into a circle.
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1 Introduction

In dissociated culture, neuronal networks spontaneously generate synchronous activity
known as network bursting: periodic firing of nearly all neurons every 30−100 seconds.
There has been much work towards understanding the initiation of bursts [1], the bal-
ance between excitatory and inhibitory connections [2], as well as the role of the under-
lying network topology [3]. Typically, assumptions have to be made regarding network
connectivity or inferred from the correlated activity of individual neurons. Here we de-
scribe a new approach [4] that allows direct measurements of functional connectivity
of a neuronal culture. The approach combines, for the first-time, laser scanning pho-
tostimulation (LSPS) of single neurons with simultaneous calcium (Ca) imaging of a
large cell-population [5] to rapidly map excitatory connections in neuronal networks
consisting of 150-200 neurons and 1500-2000 connections. Connectivity maps were
measured throughout a 12-day period, in order to investigate network properties before
and after the beginning of network bursting.

2 Apparatus and Methods

As shown in Fig. 1, single-neuron photostimulation utilizing caged-glutamate is achieved
by focusing a 2-ms pulse of ultraviolet laser light to a spot < 10 µm in diameter with
a 4x microscope objective. Galvano-driven mirrors under computer control were uti-
lized to rapidly steer the laser spot to any point within a 1350-µm×1350-µm field-of-
view (FOV) containing hundreds of neurons. For the Ca imaging component, 494-nm
light from a high-power light emitting diode (LED) was directed through the same mi-
croscope objective. This light broadly illuminated the entire FOV in order to excite
Fluo-4, a calcium indicator dye. Large-scale activity of all neurons in the FOV can be
observed by detecting changes in the 516-nm emission fluorescence. Experiments were
performed on primary cultures using cortical neurons dissociated from embryonic day
17 (E17) Sprague-Dawley rats. Final cell density was 300-400 cells/mm2, which con-
tained both excitatory and inhibitory neurons. At DIV 8-12, network bursting begins
when > 20% of neurons fire together roughly every 2 minutes.

After recording ten minutes of spontaneous network activity, mapping began by
first stimulating a randomly chosen neuron near the center of the FOV and identi-
fying neurons that showed changes in fluorescence. Ca responses from neurons that
were directly connected to the photostimulated neuron, i.e. first order neurons, began
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Fig. 1. (a) Schematic of apparatus used for simultaneous laser scanning photostimulation and
calcium imaging.(b) Bright-field image of neuronal network (DIV 16) with large bursting activity
combined with an overlay of corresponding measured connectivity map. Scale bar: 200 µm

at the same imaging frame as the response from the photostimulated neuron. While Ca
responses from second order neurons could be elicited by increasing the light power
and/or pulse duration, these had onset times of 3-5 s after photostimulation and could
easily be distinguished. Because Ca responses at this level of sensitivity correspond to
supratheshold events (i.e. action potentials), only excitatory connections were mapped.
Within 2-3 hours, raw map data consisting of ∼ 200 neurons and ∼ 2000 connections
were typically made. In one day, 1-3 networks of similar age, i.e. from same original
batch, were usually mapped.

3 Results

From these map data, the adjacency matrix for an unweighted and directed network was
constructed and used to calculate network properties. The average in-degree for each
network increased from initial values of 〈kin〉avg ' 4 to a stable values of 〈kin〉avg ' 10
after the onset of network bursting [Fig. 2(a)]. Average clustering coefficients were cal-
culated and compared to a randomized network model. We found that while clustering
was much larger with 〈C〉avg ' 0.5 than in the random network model [Fig. 2(b)], it was
relatively constant over the entire period, and thus uncorrelated with network bursting.
Figure 2(c) also shows the average global efficiency for each day rapidly increasing
from an initial value of ' 0.13 to a steady value of 0.29 within four days (DIV 7-
10) before the onset of network bursting. By contrast, global efficiency of the random
network model stays relatively high throughout. The ‘small-world’ behavior of these
networks was also assessed by considering the local efficiency, which is similar to the
global efficiency but only applied to the node’s neighbors instead of the entire network.
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Fig. 2. Measured network properties. (a) Average in-degree, (b) clustering, (c) global efficiency,
and (d) local efficiency as a function of neuronal age. Solid circles: averages of all networks
mapped for given day. Open squares: averages computed from a randomized network model
having the same degree distribution as each mapped network.

The initial local efficiency was large 〈EL〉avg ' 0.63 and increased by roughly 20% over
time [Fig. 2(d)]. As discussed in [6], these networks exhibited small-world network be-
havior because both the global and local efficiency remained relatively large throughout
the entire time period. As expected, the random network model did not show this be-
havior as its local efficiency remained relatively low.
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1 Introduction

Alzheimer’s disease (AD) causes alterations of brain network structure and function.
The latter consists of connectivity changes between oscillatory processes at different
frequency channels. We proposed a multi-layer network approach to analyze multiple-
frequency brain networks (Figure 1a) inferred from magnetoencephalographic record-
ings during resting-states in AD subjects and age-matched controls. We used the multi-
participation coefficient (MPC) to quantify the tendency of brain regions to facilitate
information propagation across different frequencies. Finally, we tested the diagnostic
power of the measured brain network features to discriminate AD patients and healthy
subjects.

2 Methods

The study involved 25 Alzheimer’s diseased (AD) patients (13 women) and 25 healthy
age-matched control (HC) subjects (18 women). All participants underwent the Free
and Cued Selective Reminding Test (FCSRT) for verbal episodic memory. Specifically,
we considered the Total Recall (TR) score - given by the sum of the free and cued recall
scores - which has been demonstrated to be highly predictive of AD [4, 5].

We reconstructed the MEG activity on the cortical surface by using a source imaging
technique [2]. The reconstructed time series were then averaged within 148 regions of
interest (ROIs) defined by the Destrieux atlas. We estimated functional connectivity by
calculating the spectral coherence between each pair of ROI signals. As a result, we
obtained for each subject, a set of connectivity matrices of size 148× 148 where the
(i, j) entry contains the value of the spectral coherence between the signals of the ROI
i and j at a frequency f = 0,0.5, ...,499. We then averaged the connectivity matrices
within the following characteristic frequency bands [1]: delta (2−4 Hz), theta (4.5−7.5
Hz), alpha1 (8− 10.5 Hz), alpha2 (11− 13 Hz), beta1 (13.5− 20 Hz), beta2 (20.5−
29.5 Hz) and gamma (30− 45 Hz). We finally thresholded and binarized the values
of each connectivity matrix in order to obtain a connection density corresponding to
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an average node degree k of 12, belonging to a range of values typically used in brain
networks analysis. We considered the local multi-participation coefficient [3] MPCi to
measure how evenly a node i is connected to the different layers of the multiplex. By
construction, if nodes tend to concentrate their connectivity in one layer, the global
multi-participation coefficient tends to 0; on the contrary, if nodes tend to have the
same number of connections in every layer, the MPC value tends to 1 (Figure 1c). In
the singular case where a node is disconnected in every layer, we assigned MPCi = 0 to
avoid indeterminate results.

Fig. 1. Multi-frequency brain networks. Panel a) shows brain networks of a representative subject
extracted from seven frequency bands. Links are inferred by means of spectral coherence and
thresholded to have in each layer an average node degree k = 12. b) Procedure to construct a
multi-frequency network. Each layer corresponds to a different frequency band. Only nodes rep-
resenting the same brain region in each layer are virtually connected. Hence, inter-layer links code
for identity relationships. c) Inter-frequency node centrality. A two-layer multiplex is considered
for the sake of simplicity. The blue node acts as an inter-frequency hub (i.e., multi-participation
coefficient MPC = 1) as it allows for a balanced information transfer between layer β1 and β2;
the red node, who is disconnected in layer β1, blocks the information flow and has MPC = 0.

3 Results

Main results showed that regional connectivity of AD subjects was abnormally dis-
tributed across the multiplex’s layers (i.e. across frequency bands) as compared to con-
trols (Figure 2b, Table 1).

MPC values significantly correlated with memory impairment of AD subjects, as
measured by the free and cued selective reminding test (Figure 2a). Locally, the most
predictive regions belonged to components of the default-mode network that are typi-
cally affected by atrophy, metabolism disruption and amyloid-β deposition.

We compared the diagnostic power between MPC and single-layer indices and we
showed that the combination of the two types led to increased classification accuracy
(78.39%) and sensitivity (91.11%).
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Rank ROI label Cortex Z score p-value
1 G precentral R Motor -3.4735 0.0006
2 G front inf-Opercular R Motor -2.5239 0.0127
3 S oc middle and Lunatus L Occipital -2.4582 0.0138
4 G pariet inf-Supramar L Parietal -2.4860 0.0142
5 S interm prim-Jensen L Parietal -2.3708 0.0147
6 S temporal transverse R Temporal -2.3996 0.0191
7 S pericallosal R Limbic -2.3041 0.0203

Table 1. Statistical group differences for local multi-participation coefficient (MPCi). ROI labels,
abbreviated according to the Destrieux atlas, are ranked according to the resulting p-values. The
same ranks are used as labels in Figure 2b. ROIs highlighted in bold belong to the default mode
network.

4
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5

1

6

2Z-Score (MPCi)

a) b)

Fig. 2. Network analysis of brain connectivity. a) Scatter plot of the global multi-participation
coefficient (MPC) and the total recall (TR) score of AD subjects (Spearman’s correlation R =
0.5547, p = 0.0074). b) Inter-frequency centrality. Statistical brain maps of group differences for
local multi-participation coefficients MPCi. Only significant differences are illustrated (p < 0.05,
FDR corrected). Z-scores are computed using a non-parametric permutation t-test.

3.1 Methodological considerations

To validate the obtained results we used, in a separate analysis, the imaginary part of co-
herency [6] to assess functional connectivity. We demonstrated that while no significant
between-group differences could be obtained in terms of MPC, the spatial distribution
of the MPC values was very similar to that observed in brain networks obtained with
the spectral coherence.

4 Conclusion

These findings suggest that multi-layer networks framework reveals complementary
information that can be used to identify inter-frequency neural mechanisms of brain
diseases and thus give new interpretation possibilities to functional brain connectivity
analysis that were not accessible by using more standard - single-layer - approaches.
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The cerebral cortex can be separated into specialized areas according to specific
functions like vision, hearing, olfaction, motor inputs, etc. These cortical areas are
connected through a very complex architecture, and the brain is able to integrate in-
formation from different cortical areas in order to produce a coherent output. Neu-
ronal synchronization in cortical areas has been observed in mammals [1] and it has
been conjectured that synchronization helps to optimize information transfer [2]. In
humans, EEG data have revealed connections between neuronal synchronization and
higher functions like consciousness and perception [3]. In some cases, however, neu-
ronal synchronization is thought to be related to pathological rhythms and diseases like
Parkinson’s disease [4]. Accordingly, suppressing such synchronized behavior can be
a basis to treatments of Parkinson’s disease [5]. Deep brain stimulation is a technique
widely used by neurosurgeons for treating Parkinson’s disease and essential tremors,
and is based on the application of electrical impulses in target areas like the thalamus,
subthalamic nucleus and globus pallidus, which interfere with and block electrical sig-
nals that cause the pathological symptoms [6].

In the present work we propose a mathematical modelling of the suppression of
the abnormal neuronal synchronization using a complex network simulating some as-
pects of the human brain connection architecture provided by Lo et al. [7]. We build a
network of networks model: in the highest level of description, each node represents a
cortical area and the edges represent the density of axonal fibers among cortical areas,
determined through diffusion MRI tractography methods. In the lowest level of descrip-
tion, each cortical area is itself a network of coupled individual neurons undergoing a
local dynamical behavior, and whose edges are synaptic connections exhibiting small-
world properties. The latter hypothesis is based on experimental evidences that cortical
area networks in the human brain has such properties [8, 9].

The local dynamics of a neuron is supposed to exhibit spiking activity in two time
scales: a fast scale describing autonomous chaotic spiking and a slow scale related to
the bursting modulation of the action potential spikes. The essentials of such behavior
can be captured by a simple discrete-time model proposed by Rulkov [10]:

xn+1 = f (xn,yn) ≡ α
1 + x2

n
+ yn, yn+1 = yn − σ(xn − ρ),

where (xn,yn) represent the dynamical variables of the fast and slow scales, respectively,
at discrete time n = 0,1,2, . . .. The parameters α , σ and ρ are chosen so as to yield
autonomous bursting oscillations.
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The two-level network description of the neuronal network is represented by

x(i,p)
n+1 = f (x(i,p)

n ,y(i,p)
n )+

εe

2

(
x(i−1,p)

n − 2x(i,p)
n + x(i+1,p)

n

)
−

εc

Q

∑
d=1

P

∑
f=1

[
W(d, f ),(i,p)H(x(d, f )

n − θ )(x(i,p)
n −Vs)

]
,

where x(i,p)
n denotes the dynamical variable for the ith neuron belonging to the pth

cortical area, H(..) denotes the unit step function, and θ , Vs are coupling parameters.
The coupling strength εe refers to the local connections in a one-dimensional lattice,
and the coupling strength εc is for the connections in the upper level, where Wi j are the
elements of a weighted connectivity matrix.

In numerical simulations we have used 100 neurons in each cortical area with small-
world connections chosen according the Newman-Watts procedure: the neurons are
connected to their nearest neighbors and have 10% probability of non-local connec-
tions, or shortcuts. The cortical areas are coupled to each other through a weighted
connectivity matrix based on the data from Lo et al. [7]. If Wi j = 1,2,3 then there are
respectively 50,100,150 links between the cortical areas i and j, such that there are
25% inhibitory and 75% excitatory connections, corresponding to Vs equal to 1 and −2,
respectively.

We considered non-identical Rulkov bursting neurons with slightly different values
of the parameter α , randomly chosen in the interval [4.1,4.3] according to a uniform
probability distribution. For values within this range every neuron exhibits episodes of
chaotic bursting, each of them beginning at discrete time nk. From a known sequence
of such episodes it is possible to define a geometrical phase describing bursting from

ϕn = 2πk + 2π
n − nk

nk+1 − nk
.

Two or more neurons are phase synchronized when their phases are equal, meaning that
they start bursting simultaneously, irrespective of the spiking behavior (which is usually
non-coherent).

One numerical diagnostic tool to characterize bursting synchronization is the Ku-
ramoto order parameter magnitude [11]

Rn =
1
K

∣∣∣∣∣
K

∑
j=1

eiϕn( j)

∣∣∣∣∣ ,

where K is the number of neurons in the considered assembly. Usually we are more
interested in the temporal average of the order parameter magnitude R. If R = 1 the
neurons are fully synchronized (in the slow time scale of bursting behavior), whereas
R < 1 indicates partial synchronization. This measure can be applied to each cortical
area or for the network as a whole, depending on the assembly we study. We have
investigated the dependence of the order parameter on the coupling strengths for each
cortical area as well as for the network. We observed that, for a large enough value of
the coupling strength, the cortical areas with smaller degree exhibit less synchronization
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(the degree strength is si = ∑ j Wi j for a given area). Moreover, we observed that the
number of cortical areas exhibiting synchronization changes with the coupling strength.

In this work we also investigated the suppression of synchronization due to an ex-
ternal delayed feedback control, in order to simulate the conditions in a deep brain
stimulation using our neuronal network as a mathematical model. The delayed control
is represented by an injected signal given by

Mn(τ, p) =
1
Q

Q

∑
i=1

x(i,p)
n−τ ,

for the pth cortical area and a time delay τ . This signal is applied to the fast variable x
of all neurons in a given cortical area. The efficiency of supression can be quantified by
the factor

S =

√
Var(M)

Var(M(τ, p))
,

where M is the mean field in the absence of feedback control and Var stands for the
variance. A good suppression of synchronized behavior is achieved with S ≫ 1. We
observed that the network response to this control presents regions of effective sup-
pression as we vary the coupling strength and time delay. When the feedback signal is
applied in one subnetwork, for example, no such regions are observed. We have varied
the fraction of perturbed subnetworks from 0.25 to 1.0, and the relative size of the sup-
pression regions decreases with this fraction, although the value of the efficiency factor
becomes higher.
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1 Summary

Models to study the propagation of opinions and influence in social networks have
been extensively studied and, in particular, the computer science literature has focused
on developing algorithms to maximise the spread of influence. However, little work
considers the common real-world scenario in which only portions of the full network are
visible or only a subset of nodes can be chosen to spread influence from. In particular,
in this paper we explore influence maximisation under a type of uncertainty which has
not been investigated so far. In our setting, a part (or some parts) of a network is known
(e.g., individuals that belong to the decision maker’s organisation), while the rest is
completely unobservable.

We propose a set of heuristic algorithms designed to maximise the spread of in-
fluence in such a setting, by preferentially targeting boundary nodes. We consider the
case of organisation-partitioned networks, i.e., networks in which a subset of nodes (a
community) and all links among them are fully visible, but the rest are unknown. We
show that, in such a setting, the proposed algorithms outperform the state of the art by
up to 38%.

2 Method

We propose three heuristic algorithms to select seed nodes:

– Random Selection: In this case, we select the seeds simply at random.
– Random with Neighbour Activation: Here, we first select the seeds at random,

and then for each seed, we activate one of its neighbours. This approach is based
on the friendship paradox [2]. It states that on an average basis, most people have
fewer friends than their friends have. Thus, if we select some seed at random, it is
beneficial to activate one of its neighbours, instead of the original node itself, due
to possible larger number of connections.

– Selection based on (Weighted) Degree: In this heuristic, we first rank the nodes
in the known part of the network based on their degree, so that nodes with larger
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Fig. 1: Figures a and b show the average spread in partially observable networks for 5
seeds. Figure c shows the average spread for varying numbers of seed with visibility
1%.

number of neighbours have higher ranks. Then we select node with highest rank
as seeds. Here we use the intuition that nodes with larger number of connections
are very likely to be highly influential. In the weighted version of this approach,
we still rank the nodes based on their degree; however, in order to improve the
influence probability in the unknown part of the network, we attach a higher weight
for neighbours that are in the boundary set.

To compute the propagation of influence, we use the NetHept dataset, a network of 15k
nodes and 31k edges (representing citations within the high energy physics theory com-
munity). We choose this because it constitutes a real-world dataset of reasonable size
and because it has been widely used to benchmark influence maximisation algorithms
[1]. We compare the performance of the proposed heuristics (measured as the average
number of nodes influenced per seed) with that of the most successful influence max-
imisation algorithm with theoretical performance guarantees (see [3]), namely IMM
[1].

3 Results

Figures 1a and 1b show the average spread of all algorithms in a setting with five seed
nodes, as we vary the network visibility, i.e., the proportion of fully observable nodes.
As expected, the state-of-the-art IMM algorithm performs will throughout all settings.
However, looking more closely at cases with low observability (Figure 1a), some of
the heuristic approaches outperform it. Specifically, the degree-based heuristics per-
form consistently well, sometimes achieving an up to 19% higher average spread than
IMM. As visibility rises (also continuing in Figure 1b), this difference becomes less
pronounced, and by 10% visibility, they achieve a similar performance. As visibility
rises further, IMM(1) eventually achieves the highest performance (from 50% visibility
onwards).

Looking specifically at the effect of adding higher weights for boundary nodes to the
heuristics (denoted as WD(w) and IMM(w), where w is the weight attached to boundary
nodes), this can lead to a significant increase in the average spread. However, the perfor-
mance is sensitive to the exact parameter value, and for networks with higher visibility,
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a high weight can indeed lead to a decrease in performance, and is most pronounced
for Weighted(5) in settings with 20-50% visibility. This is because the boundary nodes
actually decrease in importance in the network as more of it is known to the algorithm.

Finally, Figure 1c shows the average spread per initial seed chosen as the number
of initial seeds is increased (in a setting with 1% visibility). This highlights that our
heuristic techniques achieve the highest performance gains over the state of the art in
settings with fewer initial seeds (specifically, a gain of up to 38% when there is just a
single initial seed).

Overall, these are promising results, showing that in settings where large parts of
the network are not observable and where only few seeds can be chosen, the state-of-
the-art algorithm does not necessarily perform best. Instead, simple heuristics perform
well, and both those heuristics and the current state of the art benefit from explicitly
favouring nodes at the boundary of the known network. It should also be noted that the
heuristics are several order of magnitude faster than IMM —a typical run of IMM took
about 0.1-0.2 seconds, while the degree-based heuristics typically completed within
0.2-0.3ms.

The aim of this work is to show that current algorithms to maximise influence do not
perform well under partial network observability, and are outperformed even by simple
heuristics. However, in future work we intend to approach the problem of influence
maximisation with partial observability in a more principled way, merging techniques
from computer science and statistical physics (see, for example, [4]).
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1 Introduction 

The diversity of large-scale information, for example, epidemics, gossips, innovation 

and opinions, spread on social networks. To the understanding of information diffu-

sion in social networks, some threshold and cascade models have been applied [1],[2]. 

Specially, strategy interactions and diffusion on multiplex networks are generally 

modeled as evolutionary game [3], which helps to understand the cooperative beha-

viors and mechanism between selfish individuals as well as sub-networks [4]. 

In our previous work, the strategy interactions and diffusion between and within 

communities in the weighted multiplex networks were studied [5]. In this work, we 

will further study the effect of individuals' trust on cooperation evolution. In fact, the 

different levels of trust on acquaintances do play a role in the information spreading. 

Here, the levels of trust correspond to the numbers of consecutive identical coopera-

tion strategies in the strategy memory span of individuals. The results show that the 

memory of previous strategies highly affects the cooperation evolution. The different 

strategy memory span is also the main influence factor for the information diffusion, 

together with the interlayer interaction tight degrees between duplex networks.  

2 Method 

In order to imitate real networks as far as possible, the heterogeneity of population is 

considered here. In the intralayer network, the weighted value of linked edges and the 

link degree of each individual are generated randomly, which represent individual's 
social position and influence force. In the interlayer network, individuals' neighbors in 
opposite network are also randomly assigned. Each network is divided into two 

groups, authority group and non-authority group. The payoffs of an individual are 

obtained from intralayer and interlayer interactions of strategy, through playing the 

Prisoner's Dilemma (PD, 1≤T≤2 and -1≤S≤0, R=1 and P=0) and the Snowdrift game 

(SG, 1≤T≤2 and 0≤S≤1, R=1 and P=0). There are two kinds of individuals adopting 

different strategies in the games, cooperators (C) and defectors (D). Each individual 
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has a certain strategy memory span, which storage previous strategy status. The ranks 

of each strategy in different groups are calculated after each interaction. The impact 

forces of strategy from the different groups to individuals and the reactive forces from 

individuals are simultaneously taken into account in intralayer and interlayer interac-

tions. An individual will adopt the strategy of authority group in the same layer, or 

adopt the strategy of a neighbor from the opposite layer with probabilistic parameter 

a, which reflex the interaction tight degree between two networks. At the stage of 

updating strategy of individual, previous strategy values in strategy memory spans 

stand for levels of trust on information diffusion. When consecutive identical coop-

eration strategies occur in the certain strategy memory span of individuals, the strate-

gy C will be adopted at next intralayer and interlayer interactions.  

3 Results 

For each pair of game parameters T and S in their value ranges, 1000 weighted duplex 

networks C1, C2 with 1000 individuals, and interlayer networks are generated ran-

domly. For each set of C1, C2 and their interlayer network, the intralayer and inter-

layer strategy interactions and updates are executed for 5000 times. Lastly, the aver-

age densities of cooperators of 1000 random multiplex networks for each pair of T 

and S are calculated, corresponding to different strategy memory span (ML). Fig.1 

shows that the effects of strategy ML on the cooperation diffusion in game SG. With 

increase of the strategy ML, the density of cooperators C decreases significantly in 

some regions, especially in regions of ]2,5.1[T  and ]3.0,0[S . 

 

Fig. 1. The average density distribution of cooperators C of 1000 random weighted duplex 

networks for each pair of T and S in game SG, when the parameter a is 0.9 and strategy ML 

takes different values.  

Moreover, we also consider that the combined effects of parameter a and strategy 

ML on the density of cooperators C. From the Fig.2, it can be found that the bigger 

interaction tight degree between two networks is, the higher the density of C is. 

Meanwhile, the smaller strategy ML is, the higher the density of C is. Specially, the 

density of C reaches a maximum value when strategy ML is 2. It  is easy to be under-

stand that only if one pervious strategy value is C, the next strategy will continue to 
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adopt C. This is an important role of the trust levels on cooperation diffusion and 

evolution. Obviously, it is memoryless case when strategy ML is 1.  

 

Fig. 2. The impacts of the strategy memory span on densities of C in a case study (T=1.2 and 

S=0.2 for game SG), and the parameter a are 0.9 (red), 0.5(green), 0.1(blue), respectively. 

4 Conclusion 

In this work, we consider some real scenario about cooperation diffusion in social 

networks. Some factors affecting individual behavior are taken into account: the so-

cial position of individuals, the interaction tight degree between two networks, and 

the trust levels of individuals on acquaintances by using the strategy memory span. 

These results provide clues to understand the effects of trust levels of individuals and 

interaction tight degree on cooperation evolution in the weighted duplex networks.  
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1 Introduction

Finding efficient ways to control the spreading of an epidemic is a challenging issue
in a variety of fields, such as medicine, opinion dynamics and computer networks. Re-
search has been conducted on targeted immunization strategies, which make use of the
dynamical properties of the infection as well as topological properties of the network
structure. However, although most real-world networks exhibit a community structure,
few works have been devoted to investigate the impact of this property on epidemic
spreading [1-3]. In order to exploit more efficiently the topological properties of real-
world networks, we propose and investigate three deterministic immunization strate-
gies based on the network community structure. In this work we restrict our attention to
non-overlapping community structure, i.e, a node belongs to a single community. The
proposed strategies exploit information such as the size of communities, the number of
communities attached to each node and the interconnection density between commu-
nities in order to characterize and to rank the influential nodes. Numerical simulations
with the Susceptible-Infected-Removed (SIR) epidemiological model are conducted on
both real-world and controlled synthetic networks. The effectiveness of the proposed
immunization strategies are compared to classical alternatives. Results demonstrate that
using information on the community structure is of great importance in order to control
disease dynamics.

2 Targeted immunization scheme

The goal of targeted immunization is to change the structure of the network of sus-
ceptible individuals so that it is harder for a pathogen to spread. According to a given
immunization algorithm, a set of nodes is chosen and their state is set to resistant. De-
terministic algorithms rank the nodes according to a measure of their ability to limit the
propagation process. Target nodes are then chosen by their rank from high to low, until
a desired immunization coverage of the population is achieved. Indeed, the number of
people to remove from the susceptible class is often constrained. Therefore the prob-
lem translates into ranking the nodes according to a centrality or influence value. This
centrality must be related to features of both the propagation process and the network
structure. Note that if two or more nodes share the same centrality values their rank is
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assigned at random. To investigate the influence of the community structure in the prop-
agation process, we propose three measures that integrate various levels of information.

Number of Neighboring Communities: The main idea of this measure is to rank
nodes according to the number of communities they reach directly (through one link).
The reason for targeting these nodes is that they are more likely to contribute to the
epidemic outbreak towards multiple communities. Note that all the nodes that do not
have inter-community links share the same null value for this measure.
For a given node i belonging to a community Ck ⊂C, it is given by:

mi = ∑
Cl⊂C\{Ck}

∨

j∈Cl

ai j (1)

Where ai j is equal to 1 when a link between nodes i and j exists, and zero otherwise.∨
represents the logical operator of disjunction, i.e,

∨
j∈Cl

ai j is equal to 1 when the
node i is connected to at least one of the nodes j ∈Cl .

Community Hub-Bridge measure: Each node of the network share its links with
nodes inside its community (intra-community links) and nodes outside its community
(inter-community links). Depending of the distribution of these links, it can propagates
the epidemic more or less in its community or to its neighboring communities. There-
fore, it can be considered as a hub in its community and a bridge with its neighbors
communities. That is the reason why we call this measure the Community Hub-Bridge
measure. Furthermore, the hub influence depends on the size of the community, while
the bridge influence depends on the number of of its neighbors communities. For a
given node i belonging to a community Ck ⊂C , it is given by:

li(Ck) = hi(Ck)+bi(Ck) (2)

With hi(Ck) =Card(Ck)∗ kintra
i (Ck) and bi(Ck) = mi ∗ kinter

i (Ck) .
Where kintra

i (Ck) and kinter
i (Ck) are respectively the intra-community degree and the

inter-community degree of the node i. Card(Ck) is the size of its community. mi repre-
sents the number of its neighboring communities that are connected to the node i.
hi(Ck) tend to immunize preferentially hubs inside large communities. Indeed they can
infect more nodes than those belonging to small communities. bi(Ck) allows to target
nodes that have more links with various communities.
Community Hub-Bridge with link Density measure: for a given node i belonging to
a community Ck ⊂C, it is given by:

di(Ck) = ρCk ∗hi(Ck)+(1−ρCk)∗bi(C) (3)

Where ρCk represents the interconnection density between the community Ck and the
other communities of the network. It is given by:

ρCk =

∑
i∈Ck

kinter
i /(kinter

i + kintra
i )

Card(Ck)
(4)
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c) General Relativity and Quantum Cosmology collaboration network

Fig. 1. The relative difference of outbreak size ∆rR between Comm measure and the proposed
measures, performed on the real-world networks.

If the communities are very cohesive then more importance is given to the bridges in
order to isolate the communities. Otherwise, more importance is given to the hubs.

3 Results

We performed a series of experiments on both real-world and synthetic networks with a
known community structure in order to investigate the efficiency of the proposed mea-
sures. Here we report the results of the comparative evaluation with the Comm measure
proposed by Naveen et al [3]. Indeed, it is the most efficient alternative measure. The
classical SIR model is used to investigate the spread of epidemics. To evaluate the effec-
tiveness of the proposed measures, we opt for the relative difference of outbreak size.
It is defined as ∆rR = (Rre f Rp)/Rre f , where Rre f and Rp are respectively the final
number of recovered nodes for the reference and proposed measure. If ∆rR is positive,
the epidemic spreads less when applying the proposed measure.

In Fig.1 we evaluate our approach on three network datasets: ego-Facebook3, Email-
Eu-core3 and ca-GrQc3 networks. It is obvious that the Number of Neighboring Com-
munities measure outperforms the Comm measure. It does not, however, target com-
munity hubs. That is the reason why it performs worse than Comm measure in the case
of a large immunization coverage as illustrated in Fig.1 a) and c) when the fraction of
immunized nodes f is more than 0.5. We note also from Fig.1 that the other proposed
measures outperform the Comm measure for the different values of f.

To summarize, the proposed algorithms perform better as they are able to extract
more useful information on community structure. Experimental results reveal that they
are very effective in identifying the influential nodes.
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1 Introduction

Modeling influence diffusion in social networks is an important challenge. There are a
large number of models in the literature addressing influence diffusion and viral mar-
keting [2], [4]. However, there exist some significant limitations in these models. First,
they approach a social entity’s adoption likelihood from a confined scope, considering
only the direct influence from the activated neighbors of the entity. Second, most models
overlook the fact that influence does not remain static or constant, but rather attenuates
along diffusion paths and decays with time. Third, these models fail to capture the in-
dividual temporal diffusion dynamics. In this paper, we propose a novel multiple-path
asynchronous threshold (MAT) model to address these issues, and develop an effective
and efficient heuristic to tackle the influence-maximization problem.

2 MAT Model

We categorize all the nodes in the network into two types: influencers and messengers.
An influencer is an active node that has adopted the product and can originate and
spread its influence in the network. A messenger is an inactive node that may acquire
influence and pass the influence on to others. Once a messenger acquires influence that
is greater than or equal to its threshold, it is activated and turns into an influencer who
starts to spread out its own influence. Our model captures an important characteristic of
word-of-mouth (WOM) communication in that: anyone can pass along WOM messages
and potentially influence the recipient. In other words, a node can be activated by not
only the direct influence from its active neighbors (influencers), but also the indirect
influence passed along by its inactive neighbors (messengers). This is a distinguishing
and more realistic feature built in our MAT model.

To differentiate the relationship strength on influence, we introduce a weight nor-
malization scheme that measures the fraction of influence a node receives from a spe-
cific in-neighbor relative to the total influence it receives from all of its in-neighbors. To
quantify the influence attenuation along a diffusion path, we define a depth-associated
attenuation coefficient α = d−2, where d is the depth (number of hops) from an in-
fluencer to the node of interest along the diffusion path. It can be interpreted as a com-
pounding factor that incorporates the trustworthiness decay, information corruption, and
decreasing reaching probability. Specifically, we set the depth limit dmax to 3 for each
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influencer to capture the three-degrees-of-influence phenomenon [3]. On the other hand,
we model the temporal influence decay as an exponential function of time, I(t) = e−λ t ,
where λ is a user-specified tunable parameter of decay rate. It can be tuned to account
for different products on various social networks. To capture the individual temporal
diffusion dynamics, we model the heterogeneity of WOM messaging from a node to
its neighbors as a Poisson process with a rate that is determined by the node’s relative
activeness at both local and global level in terms of its out-link weights.

The diffusion process starts with an initial set of influencers (seed nodes) S0 with
|S0| = K, and unfolds in discrete time steps. At each time step, the influence is propa-
gated one hop from a node u to each out-neighbor v with a probability based on their
contact frequency and node u’s global activeness. Each inactive node v is assigned with
an activation threshold selected uniformly at random in the range [0,1]. When the total
influence that v receives is greater than or equal to it threshold, it is activated and turns
into an influencer. Then it not only continues passing other influencers’ influence as a
messenger, but also starts to spread out its own influence as an influencer. The diffusion
process stops when the number of hops of influence diffusion of each influencer reaches
the depth limit (set to 3 by default) and no new activation is possible.

3 IV-Greedy Algorithm

The influence-maximization (IM) problem is to find a small set of K seed nodes (initial
adopters) who can trigger the largest further adoptions in the network. The IM problem
is NP-hard under the MAT model. Using the influence vector (IV) of each node, we
develop a heuristic algorithm called IV-Greedy. The influence vector of a node captures
where and how much influence it spreads out in its neighborhood based on a static ver-
sion of the MAT model, in which we ignore the temporal diffusion decay, individual
diffusion dynamics, and the activation of any nodes. We use it as a proxy for the dy-
namic influence diffusion so as to avoid the expensive Monte Carlo (MC) simulation.
We sweep over the influence vector of each node to repeatedly pick the node with the
maximum marginal gain and add it to the seed set until all K seeds are found.

4 Experiments

To evaluate our MAT model and the performance of IV-Greedy, we conduct experiments
on three widely-used real-life network datasets, which include PGP [1], NetHEPT 1,
and WikiVote 2. We compare the performance of IV-Greedy against a set of baseline
algorithms in terms of both influence spread and time efficiency. The simplest baseline
is to select the seed nodes uniformly at random. The most frequently used is the degree-
centrality heuristic, in which the seed nodes are chosen in descending order of their
out-degrees. The next baseline is the Top-K algorithm, which selects the top K nodes
with the largest individual influence spread based on MC simulation. As shown in Fig. 1
and Fig. 2, IV-Greedy achieves the largest influence spread, and it is up to three orders
of magnitude faster than Top-K. IV-Greedy is the best performing algorithm overall.

1http://research.microsoft.com/en-us/people/weic/graphdata.zip
2https://snap.stanford.edu/data/wiki-Vote.html
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Fig. 1. Performance comparison on influence spread

Fig. 2. Performance comparison on running time (CPU seconds)

5 Conclusion

In this paper, we propose a novel multiple-path asynchronous threshold (MAT) model
for viral marketing in social networks. Our MAT model captures both direct and indirect
influence, influence attenuation along diffusion paths, temporal influence decay, and in-
dividual diffusion dynamics. It is an important step toward a more realistic diffusion
model. Further, we develop an effective and efficient heuristic, IV-Greedy, to tackle the
influence-maximization problem. Our experiments on three real-life networks demon-
strate its excellent performance in terms of both influence spread and time efficiency.
Our work provides preliminary but important insights and implications for diffusion
research and marketing practice.
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1 Introduction

Among the many real-world processes that can be represented as dynamical systems
on networks, epidemics spread is one of the most notable examples. In the case of live-
stock diseases, the diffusion of epidemics in farm systems can cause serious negative
impacts both from economic and social perspectives [?]. Thus, quantitative epidemi-
ological studies are key in supporting the design of more effective control measures.
In this context, nodes can represent farms, considered as epidemiological units, while
links can describe the possible between-farm pathogen transmission routes, which can
in turn be distinguished between direct contacts, i.e. animal movements, and indirect
ones, such as the sharing of equipment or movement of workers and vehicles. The role
of indirect contacts in disease transmission is still poorly understood due to limitations
deriving from their highly diverse and complex nature. Indeed, while animal movements
(such as bovine and swine) are registered in national databases in many EU-countries
(Commission Decision 2006/132/EC), little information is available to date on work-
ers visits. As a consequence, when accounted for in modelling, indirect contacts have
been described through the use of commercial networks, where links between farms
are traced on the basis of common contractors [?]. However, this approach can lead to
descriptions of the contact networks that are misleading, since (i) a common contrac-
tor does not imply common personnel and vehicles visiting a pair of farms and (ii) the
temporal sequence of contacts is lost. Here, we analyzed how different levels of de-
tail in the representation of indirect contacts may affect the description of the epidemic
spread process, to the point that different conclusions can sometimes be obtained. In
such cases, the detection of superspreaders, i.e. the farms that play a crucial role in the
diffusion process, is falsified and potential control actions might become ineffective.

2 Materials and methods

We considered a system of dairy farms in the Emilia Romagna region (Northern Italy)
involved in a comprehensive data collection campaign on calves transportation occurred
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between September and November 2014. Based on these data, we reconstructed the
daily routes of the trucks belonging to different transportation companies active in the
area. As a matter of fact, the contamination of trucks (such as for milk, feed, and live
animals transportation) represents one of the main indirect route of between-farm trans-
mission. For the same period and the same farms, information about direct contacts
were collected from the Italian National Database for Animal Identification and Reg-
istration. The between-farm contacts were represented as a daily temporal multilayer
network [?,?] with two layers: one for direct (i.e. animal movements) and the other
for indirect contacts (derived from the sharing of transportation trucks). We derived the
indirect contacts network using two different levels of detail. Indeed, our aim was to
evaluate to what extent the knowledge of the sequence of on-farm visits is relevant to
establish the final size of an epidemic in the unfortunate case of a disease diffusion.
On the one hand, we built a bipartite network based on the commercial relations be-
tween the farms and the transportation companies and we projected it on the space of
the farms to obtain the common contractors network (CCN). On the other hand, taking
advantage of the available data on the truck identifiers and the sequence of visits, the
truck itineraries network (TIN) was assembled assigning a directed link from a given
farm to those later visited by the same truck in the same day. It is worth remarking
that the TIN is different with respect to the CCN not only because of the introduc-
tion of the links directionality, but also because of the different number of links, since
some transportation companies own more than one truck. To remark the crucial role
played by the topology of the network, we kept the description of the disease diffusion
process as simple as possible. Therefore, the system was modeled on both multilayer
networks through a boolean Susceptible-Infectious (SI) compartmental model, where
the probability of disease transmission was designed according to Bates et al. [?]. At
the beginning of each simulation, all farms were assumed susceptible but one (namely,
the epidemic seed). One at a time, each farm was selected as epidemic seed and 100
simulations were performed. At the end of each simulation, the final epidemic size was
recorded and the 5% of farms that led to the larger final epidemic sizes were classified
as superspreaders and characterized in terms of their topological characteristics.

3 Results and discussion

The distributions of the final epidemic sizes obtained with the two multilayer networks
CCN and TIN were significantly different, as shown in Fig.1. Each point on the x-axis
represents an epidemic seed and the vertical segments surrounding the median final
epidemic sizes on the y-axis represent the ranges out of the 100 simulations performed
describing the indirect contacts through the CCN (grey) and TIN (black). Farms are
ranked in decreasing order of median final epidemic size predicted either using the CCN
or the TIN. As emerging from Fig.1, the use of the CCN systematically resulted in an
overestimation of the final epidemic size. Interestingly, we found that the superspread-
ing farms identified through the simulations on the CCN (red dots) rarely match the
superspreaders in the TIN (Kendalls coefficient between the two rankings equals 0.41).
This result has significant consequences on the surveillance and control of livestock
diseases, especially in the case of implementation of risk-based biosecurity measures.
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Specifically, if the network structure used to identify the superspreaders is inadequate,
the intervention will focus on the wrong farms. Among all the indicators considered to
potentially characterize the superspreaders, the best resulted to be the out degree and
the outgoing infection chain [?], which seem to be good candidates for selecting the
farms where starting to implement biosafety measures.

Fig. 1. Comparison between the distributions of the final epidemic size obtained with the two
temporal multilayer networks. Each x-axis point represents an epidemic seed and, for each of
them, are reported on semi logarithmic scale the 100 final epidemic sizes obtained. The red dots
represent the positions in the two rankings of the farms associated to the largest 5% median final
epidemic sizes in the commercial network, i.e. the superspreaders.

References

1. Anderson, I.: Foot and mouth disease 2001: lessons to be learned inquiry. The Stationery
Office, London, (2002)
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1 Introduction

Studying the way in which diffusion processes evolve in networks is fundamental for
further understanding such complex and dynamic phenomena. In particular, being able
to predict the number of nodes that will be reached at the end of the spread when
that starts from a known set of initial infection seeds (i.e. seeds’ influence) is of broad
interest. Taking preparatory measures by acting on the network, so as to reduce the reach
of a possible future diffusion, is a core administration problem. Traditionally, that has
been studied as a way to improve public healthcare (e.g. through vaccination), recently
though it has attracted a lot of attention due to the concerns raised by cases of malicious
information propagation in social networks (e.g. fake news, rumors).

In the existing literature the role of the spectral radius of the adjacency matrix rep-
resenting the underlying network has been largely highlighted as a quantity tightly con-
nected with the epidemic threshold over which the reach of the diffusion explodes and
becomes comparable with the network size [8,4,1]. Various studies have been presented
for virus propagation models and influence maximization [10,6,5].

In this paper we present a brief overview of our recent work on partial node im-
munization in Continuous-Time Information Cascade Model (CT IC) [7]. CT IC [2] is
a stochastic model allowing propagation rates along edges to vary in time. Relying on
previous work, we use the concept of Hazard radius introduced in [4], that is highly
correlated to the influence and helps us in deriving upper bounds for the influence un-
der the CT IC. We subsequently develop the NetShape strategy that enjoys a convex
relaxation and, among other influence optimization tasks that we do not go through in
this short summary, it can be used for offline and partial node immunization. In that
scenario, a budget of treatment units is available. Each treatment unit can target a single
node, in advance of the diffusion, thereafter reducing node’s propagation rates along all
of its outgoing edges by a fixed factor.

2 Results

The NetShape method. Formally, let Fi j(s−τi) be the Hazard function, an element of
the Hazard matrix F , representing the propagation rate on edge i→ j at a specific time

∗ Part of the work has been conducted while author was at CMLA1.
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s after τi when node i received the piece of information and got ‘infected’. Also, let the
Hazard radius be the spectral radius of a matrix computed by integrating the Hazard
functions over time (i.e. the component-wise integration of the symmetrized F):

ρH(F)= ρ
(∫ +∞

0

F(t)+F(t)T
2

dt
)
, (1)

where ρ(·)=maxi |λi|, and λi are the eigenvalues of the implied input matrix (since
we refer to square matrices). By further elaborating results from [4], we have shown
that the maximum influence cannot exceed a certain proportion of the network that is
non-decreasing with ρH(F), and displays a sharp transition between a sub-critical and
super-critical regime. Therefore, we solve the following optimization problem over a
set of feasible Hazard matrices F that can be produced by valid actions on the nodes:

F∗= argminF∈F ρH(F). (2)

When F is a convex set, this optimization problem is also convex and the proposed
NetShape method uses a simple projected subgradient descent scheme to solve it. The
interested reader is refereed to [7] for more technical details on NetShape algorithm.
Experimental evaluation. We evaluated the NetShape algorithm for the offline and par-
tial node immunization under the CT IC and compared it with baseline and state-of-the-
art approaches for selecting the k nodes to target (k is the provided budget): i) random
node selection (Rand); ii) selection of the nodes with the highest out-degree (Degree);
iii) selection of k nodes with highest sum of outgoing edge weight wi j =

∫ +∞
0 Fi j(t)dt

(WeightedDegree), actually derived by the optimization of the lower bound LB1 in [3];
iv) the NetShield algorithm from [9] (originally designed for total immunization).

For our empirical evaluation we used an artificial random network with n=500
nodes generated as follows: 10 equally-sized Erdős Rényi clusters were first created
with edge creation probability p=0.1, then their adjacency matrices were synthesized
in a block-diagonal structure with a uniform inter-cluster rewiring probability p′=0.001.
Fig. 1a shows the structure of the adjacency matrix. Finally, the weights of the created
edges (i.e. the transmission probabilities) were generated using a trivalency model that
picks values uniformly at random from the set {low: 0.1, medium: 0.2, high: 0.5}.

Each treatment budget can be assigned to a single node and, here, we assume that it
can cause a fixed decrease of 70% in that node’s propagation rate along all of its edges.
Fig. 1b, c plot the curves (average values and stds) of two evaluation measures for our
simulations over a set of budget sizes. For each k value, we run 1000 simulations and
each simulation starts from nodes of high influence. The measure reported in Fig. 1 c is
the influence of the selected seeds, i.e. the expected proportion σ

n of infected nodes at
the end of the process. Also, the measure plotted in Fig. 1 c is the spectral radius ρH(F)
of the Hazard matrix that NetShape minimizes as a proxy for influence reduction.

Note that our purpose was to test in a meaningful parametrization scenario where
the spectral radius of the original network would have been close to 1 and, thus, its
decrease could cause a non-negligible reduction to the influence.
Performance results. The brief reported results show that: i) NetShape optimizes the
spectral radius ρH(F) (an empirical proof of correctness for our optimization scheme),
ii) effectively minimizes the influence (verifying the relevance of our optimization to
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Fig. 1. Comparison of NetShape’s performance against competitors on an artificially generated
random network. Tested k values: {5,10,20,50,100}. (a) The structure of the generated non-
symmetric, block-diagonal adjacency matrix (here plotted as binary matrix); (b) spectral radius
ρH(F) vs. budget k; (c) influence: the expected proportion of infected nodes σ

n vs. budget k.

the influence), iii) outperforms the competitors in both previous points; the largest dif-
ference is observed -as one could expect- when a moderate amount of treatments are
available. In conclusion, the presented approach seems promising and we plan to inves-
tigate its potential generalization to other influence optimization problems.
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The problem of modeling the spread of a disease among individuals has been stud-
ied in deep over many years. The development of compartmental models, that divide the
individuals among a set of possible states, has given rise to a new collection of technics
that enables, for instance, the analysis of the epidemic threshold or the study of the im-
pact of a prophylactic campaign. After the initial epidemiological studies on well-mixed
populations, it has been recognized that complex networks constitute a better descrip-
tion for the substrate on top of which the epidemic spreading takes place. Among the
many available epidemic models, the Susceptible-Infected- Susceptible (SIS) has be-
come a cornerstone in the study of epidemic spreading in complex networks. From the
initial analysis of SIS using heterogeneous mean field approximations to determine the
epidemic threshold [1], to the recent ones in which the probability of being infected
is determined at the level of node [2], there have been uncountable advances on this
topic [3].

In this work we analyze the SIS model in complex networks at the level of edges.
In particular, we propose the definition of the epidemic conductance as the probability
that a link is in condition of spreading the epidemics. We show how to obtain equations
for the conductance of all the links, which can be solved by iteration in a similar way to
the Microscopic Markov Chain Approach (MMCA) in [2]. These equations provide a
more accurate description of the global epidemic incidence and the epidemic threshold
than previous methodologies.

The idea of analysing the epidemic process at a level of links is simple, but the con-
sequences are enormous. For example, if we identify the links which are more involved
in the propagation of a disease, it is possible to design targeted countermeasures which
affect just specific links instead of whole nodes, while being more effective, Fig. 1.
This can be illustrated by a hypothetical pandemic disease propagated using the air
transportation network: the isolation of one airport is a dramatic measure that is so-
cially and politically difficult to accept and put into practice, but the suspension of just
a few connections between selected airports could be more easily assumed, and at the
same time achieving a better contention of the disease.

To summarize, the aim of our work is to show the valuable information which can
be extracted when we analyze the contribution of the links to dynamical processes in
complex networks. In particular, we are able to fully describe an epidemic spreading
using equations for all the links, where the variables describe important magnitudes
of the dynamics, such as the conductance of the links, i.e. the probability that a link
is in a configuration which enables the spreading of the disease. We also show how
removing the links with largest conductance enhance the containment of the disease,
more efficiently than acting on nodes, as in the previous airports example. Similarly,
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we also indicate how to deal with other spreading processes, initiating an innovative
approach in the analysis of dynamics in complex networks.
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Fig. 1. Targeted edge percolation. We show the incidence of the epidemics, ρ , as function of the
occupation probability, La/L, where La is the current number of active edges in the percolation
process. We compare three different percolation strategies: a random edge removal (blue dashed
line); removing the edges of the node with highest probability of being infected, P(σi = I) (yellow
dotted line); and removing the edge that has the largest total conductance (orange solid line). We
have made use of the total conductance since the percolation process is undirected and we try to
remove as much conductance as possible
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1 Introduction

Epidemic modeling has proven to be a powerful tool for the study of spreading and con-
tagion phenomena in biological, social and technical systems. The addition of numerous
compartments and the incorporation of complex contact topologies has yielded ever-
more accurate models, prompting their use as real-time predictive tools [5]. Notwith-
standing, most approaches assume memoryless, isolated and independent processes,
an approximation partially invalidated by empirical evidence [1, 2]. We propose an al-
ternative synergistic and cumulative infection mechanism, and study its effects in the
susceptible-infected-susceptible model [3, 4].

2 Methods

In our description, susceptible agents accumulate pathogens from all their infected
neighbors and become infected following a given probability density. When the last
infected neighbour of a susceptible agent recovers, its accumulated viral load starts to
decay with a characteristic relaxation time ζ . Infected agents recover spontaneously
following a given inter-event time distribution.
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Fig. 1. Fraction of infected agents, ρ , as a functon of the effective spreading ratio, λ , for various
infection distributions (α indicated in legend). Left: Instantaneous decay of viral load (short-term
memory). Right: Viral load does not decay (long-term memory).
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Here we use a Weibull distribution for infections (with shape parameter α) and ex-
ponentially distributed recoveries. We study the limit cases ζ = 0 (instantaneous decay)
and ζ = ∞ (perpetual accumulation) in random degree regular networks. We character-
ize the system’s stationary and dynamical properties by means of extensive numerical
simulations. In particular, we analyze the differences in approaching the steady state
from above (starting from a fully infected population) and below (starting with a single
infected agent).

3 Results

When agents solely present short-term memory (ζ = 0) the critical point of the tran-
sition between the healthy and endemic phases varies greatly depending on the shape
of the infection probability density (left panel Fig. 1). Moreover, and even though the
phase transition remains continuous, mean-field universality is lost.

If individuals are equipped with long-term memory (ζ =∞), the system experiences
a rather counterintuitive collective memory loss (right panel Fig. 1). Furthermore, for
fat-tailed infection probabilities (α < 1) an excitable phase appears before the transi-
tion to endemicity, in which the system exhibits SIR-like dynamics (left panel Fig. 2).
Finally, for peaked infection probabilities (α > 1) the transition to the endemic state is
delayed when approached from below, and additionally becomes discontinuous (right
panel Fig. 2).
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Fig. 2. Left: Averaged prevalence evolution of single infected outbreaks for α = 0.8 and λ = 0.3,
corresponding to the endemic phase for short-term memory (purple) and the excitable phase for
long-term memory (red). In the endemic phase the outbreak grows monotonically towards its
stationary value. In the excitable phase the outbreak infects a large fraction of the population be-
fore being eradicated. [Conversely, in the healthy phase the outbreak is eradicated very quickly,
infecting only a very small number of individuals.] Right: Late-time prevalence when approach-
ing from above (curve) and below (symbols). With short-term memory (purple) both transitions
are continuous and occur at the same value of λ . With long-term memory (red) the transition
approaching from below is delayed and presents a discontinuous jump.
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4 Conclusions

The appearance of this wide array of features, already in unstructured substrates, ev-
idences a crucial role of non-Markovianity in the spread of epidemic outbreaks. The
future inclusion of heterogeneous contact networks will shed light on the interplay be-
tween memory scales and agent heterogeneities, providing further insight on the rele-
vance of microscopic mechanisms and topological properties in spreading processes.
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1 Introduction

The dynamics of avalanches or cascades are studied in many disciplines. Examples in-
clude the spreading of disease (or information) from human to human [1, 2], avalanches
of neuron firings in the brain [3], and the “crackling noise” exhibited by earthquakes
and magnetic materials [4]. Of particular interest are cases with dynamics poised at
a critical point, where universal scalings of avalanches are observed. The most com-
monly studied feature of such systems is the distribution of avalanche sizes, which has
a power-law scaling at the critical point. The observation of heavy-tailed distributions
of avalanche sizes has therefore been used to indicate whether a system is critical. How-
ever, power-law distributions can also arise from mechanisms other than criticality [5,
6], so recently attention has focussed more upon the temporal aspects of avalanches,
which also exhibit universal characteristics at criticality.

Fig. 1. | Examples of average avalanche shapes. In each panel, the black curves show five ex-
amples of individual avalanches that all have duration T . The average avalanche shape for the
duration T (red curve) is found by averaging the temporal profiles of all such avalanches. Typi-
cally, the average avalanche shape is symmetric (e.g., parabolic) as in panel (a), but nonsymmetric
avalanche shapes like panel (b) have also been observed (e.g., Fig. S4 of [3]).

The average avalanche shape is determined by averaging the temporal profiles of
all avalanches that have a fixed duration T . At criticality, the average avalanche shape
is a universal function of the rescaled time t/T , meaning that the average avalanche
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shapes for different durations can be rescaled to collapse onto a single curve [4]. This
feature has recently been used as a sensitive test for criticality in a range of dynamics,
from the Barkhausen effect in ferromagnetic materials [7] to neural avalanches [3, 8]
and electroencephalography (EEG) recordings from hypoxic neonatal cortex [9]. While
average avalanche shapes are typically symmetric (e.g., parabolic) functions of time,
nonsymmetric (left-skewed) avalanche shapes have also been observed in experiments.
For example, early observations of nonsymmetric avalanche shapes in experiments on
Barkhausen noise [4] raised doubts about whether the theoretical model used in [10,
11] was in the correct universality class. Although this discrepancy between theory and
experiment was later resolved by a more detailed theory for avalanche propagation [12,
13], several instances of nonsymmetric avalanche shapes (e.g., the neural avalanches
in [3]) still lack explanation. Despite some progress in modelling avalanche profiles
using random walks [14, 9] and self-organized criticality models [15–18], the factors
that cause nonsymmetric average avalanche shapes remain poorly understood.

The characteristics of avalanches that occur on networks depend on both the net-
work connectivity and the node-to-node dynamics of the cascade [19]. Cascading mod-
els have been applied, for example, to power-grid blackouts [20], epidemic outbreaks
[21], and to the propagation of memes (pieces of digital information) through online
social networks [22, 23]. The distribution of avalanche sizes at criticality is known to
depend non-trivially on the degree distribution of the underlying network [24], but the
time-dependence of cascades has not been studied from this perspective.

In this paper we focus on the temporal profile of cascades, i.e., the average avalanche
shape, and how it is affected by the network degree distribution. Using a mathematical
derivation of the average avalanche shape for Markovian dynamics (in both critical
and noncritical cases) we demonstrate that—as in other universality-breaking examples
[25]—networks with heavy-tailed degree distributions can give rise to qualitatively dif-
ferent results from those found on networks with finite-variance degrees. However, the
dynamics of the avalanching process are also important: we show that in fact it is the
interaction between the dynamics and the network topology that determines whether
average avalanche shapes are symmetric or not.
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Summary. The spread of new behaviors and technologies in social and economic net-
works are often driven by cascading mechanisms. We consider the Threshold Model
of cascades first introduced by Granovetter (1978), where agents choose between two
actions following a personal threshold. We allow thresholds to be time-varying and con-
trolled within constraints. We propose a simple feedback mechanism, based on a local
mean-field approach, able to reduce the cascade outbreak on large-scale networks.

1 Introduction

Cascading phenomena permeate the dynamics of social and economic networks [1,2,3]
[4,5,7,8,9]. One of the most studied models of cascading mechanisms capturing com-
plex neighborhood effects is the Threshold Model (TM) of [3]. Let N = (V ,E ,ρ(t),σ)
be a directed network with agent set V = {1,2, . . . ,n} and directed link set E ⊆ V ×V .
To each agent i are associated a sequence of integer thresholds ρi(t) ∈ [0,κi], for t ≥ 0,
where κi is the out-degree of i, and a binary parameter σi ∈ {0,1}. Agents are endowed
with a binary state Zi(t) ∈ {0,1} initialized by Zi(0) = σi. The TM says that an agent
adopts state-1 if the number of state-1 out-neighbors is at least as large as his current
activation threshold; otherwise he adopts state-0:

Zi(t + 1) =

{
1 if ∑ j:(i, j)∈E Z j(t) ≥ ρi(t)
0 otherwise (1)

Agents apply the local rule (1) synchronously so, given N , the process is determined.
The analysis of the TM is easy for fully mixed populations [3], i.e. for E = V ×V .

Using the cumulative distribution Ft(θ ) = n−1
∣∣{i : ρi(t) ≤ ⌊θ n⌋}

∣∣, with 0 ≤ θ ≤ 1,
and the fraction of state-1 adopters z(t) = n−1 ∑i∈V Zi(t), the TM dynamics (1) reduces
exactly to the scalar recursion:

z(t + 1) = Ft(z(t)) , t ≥ 0 , with z(0) = n−1∑i∈V σi .

2 Local mean-field on regular directed random graphs

We consider the TM on the ensemble of all directed networks with size n that have a
joint degree/threshold distribution rather than on a specific network N : formally, we
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consider the directed version of the configuration model. In this abstract we restrict to
the regular networks, i.e. we assume that the in-degree δi and the out-degree κi are k for
every node. The fraction of nodes having threshold r at time t ≥ 0 is

pr(t) = n−1 |{i ∈ V : ρi(t) = r}| , for 0 ≤ r ≤ k .

Although Granovetter’s one-dimensional recursion does not hold true in this setting, the
fraction of state-1 adopters z(t) in the TM dynamics on most directed networks can be
approximated in a quantitatively precise sense by the scalar local mean-field recursion

x(t + 1) = φt(x(t)) , x(0) = n−1∑i∈V σi

where φt(x) is the polynomial with nonnegative coefficients

φt(x) := ∑k
r=0 pr(t)ϕk,r(x) with ϕk,r(x) := ∑k

u=r
(k

u

)
xu(1 − x)k−u , 0 ≤ r ≤ k .

The recursion was derived in [6] with a concentration result for non-regular networks.

3 Feedback control

Consider a network N = (V ,E , ρ̄ ,σ) where the agents have nominal thresholds ρ̄ and
initial configuration σ such that a cascade of switches to state-1 will occur (the TM
can also lead to mixed configurations, or not converge). We are allowed to dynamically
modulate the thresholds around ρ̄: increasing thresholds makes the agents less sensitive
to the number of state-1 neighbors and can prevent a cascade in N = (V ,E ,ρ(t),σ).
However, the possible “thresholds increments” are constrained and the optimization of
the TM is typically a hard problem. Therefore we propose to identify the nodes to which
is most beneficial to increase the thresholds using the local mean-field approach.

We introduce the variables ur
r̄(t) ≥ 0 to describe the fraction of nodes with nominal

threshold r̄ that at time t have their threshold adjusted to r. These variable need to
satisfy ∑k

r=0 ur
r̄(t) = p̄r̄ := n−1 |{i ∈ V : ρ̄i = r̄}| for 0 ≤ r̄ ≤ k. The cost to increase the

thresholds above their nominal value shall be payed at each time t and is

g(u) = ∑k
r̄=0 ∑k

r=r̄
|r − r̄|

k
ur

r̄ .

The constraint g(u(t)) ≤ b, for every t ≥ 0, limits the possible threshold increments.
Note that at time t the threshold statistic is pr(t) = ∑k

r̄=0 ur
r̄(t) for 0 ≤ r ≤ k.

We propose the following simple feedback scheme to control the TM in the large-
scale network. Given the fraction of state-1 adopters z(t) at time t we compute

u∗(t) = argmin
u

∑k
r=0 ∑k

r̄=0 ur
r̄ ϕk,r(z(t)) subject to ∑k

r=0ur
r̄(t) = p̄r̄ and g(u) ≤ b .

The result u∗(t) of the Linear Program is then used, up to quantization, to adjust the
thresholds of the nodes, from ρ̄ to ρ(t). The update of the TM dynamic (1) using ρ(t)
will then return the following value z(t + 1) of the fraction of state-1 adopters.

Figure 1 contains some simulations over regular directed networks with size n =
1000 and in/out-degree k = 7. The nominal threshold statistic is

p̄ = [0; 0.103; 0.257; 0.128; 0.128; 0.128; 0.128; 0.128] ,

σ is such that z(0) = 0.5 and the controlled dynamics has constraint b = 0.033.
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Fig. 1. Simulation example. Ten simulations of the uncontrolled dynamics over ten different ran-
domly chosen networks and ten simulations of the feedback controlled dynamics. In the example,
the constraint b = 0.033 is sufficient for the feedback control to completely revert the cascade.

4 Conclusion

We propose a simple feedback scheme to control the TM of cascades in large-scale, di-
rected regular networks. The approach uses the fraction of state-1 nodes and the thresh-
old statistics, and can be generalized to non-regular directed graphs with a joint de-
gree/threshold distributions. Further work will focus on investigating the properties of
the feedback scheme and of the controlled dynamics.
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1 Introduction

Characterizing a network by a small set of metrics, that are relatively easy to compute
and to understand, lies at the heart of network science. Many reviews [1] and books [2]
cover graph metrics, real numbers that can be computed from the knowledge of the
graph only (e.g. via its adjacency matrix). Each graph metric represents and quantifies
a certain property of the graph.

Here, inspired by electrical flows in a resistor network, we propose a promising
graph metric that quantifies the nodal spreading capacity in a network, and identifies the
best conducting node j in a graph G. This best spreader node is found as the minimizer
of the diagonal element Q†

j j of the pseudo-inverse matrix Q† of the weighted Laplacian
matrix of the graph G.

2 Methods

We are interested to find the best spreader node in a network using the pseudo-inverse
matrix Q† of the weighted Laplacian Q̃ of a graph G on N nodes. The major motiva-
tion is the appearance of the pseudo-inverse Q† in electrical current flow equations [3].
When a unit current Ic = 1 is injected in node j while all others are sinks, the voltage
(potential) vector v = Q†x becomes

v = Q†
(

e j −
u
N

)
= Q†e j = col j Q†

where u = (1,1, . . . ,1) is the all-one vector and ek is the basic vector with the mth

component equal to (ek)m = δmk and δmk is the Kronecker-delta: δmk = 1 if m = k,
otherwise δmk = 0. Then,

v j = Q†
j j (1)

is the largest positive potential in col j Q†, as follows physically. When we choose the
average potential vav =

1
N ∑N

i=1 vi equal to zero, we can re-interpret (1) as

Q†
j j = v j − vav =

1
N

N

∑
i=1

(v j − vi)

indicating that the best spreader node minimizes the sum of the potential differences
between its potential v j and all other nodal potentials.
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Node k∗ = arg j

{
min1≤ j≤N

(
Q†

j j

)}
that is electrically best connected to all other

nodes, can be regarded as the best diffuser of a flow to the rest of the network, in case
a flow (of information or current) is injected in that node. To some extent, node k∗ is
most influential with respect to the dynamic operations of a network. For instance, in a
Markov process, the node k∗ in the Markov graph of all states can be regarded as the
best, dynamically connected, state, through which the highest probability flux streams
towards all other states. In a random walk case, the optimal spreader node k∗ possesses
the lowest average commute time to all other nodes [4].

3 Results

In Fig. 1, we present the change in the size of the giant component when the network
nodes are removed according to five different node-removal strategies. Fig. 1 illustrates
that the betweenness, closeness and the diagonal element Q†

j j of the pseudo-inverse
matrix Q† perform similarly in a strategy to disconnect a graph, and question whether a
single metric can outperform others in such an NP-complete problem [5]. Sequentially
removing the best spreader nodes in the resulting graph is expected a good strategy to

Fig. 1. The size of the giant component in different networks versus the removal of nodes accord-
ing to five different strategies: the node with the optimal graph metric, computed in each resulting
graph, is removed.
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fragment the graph. Conversely, protecting the best spreader nodes in a network will
result in a robustly designed network.

Summary. Inspired by electrical current flows that satisfy conservation laws, the weighted
Laplacian Q̃ and its pseudo-inverse Q† are argued to be fundamental vehicles to ex-
plore properties of graphs as well as dynamic processes in networks. The best spreader,
minimum of the diagonal elements of the pseudo-inverse Q†, has the lowest energy or
potential in the network and the proposed metric opens up applications to various kinds
of networks problems.
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1 Introduction

The importance of memory in the processes that underlie many types of real-world
systems is obvious. One would not expect individuals at a party to randomly choose
who to talk to at any point in time, but rather have a group of friends that they keep
coming back to, just as we would not expect the destinations of travellers at an airport
to be chosen purely based on the location of the airport.[5] We expect these systems to
have memory; their past is important in determining their future. This non-Markovian
nature can be introduced into models for such systems in a number of ways. When it
is introduced we expect there to be some influence on any processes running on the
network.[3][7] Studies of flows in various real-world networks have shown that simple
Markov models do not capture many important aspects of the systems in question.[6][5]
When only a single step of memory is taken into account (i.e. the spreading can be
described by a second order Markov process) one can observe either the slow down, or
speed up, of information spreading across a network.[1][7] Work on the spreading of
infection in a time varying network with non-exponential contact times has also shown
that memory can significantly effect the epidemic threshold of a SIS model.[8] What
we aim to study is the effect that changing the extent of this memory has on the spread
of an epidemic.

2 The DAR(p) Network

We propose a method to construct a time-varying network in discrete time: each link
from node to node will be generated by its own independent stochastic process. More
formally we say that given a set of nodes V we assign to each possible pair vi,v j ∈V a
discrete time stochastic process X i j

t such that X i j
t ∈ {0,1}∀t. In this way the adjacency

matrix for the network is defined entry by entry. For our purposes, we take links to
be undirected, and we take each X i j

t to be independent and identically distributed and
as such we can talk more generally about a process Xt without worrying about which
link we are referring to. The particular process Xt is chosen as a special case of the
discrete auto-regressive process of fixed order p, hereafter referred to as DAR(p).[2]
The principle here can be explained as follows: first we randomly choose whether to
draw a link randomly or not, if not then uniformly pick a state in the last p steps of the
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time series, otherwise the link exists with probability y. In terms of random variables
this can be written as:

Xt =VtX(t−Zt )+(1−Vt)Yt . (1)

where Vt ∼Bernoulli(q), Yt ∼Bernoulli(y) and Zt is some random variable which picks
integers in the range (1, ..., p). In principle this Zt could take any form, but for the sake
of simplicity we here take Zt ∼ Uni f orm(1, p). These modelling choices ensure that
Xt ∈ {0,1}∀t, and so the adjacency matrix generated at each time t will be unweighted.
This model allows precise control over the memory in the network.

3 Infection Spreading

We consider the simplest possible mechanism for propagating a disease (or some “mes-
sage”) through the temporal networks defined above: the SI model (a special case of
the SIS model, but with the recovery rate set to zero).[4] Here the model is interpreted
as follows: if we define It to be the set of infected nodes at a time t, and take some
initial subset I0 ⊂ V of nodes in the infected state, then at each time t for all infected
nodes vi ∈ It each neighbouring node v j ∈ ∂vi(t) (where ∂x(t) :=

{
y ∈V : Axy(t) = 1

}
)

becomes infected with probability λ . Since there is no recovery, this change in state is
permanent. For the purposes of simulation we always start with |I0|= 1.

4 Results

An analytical expression for the average time taken for an infection to pass along a link
in this network (〈τ〉p) has been found by casting the process as a pth order Markov
chain. This result is then used to show that, for some values of λ ,q and y there exists
a non-trivial memory length p = pcrit such that maxp

{
〈τ〉p

}
= 〈τ〉pcrit

. This inflection
point is then observed in the average time taken to infect a full network, or the average
time taken for an infection to pass between any two nodes in a full network (as generated
by the DAR(p) process).
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The Susceptible-infected-susceptible (SIS) epidemic process has been widely stud-
ied as a model of virus spread on a network [2, 9, 4, 1, 8, 11, 7, 5]. In the SIS model, a
node is either infected or susceptible at any time t. Each infected node infects each of its
susceptible neighbors with an infection rate β . Each infected node recovers with a re-
covery rate δ . Both infection and recovery processes are independent Poisson processes
and the ratio τ = β/δ is the effective infection rate. There is an epidemic threshold τc
and a nonzero fraction of nodes is infected in the metastable state when the effective
infection rate is above the threshold τ > τc. The infection probability vk∞(τ) of a node k
in the metastable state at a given effective infection rate τ indicates the vulnerability of
node k to the virus, and the average fraction y∞(τ) of infected nodes reflects the global
vulnerability of the network.

Researchers have mainly concentrated on the average fraction y∞ of infected nodes
in the metastable state to estimate the vulnerability of a network against a certain epi-
demic or virus. Great effort has been devoted to understand how the network topology
influences the vulnerability and the epidemic threshold[5, 9]. The nodal vulnerability
or equivalently the infection probability of each node in the metastable state, how-
ever, has been seldom studied, except for special cases, i.e. when the effective infec-
tion rate is just above the epidemic threshold [10]. In this case, it is found that, the
metastable-state infection probability vector V∞ = [v1∞v2∞ · · ·vN∞]

T ), obtained by the
N-Intertwined Mean-Field Approximation (NIMFA) of SIS model is proportional to the
principal eigenvector x1 of the adjacency matrix A.

In this work, we aim to explore the nodal infection probability in a systematic way,
in different network topologies and when the effective infection rate τ varies. As a start-
ing point, we investigate the ranking of nodal infection probabilities, which crucially
informs a network operator which nodes are more vulnerable or require protection. In-
terestingly, we find that the ranking of the nodal infection probability changes as the
effective infection rate τ varies. The observation points out that we cannot find a topo-
logical feature of a node to represent the vulnerability of a node to an SIS epidemic,
because the rankings in vulnerability of nodes in a network may be different when the
effective infection rate τ varies, whereas a topological feature of a node remains the
same. Our observation explains the finding of Hebert-Dufresne et al. [3] that different
nodal features (such as degree, betweenness, etc.) should be used to select the nodes
to immunize in different scenarios (based on different infection rates, link densities,
etc.), i.e. different nodes should be immunized at different infection rates. In this paper,
we explore two questions: 1. in which network topology the ranking of nodal infection
probabilities changes more significantly when the effective infection rate τ varies and
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2. in which effective infection rate range, the increment of the effective infection rate
leads to a more significant change in the ranking for a given network topology? Via both
theoretical and numerical approaches, we unveil that the ranking of nodal vulnerability
changes more dramatically when τ is smaller or in Barabási-Albert than Erdős-Rényi
random graphs.

For more information, we refer to [6]
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3. Hébert-Dufresne, L., Allard, A., Young, J.G., Dubé, L.J.: Global efficiency of local immu-
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1 Introduction and motivation

Spreading is one of the most important dynamic processes on complex networks as
it is the basis of a broad range of phenomena from epidemic contagion to diffusion
of innovations. One of the original, and still primary, reasons for studying networks
is to understand the mechanisms by which diseases, information, computer viruses,
rumors, innovations spread over them. We consider the two-state susceptible-infected
(SI) model on the rooted connected simple graph G = (V,E,s), where vertices can be
either in susceptible (S) or in infected (I) state. Infection is then transmitted along the
edges with the transition rule S→ I, meaning that once an infection is obtained, the
vertex stays infected forever. Initially, only the root s ∈ V is infected. The edges e ∈ E
have i.i.d. random positive weights ξ (e), with common distribution ξ , representing the
passage time of the infection. Then, we can measure spreading via stochastic process
(Tk)

|V |
k=1, where Tk denotes the time to infect k vertices in the graph.
Social interactions often follow bursty patterns, which are usually modelled with

non-Markovian heavy-tailed edge weights, therefore we let ξ follow power law distri-
bution pow(α): P(ξ > t) = 1∧ (t/t0)−α , where t0 > 0 and α > 0. Most sparse (e.g.,
bounded average degree) random graph models produce graphs that are locally tree-
like: a large neighbourhood of a random root is a tree with high probability, maybe
with some extra edges decorating the tree. Typically, supercritical random graph mod-
els have been studied, where the unique giant connected component looks locally like a
fast-growing supercritical Galton-Watson tree, maybe with decorations. This local fast-
growing tree structure has been used in several works very successfully to understand
the behavior of SI on the entire graph [2, 1].

However, it was observed in [6] that the SI spreading with heavy-tailed ξ on finite
trees, when started from a typical site, may be very slow. Real-life examples with such
ξ include, for example, cascades of retweets in Twitter [4, 3]. A striking feature of slow
spreading when ξ has infinite mean was noticed in [5] via computer simulations, which
is most apparent when curve k 7→ 〈Tk〉 is considered. Namely, running the simulation
of the process T = (Tk)

n
k=1 on a tree for M times, and definining 〈Tk〉 = 1

M ∑M
i=1 T (i)

k ,
the spreading curve (〈Tk〉 ,k/n) exhibits “uncontrolled large plateaux”, which do not
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Fig. 1: Spreading curves of the SI model simulation with power law weights ξ with α = 0.8. (a) For the three dark blue
curves, the underlying graph is a tree with 472 vertices; for the three lighter green curves, one fixed edge is added between
the root and a random vertex; b) the underlying graph is a cycle Cn with 472 vertices.

decrease and do not converge as we increase the number of runs (see the dark blue
curves on Figure 1 (a)). Plateaux of similar type were also empirically found in [3]. On
the other hand, adding just one extra edge to the tree (which does not change the local
statistics of the graph!) makes the spreading curve quite smooth; see the lighter green
curves on Figure 1 (a), and also Figure 1 (b) that shows SI spreading on the cycle, with
power law exponent α ∈ (1/2,1).

Summarizing the above assumptions, in this paper we consider the SI spreading
model with i.i.d. power law transmission times and we study the role of cycles in speed-
ing up of the process when α ∈ (1/2,1) and thus eliminating large plateaux on (or
‘smooth’) the spreading curve up to a certain level. We rigorously identify when the
first possible temporal bottleneck appears and its relation to the graph structure. We
consider two natural models of random trees where we study the striking effect how
adding a few edges typically smooths spreading curve and conclude by studying the
case on the largest cluster in a near-critical Erdős-Rényi graph G

(
n, 1

n +
λ

n4/3

)
.

2 Results

Here we give a novel presentation of the results. We show that for each finite connected
graph G on n vertices there exists a specific threshold κ(G,s), where s is an initially
infected vertex, such that the average time to infect k ≤ κ(G,s) vertices is finite, and
is even bounded by a polynomial function in k, and when k > κ(G,s) the average time
is infinite. The number κ(G,s) identifies the position of the first temporal bottleneck
for the process, and has a simple combinatorial description, which is presented in the
following Lemma.

Lemma 1. Let G be a finite rooted graph with root s and let T be the SI spreading pro-
cess on G with weights having absolutely continuous distribution ξ , such that E(ξ )=∞.
Then,

κ(G,s) = min
e∈E(G)

|C (s,G\e)|,

where |C (s,G\e)| is the size of the connected component of vertex s in the graph G
without edge e.
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Fig. 2: Simulation of SI spreading with power law inter-event times with α = 0.8 on the largest component of a near-critical
Erdős-Rényi graph with n vertices. The edge weights are fixed, 20 runs are shown with random starting vertices. (a) λ = 0,
n = 6000 and the component has 541 vertices, no surplus edges. (b) λ = 5, n = 1000 the component has 515 vertices, 27
surplus edges.

Next we study the value of κ(G,s) in some near-critical random graph models, and
show that by adding one or a few edges, it typically increases from a bounded value to
a positive proportion of all the vertices. In our first example, we add an extra edge to a
critical Galton-Watson tree conditioned to have depth at least N, between the starting
vertex s and a uniform random vertex. In our second example, we add one random
edge to the uniform spanning tree of the complete graph. In order to significantly raise
κ(G,s), it is important that the extra edge is incident to s, or in other words, that s lies
in the cycle that we have created. Otherwise, similarly to adding a link, we may start
the infection from two random points to achieve the same effect.

Finally, our third example is the “physically” most relevant one: the near-critical
Erdős-Rényi graph G

(
n, 1

n + λ
n4/3

)
, λ ∈ R. For λ � 0 it is very likely to be a large

critical tree, while for λ � 0 it is very likely to be a critical tree with several extra
edges. Here, if the infection is started from a uniformly random vertex σ , the κ(G,σ)
will be a bounded random variable, thus plateaux will emerge immediately. However,
after infecting just a tiny portion of the graph, the infection whp reaches the point s,
such that κ(G,s) is large and later will spread up to almost the whole graph in finite
expected time (see Figure 2).
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1 Introduction

Diffusion is one of most studied problem in nature. It investigates the transport phe-
nomena due the spontaneous spreading of mass in a defined domain. The first empirical
description of this process was formulated as the Fick’s law of diffusion [1]. Succes-
sively, thanks first to Einstein [2] and then to Smoluchowski [3], the diffusion process
was analytically modelled on the basis of previous brownian motion observations [4].

From then on, diffusion-like processes were applied to many areas, from physics to
biology [5–7]. Moreover in the last years, attention has been focused on the dynamics
of particles on specific discrete mediums, namely the complex networks. This interest
rises from the similarity between the topological properties of these structures and those
characterizing real life phenomena, such as cell compartments or traffic flow [8]. Net-
works have nowadays a central role in the modelling of physical problems, and thus the
diffusion on such environments has become an emergent field of investigation [9–13].
Most of the studies done in this area focussed on the detection of community structures
[10, 11, 14], or on the prediction of stationary patterns [15], and finally on the problem
of diffusive epidemic process in a crowded environment [16].

2 Model

In all the previously presented models, it has been hypothesized the existence of a sin-
gle walker or independent ones if many were active. In this work, we make one step
forward by studying the simultaneous diffusion of several random walkers on a com-
plex symmetric network in a crowded regime. More precisely, each individual crawler
sitting on a node obeys the standard rules of random walk, jumps to distance 1 nodes are
equiprobable, however each node can account for only a finite number of walkers (N),
namely it possesses a finite carrying capacity. This implies that the transition probabil-
ity from one node to another takes also into consideration the quantity of free available
volume in the destination nodes.
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Starting from this microscopic formulation, we derive a diffusion equation charac-
terized by a transport operator that differs from the standard random-walk Laplacian
matrix, notably for the presence of nonlinear terms involving products of the density of
walkers:

∂
∂ t

ρi =
Ω

∑
j=1

∆i j

[
ρ j (1−ρi)−

k j

ki
ρi (1−ρ j)

]
(1)

where Ai j is the Ω ×Ω symmetric adjacency matrix encoding the connections in the
network, ki =∑ j Ai j the degree of the i–th node, ∆i j =Ai j/k j−δi j the random-walk nor-
malized Laplacian matrix and the continuous variable ρi(t) represents the concentration
of particles at node i and it is related to the discrete variable ni (number of walkers at
node i) through ρi = limN→∞〈ni〉/N.

The different structure of the diffusion is directly reflected on the stationary solu-
tion: the asymptotic concentration of crawlers in each node is no longer proportional to
the degree of the node itself but it is given by a nonlinear function of the degree. We are
able to derive an analytical formula for such solution valid for any crowding conditions
and which returns the classical random walk distribution in the case of diluted systems,
namely once the number of crawlers is very small with respect to the available volume:

ρ∞
i =

aki

1+aki
∀i = 1, . . . ,Ω , (2)

where a is a parameter to be determined to satisfy the mass conservation constraint,
∑i ρi(t) = ∑i ρi(0) = M, which straightforwardly follows from Eq. (1).

3 Results

We conclude by presenting a main application of the previous theory devoted to the
reconstruction of the unknown network topology upon which the crawlers move, re-
markably enough a single node measurement is sufficient to achieve the goal. We are
indeed able to reconstruct the degree distribution p(k) using the information on ρi(t)
(with t large enough) observed on a single node and repeating s independent experi-
ments involving different numbers of crawlers (whatever the crowding conditions).

More precisely selecting a node as starting point for all the walkers, say node i = 1,
we can use Eq. (2) and get a(M) = ρ∞

1 /(1− ρ∞
1 )× 1/k1, where we emphasised the

dependence on the system mass M, i.e. the total number of walker. Let us observe that
a(M) depends only on local measurable quantities: the node degree k1 and the stationary
distribution of walkers on the node, ρ∞

1 , that one can safely assume to be know if one
waits long enough observing the number of walkers contained in node 1.

Introducing the number of nodes with degree k, n(k), we can obtain from Eq. (2)

M = ∑
k

n(k)
a(M)k

1+a(M)k
, (3)
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performing several experiments, namely random walks with a different number of walk-
ers Mi, i = 1, . . . ,s, one can rewrite the previous relation in the following form:

(M1
...

Ms

)
= F

( n(1)
...

n(kmax)

)
, (4)

where we introduced the matrix Fi j =
ai j

1+ai j and we wrote for short ai = a(Mi), that we
recall is a known quantity.

Solving this linear system for the unknown n(1), . . . ,n(kmax) we can reconstruct the
degree distribution of the network. We successfully tested our method in both synthetic
networks (see Fig. 1 for the case of an Erdős-Rény network and a Scale Free one) but
also in realistic ones (C. Elegans neural network and the karate club network, data not
shown).
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Fig. 1. Network reconstruction. Left panel: the degree distribution p(k) for an Erdős-Rény ran-
dom network made by Ω = 500 nodes and probability to have a link between two nodes p= 0.06.
Right panel: The degree distribution p(k) for a Scale Free network made by Ω = 2000 nodes
and γ = 3 built using the Barabási-Albert algorithm. In both panels the blue circles denote the
real probability distribution (i.e. computed from the knowledge of the network) while the black
squares represent the reconstructed p(k), the red line (left panel) is the asymptotic binomial dis-
tribution with parameters Ω and p, the black line (right panel) is the theoretical distribution
y∼ 1/x3.
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1 Introduction 

Structural graph properties are largely responsible for the way information flows 
through the network [1]. Indeed, a network’s description is not complete without con-
sidering its dynamic responses, such as the effects of rewiring links or the insertion 
and removal of nodes over time. In this research we focus on two types of networks’ 
dynamics – attack and activation, and investigate how they relate to each other. In the 
attack process, removal of nodes induces a cascade of abrupt dynamic failures, which 
eventually cause the network to collapse [2]. Activation is an aspect of percolation 
dynamics, which measures the efficacy of spreading a signal in the network. In a sim-
ple spreading activation model, Si is the activation of node Vi which accumulates at 
each time step, and the sum of all activations will grow exponentially 
∑ 𝑆𝑖𝑖 ~ exp(𝜇𝑠𝑡), with an activation exponents that is dependent on the graph’s 
topology [3].  

Our approach describes the dynamic process from the graph’s static configura-
tion, which can potentially be used for real-time intervention. We complement global 
aspects of network behavior by focusing on an important local aspect: the removal 
order of the nodes, which is dependent on the system’s dynamics. While local charac-
teristics such as the nodal degree and clustering coefficient can identify dominant 
members in the network, they are often ignored in the study of network dynamics and 
averaged into global parameters.  

2 The h function 

In the process of a degree-based attack, the time step t=(1,…,N) of removal from the 
network imposes an order on the nodes Vi, different than that imposed by the index i. 
After scaling by N to get τt/N, the correspondence between i and τ is obtained by 
defining τi to be the time step at which node Vi is removed. Its degree at that time, 
defined as Mi, is then the maximal degree. While ki is defined by the initial graph, Mi 
depends on the details of the removal process. In an effort to predict the removal or-
der, one can consider the original degrees of the nodes {ki|i=1,…,N} as a first order 
approximation. However, this turns out to be a rather rough and inaccurate approxi-
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mation, since the attack process terminates connections and therefore changes the 
degrees of the remaining nodes. We present a second order approximation that is 
dependent both on the degree of the node itself and on the degrees of its nearest 
neighbors (NN):  

 hi = Ni- - Ni+ (1) 

Where Ni- is the number of NN that are less connected than Vi and Ni+ is the number 
of NN that are more connected than Vi. 

3 Datasets and connectivity graphs  

We tested our approach and present our results using a variety of both simulated and 
experimentally measured graphs: 
 
 Erdös-Renyi [4] (ER) Random graphs and Barabasi-Albert (BA) [5]  Scale-

free graphs: For both types of topologies, 100 graphs for each size N=(100, 
200,…, 1000) were generated. The average degree of all graphs was fixed to 
<k>=10. The size range was chosen based on co criteria of convergence. 

 Partially randomized Scale-free graphs: 100 BA scale-free graphs of sizes 
N=(100, 200,…, 1000) were randomized such that a “randomization level” p [%] 
of the edges were rewired randomly. p ranges between 5% and 100%. The size 
range was chosen based on criteria of convergence. 

 EEG graphs: 64-channel EEG recordings of 20 healthy subjects that included 5 
seconds of eyes-open resting state were acquired. Data was pre-cleaned using 
standard EEG analysis protocols and connectivity matrices were computed ac-
cording to a “Gradient Montage” [6]. A threshold was applied such that all 
graphs are binary and have a fixed mean degree <k>=20 [7]. 

4 Results and discussion 

We find that the maximal degree in the network M(τ) decays exponentially with re-
scaled time τ: M(τ)~exp(-k τ), where k is a topology-dependent attack exponent. To 
compare whether ki or hi better predicts the removal order τi, we use the Spearman 
ranked correlation coefficient (SRCC) between τi and each predictor for varying per-
centages of removed nodes. Denoting rh and rk as the SRCC for h vs.  and k vs. , 
respectively, we find that the h-based prediction is always superior to the k-based 
prediction (Fig. 1). This goes beyond well-defined graph topologies, and applies to 
real human brain EEG networks that are neither scale-free nor ER-random. 

We go on to investigate the link between exponential behaviors in the attack 
and activation dynamics, utilizing partially randomized scale-free graphs. For given N 
and <k> and varying p, the spreading activation exponent s and the attack exponent 
k were calculated for each graph (averaged over 100 randomizations) and shown to 
decrease monotonically with the level of randomness. An increase in k values corre-
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sponds to faster collapse of the graph, while higher s values correspond to more effi-
cient spreading of activation in the graph. These exponents thus shed light on the 
degree of hierarchy in the graph topology. Furthermore, k and s are found to strong-
ly correlate with each other (Fig. 2) and are indicators of the graph’s level of random-
ness. These results emphasize the connection between the failure and activation of 
networks, and use dynamics to distinguish between different topologies. 

 

 

 

 

 

Fig. 2. Spearman ranked correlation between the removal orderand the initial degreek (blue 
line) or the hierarchy function h (red dashed line), plotted with respect to the percentage of 
nodes removed: (a) ER random networks (N=400, <k>=10) (b) scale-free networks (N=400, 
<k>=10). (c) EEG networks (N=139, <k>=20). 
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Fig. 1. Activation exponents s vs. attack exponents k for 
a graph of N=400 and <k>=10, plotted for different values 
of randomization level p The blue asterisks denote the 
exponents for scale-free and ER random graphs of same 
size and mean degree. Error bars indicate standard devia-
tion. SRCC between s and k is rs=0.99. 
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1 Introduction. Since a real epidemic process [3] is not necessarily Markovian, the
epidemic threshold obtained under the Markovian assumption may not be realistic.
To understand general non-Markovian epidemic processes on networks, we study the
Weibullian Susceptible-Infected-Susceptible (SIS) process in which the infection pro-
cess is a renewal process [4] with a Weibull time distribution [1, 5]. The Markovian SIS
process [6], which has been extensively studied, is a special case of the Weibullian SIS
process.

In the Weibullian SIS process, two parameters matter. The first one is the well-
known effective infection rate τ := β/δ , where β is the infection rate and δ is the
Poissonian curing rate. The second parameter is the shape parameter α of the Weibull
distribution, which controls the infection process. The Weibull distribution is heavy-
tailed when α < 1, exponential when α = 1, hence Markovian, and Gaussian-like when
α > 1. Furthermore, tuning the shape parameter α dramatically shifts the epidemic
threshold [5], and the epidemic threshold increases with the distribution changing from
heavy-tailed to Gaussian-like (α increases). With the increase of α , the infection pro-
cess becomes more synchronized. As shown in Fig. 1(a), the prevalence of the SIS pro-
cess, which is the average fraction of infected nodes, on an Erdős-Rényi (ER) network
has multiple peaks when α > 1.

2 Results. The Weibullian SIS process with α → ∞ models the synchronized epi-
demic process where the infection happens exactly every 1/β time units. By a first-
order mean-field approximation [1] similar to the N-Intertwined Mean-Field Approx-
imation (NIMFA) for Markovian SIS processes [6], we obtain the epidemic threshold
for α → ∞, which is τ(1)

c := 1/ ln(λ1 +1), where λ1 is the largest eigenvalue of the net-
work’s adjacency matrix. The threshold τ(1)

c has a similar form as the NIMFA thresh-
old 1/λ1 for Markovian SIS processes. If τ < τ(1)

c in the Weibullian SIS process with
α → ∞, then the prevalence is upper bounded by an exponentially decreasing func-
tion with time t, while if τ > τ(1)

c , then the process can enter a metastable state after
enough long time, where the prevalence changes periodically, and the ratio between the
maximum and minimum metastable prevalence cannot exceed λ1 +1 for any connected
network. As shown in Fig. 1(b),1(c), and 1(d), our mean-field method approximates the
exact process well. From the simulation results, the mean-field threshold τ(1)

c seems to
be, just as for NIMFA, a lower bound of the exact threshold.

Since the Weibullian SIS process is capable of modeling various kinds of non-
Markovian epidemic processes with a suitable value of α , τ(1)

c is possibly the largest
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possible epidemic threshold of general non-Markovian SIS processes with a Poisson
curing process under the mean-field approximation. If the effective infection rate τ >

τ(1)
c , then the infection will persist on the network for any finite α > 0. When α → 0, no

infected node can be cured [1] and the epidemic threshold is 0. Figure 1(e) shows the
epidemic threshold for the different value of α , which is obtained by simulation of the
exact Weibullian SIS process. The epidemic threshold increases approximately from 0
to τ(1)

c with α .

3 Potential applications. The Weibullian SIS process with α → ∞ has a potential
to model real situations. For example, many computer viruses burst periodically be-
cause the hackers spend time on improving the virus before each burst. Thus, the virus
development life-cycle and the underlying network collectively determine whether the
infection can persist or not. For another example, in a wireless sensor network, the clock
of each sensor may need to be synchronized periodically because the clock will shift
with time due to random noises. However, clock synchronization consumes comput-
ing and communication resources. Our results provide the maximum synchronization
period which minimizes the resources consumption if the underlying network and the
clock shifting rate are known. A third example is about advertising on social networks.
Generally, an advertisement only has a short-time influence. After broadcasting, people
discuss and spread the advertisement. However, the advertisement will be forgotten by
the population in the long run, thus, the advertisement should be broadcasted periodi-
cally. Our results may help to find an optimal frequency of advertising.

By studying the Weibullian SIS process on networks, we model the synchronized SIS
process and obtain a possibly largest possible epidemic threshold for SIS processes
with a Poisson curing process. More details can be found in [1].
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Fig. 1. (a): The prevalence of the Weibullian SIS process on an Erdős-Rényi (ER) network
G0.15(50) obtained by averaging over 105 realizations. The effective infection rate τ = 1 is around
8.5 times the NIMFA threshold (1/λ1 = 0.1173). The minimum prevalence decreases with α . For
α < 1, the prevalence is a trivial single-peak function with time. For small α > 1, the prevalence
oscillates but eventually becomes approximately constant. When α → ∞, the metastable state
prevalence is no longer constant. (b), (c), (d): The metastable state maximum and minimum
prevalence of three different networks under the mean-field approximation and simulation. The
simulation runs for enough long time (50 time units with δ = 1), and the maximum and minimum
prevalence are selected from the last complete time period. The ER network is corresponding to
Fig. 1(a). The Barabási-Albert scale-free network has 500 nodes and 1491 links. The rectangular
grid has 484 nodes and 924 links. (e): The epidemic threshold versus α . The threshold is chosen
as the value of τ which leads to the maximum prevalence being around 0.001 at the last period in
the simulation. All the simulation results are obtained by averaging over 105 realizations with all
nodes infected initially (to prevent early die-out [2]).
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1 Introduction

Social influence is arguably among the main driving mechanisms of many collective
phenomena in society, including the spreading of innovations, ideas, fads, or social
movements. Many of these processes have been studied empirically in the past, partic-
ularly with regards to the existence of so-called adoption cascades, where large num-
bers of people adopt the same behaviour in a relatively short time. These phenomena
have been commonly modelled either as simple contagion (where adoption is driven
by independent contagion stimuli, like the Bass model of innovation diffusion [1]), or
as complex contagion (where a threshold on the number of adopting neighbours in a
social network determines spreading, like the Watts model of adoption cascades [2]).
However, in these models social influence is usually considered homogeneous across
ties in the network, implying that all acquaintances are equally likely to influence an
ego while making decisions. In reality, the strength of social influence may vary from
neighbour to neighbour as it depends on the intimacy, frequency, or purpose of interac-
tions between acquaintances. Neglecting such local heterogeneities may lead to overly
simplistic models and potentially undermine a detailed understanding of real spread-
ing phenomena. We fill this gap by studying a simple yet realistic model of contagion,
and find that diversity in interaction strength may radically speed up or slow down
the process relative to its unweighted counterpart. Our results reveal the importance
of weighted interactions for an accurate quantitative prediction of threshold process in
nature and society.

2 Results

We introduce a dynamical cascade model on weighted networks, where tie hetero-
geneities capture diversity in social influence. We study our contagion model over syn-
thetic and real weighted networks with computer simulations and approximate master
equations (AME) [3], and explore the effect of model parameters in contagion for sev-
eral weight distributions. First we focus on a bimodal weight distribution, such that
spreading is determined by the adoption threshold φ of nodes (defined as the sum of
link weights to adopting neighbours relative to the total strength of the actual node)
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Fig. 1. Relative speed tr of threshold driven cascades on weighted networks. (a) Relative time
tr of cascade emergence on (σ ,φ)-parameter space, simulated over k-regular regular networks
(k = 7) and averaged over 25 realizations. Time of cascades for given φ is either higher or lower
than the corresponding case (0,φ) of an unweighted network. (b-c) Selected regions of parameter
space in (a), where tr is instead calculated from the numerical solution of the AME systems, while
boundaries are obtained from a combinatorial arguments.

and the standard deviation σ of weight distribution. We find that the presence of tie
weight heterogeneities induce unexpected dynamical behaviour, as they either speed up
or slow down contagion with respect to the unweighed case, depending on φ and σ
(Figure 1). We demonstrate this effect to be present in synthetic and data-driven sim-
ulations of adoption dynamics on various artificial and real networks. We show that
the structure of this non-monotonous parameter space can be understood by combina-
torial arguments, and we provide an analytical solution of the problem for networks
with arbitrary degree and weight distributions, using approximate master equations [3].
These results [4] may be instrumental in developing more accurate spreading models
that manage to gauge the rise and extent of real behavioural cascades in society.
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1 Introduction

Human brain networks [1, 2], metabolic and regulatory networks [3, 4] and fiber net-
works in connective tissue [5] are all well known examples of biological systems, which
exhibit a hierarchical modular structure. Hierarchical modular networks (HMNs) are
endowed with a finite topological dimension D, which naturally implies longer dis-
tances between network hotspots, as opposed to e.g. scale-free (SF) networks, where
the largest hubs belong to close-by neighborhoods. Further singular aspects of HMNs
are provided by their spectral properties [6]: i) HMNs exhibit small (although non-zero)
spectral gaps; ii) HMNs exhibit eigenvector localization, not limited to the principal
eigenvector. All such structural features suggest that activity spreading in HMNs may
follow uncommon dynamic patterns. This conjecture is corroborated by the observa-
tion of Griffiths phases in HMNs, a dynamic signature of rare-region effects [6, 7]. The
open question remains, however, as to what mechanisms underlie the emergence of ac-
tivity spreading – the epidemic threshold – in such network models. We addressed these
issues in a recent work [8], whose results we will briefly summarize in this extended
abstract.

In the following we will propose an extension of the well-known quenched mean-
field (QMF) framework, which accounts for the spectral properties of HMNs. We will
show that activity spreading in HMNs arises as a dynamic coalescence process, in which
the unstable activation modes ascribed to several localized eigenvectors of the adjacency
matrix A are able to mutually interact and lead to sustained activity. This picture is
analogous to the re-infection mechanism recently proposed for networks with heavy-
tailed degree distributions [9], even-though HMNs do not exhibit heavy-tailed degree
distribution, nor do they contain large degree hubs. We will show that, although the
principal eigenvalue alone cannot produce a correct estimate of the epidemic threshold
in the spirit of the QMF result λ QMF

c = 1/Λ1, the topological dimension D provides and
even stronger estimator, in the form λc ∼ 1/D.
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Fig. 1. Dependence of eigenvalues in the higher spectral edge (left) and epidemic thresholds
(right) on the topological dimension D of HMNs. Results are numerical computations (left) and
numerical simulations of SIS dynamics (right), in HMNs of size N = 220 ≈ 106.

2 Results

In order to make contact with the current literature, we model activity spreading as a
standard SIS process, in which network nodes can be in either an active (infected) or
inactive (susceptible) states, and activation (infection) is tuned by the spreading rate λ .
At each time t, the probability that each node is active is given by the column vector
ρρρ , and the emergence of a stable active state ρρρ∞ for any λ > λc must comply with the
well-known exact result [10]

ρρρ∞ ≤ λ
N

∑
m=1

Λm(vm ·ρρρ∞)vm, (1)

where Λm and vm are the mth eigenvalue (sorted in descending order) and its corre-
sponding eigenvector. In the standard QMF treatment, the spectral gap Λ1−Λ2 is as-
sumed to be large: this allows one to consider only the first term of the sum in Eq. (1),
resulting in λ QMF

c = 1/Λ1 and ρρρ∞ = v1. As mentioned above, this approximation can-
not be made in HNMs (as reflected by the fact that in HMNs λc > 1/Λ1 [6]). We choose
to relax this condition, by assuming that the critical state is not given by the principal
eigenpair (Λ1,v1), but by the first m∗ of them (in the worst case scenario, m∗ = N and
all eigenpairs are needed). We find that a candidate active steady state σσσ∞ is stable if it
obeys

(λΛm−1)|vm ·σσσ∞| ≥ 0 ∀m≤ m∗. (2)

Eq. (2) suggests that an entire range of m∗ eigenpairs may contribute to the epidemic
threshold. This result is corroborated by our simulation results, which show that, upon
varying HMNs realizations, the values of λc are not tied to any specific and/or patholog-
ical Λm (e.g. corresponding to a delocalized vm). Stably active states appear to emerge
from the coalescing behavior of the individual short-lived states associated with each
localized eigenvector. Can we still provide an estimate for λc, provided that a whole
range (of unknown width) of eigenpairs is necessary? We show that the answer to this
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question is indeed affirmative. We demonstrate that all the eigenvalues in the upper
spectral edge of a HMN scale with the topological dimension D, Λm ∼ D – not just
the principal Λ1, but also a wide range of lower eigenvalues Λm with m > 1 (Fig. 1,
left). Since each corresponding eigenvector will contribute an unstable active state for
a λ ∼ 1/Λm, then the global and stable active state will obey the scaling law

λc ∼
1
D
. (3)

Our simulation results (Fig. 1, right) confirm the prediction in Eq (3), finally providing
us with an estimate for the epidemic threshold in HMNs.

Summary. We show that the onset of activity spreading (or epidemic threshold) in
HMNs is the result of the complex dynamic interplay of a broad range of eigenval-
ues and eigenvectors of the adjacency matrix. This complex picture is however still
tractable, as in HMNs all eigenvalues in the upper spectral edge are proportional to the
topological dimension D, resulting in a remarkable scaling law that relates the epidemic
threshold to the inverse of D.
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The study of diffusion processes on networks has improved our understanding in
how ideas and innovations, as well as epidemics and mutations spread. The increased
awareness of such spreading mechanisms paved the way for the design of effective
control techniques, with inestimable potential benefits for the society.

In this work we focus on a hot topic in epidemics control. Mosquitoes are vehicle
of several infections and diseases, such as Dengue fever, Malaria, and, recently, Zika.
In the last few years, many efforts have been done by researchers to create harmless
genetically modified organism (GMO), similar to the intermediate hosts, which can be
introduced in nature [4, 3] to substitute the dangerous mosquitoes without modifying
the environmental equilibria.

Inspired by the evolutionary dynamics [6], which have arisen as a powerful paradigm
to study the spread of mutants in a geographic area, we propose a new model for mutant
diffusion that presents two different features with respect to classical evolutionary dy-
namics: i) the diffusion process is modeled through link-based (instead of node-based
as in most of the previous literature [6, 2, 1]) activation mechanisms; and ii) an explicit
control action is incorporated. This change of perspective allows us to obtain, on the
one hand, new analytical insights, far beyond the results available in the previous lit-
erature [6, 2], which are mainly based on extensive Monte Carlo simulations. On the
other hand, it allows for the development of control policies to speed up the spread of
the mutants. Specifically, we propose and analyze an effective feedback control strategy
based on few knowledge on the network topology and on the evolution of the spreading
process.

We model the geographic network as a connected weighted undirected graph G =
(V,E,W ), where nodes are the locations and weighted links represent connections be-
tween locations. The systems evolution is driven by two factors: a spreading mechanism
and an external control. The former acts as follows. Links activate according to Pois-
son processes (with rates from the weight matrix W ), modeling the contact between
mosquitoes occupying the two extremes of the link. If they belong to different species,
then a conflict takes place and the winning species occupies both locations. Mutants
win each conflict with a constant (independent) probability β > 1/2, modeling an evo-
lutionary advantage of the GMOs. The spreading mechanism is thus an heterogeneous
link-based biased voter model [7]. On the other hand, the external control consists in
the introduction of mutants in a subset of nodes, called target set, modeling the proce-
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dure used to introduce GMOs in trials and case studies [4]. At first, we will consider
the case in which both the target set and the rate of insertion in this set are set constant
throughout the duration of the process.

Due to the external control, mutants eventually occupy the whole geographic area.
The main question consists thus in understanding how the expected time needed for the
mutants to invade the area is influenced by i) the network topology, and ii) the control
policy adopted, though the choice of the target set and the rate of introduction. Here, we
address this issue by presenting some analytical bounds on such quantity. Specifically,
on the one hand, we propose a topology-based upper bound, related with the presence
of bottlenecks in the network, on the other hand, we provide a pair of lower bounds in
which the effect of the external control and the topology are strictly interlinked.

Using these analytical results, corroborated by Monte Carlo simulations, we iden-
tify families of graphs (such as expander graphs) where the mutants spread fast and oc-
cupy the whole network in a time growing logarithmically with the size of the network.
On the other hand, we characterize other families of graphs yielding slow diffusion.
Figs. 1(a-b) show the comparison between a fast diffusive topology (complete graphs)
and a slow diffusive one (barbell graphs).

Finally, we discuss how the diffusion of the mutants can be speed up by designing
a thoughtful time-varying control policy, in which the target set as well as the insertion
rate can be dynamically changed. Specifically, we propose a feedback control policy
that can strongly speed up the spreading process, guaranteeing fast diffusion in many
situations in which the standard control policy fails, such as barbell graphs, as shown
comparing Figs. 1(b-c). Beside its effectiveness, the strength of our control policy lies in
its simplicity and feasibility. In fact, we let the target set to be a singleton and we move
it in such a way that we always introduce mutants in locations occupied by the native
species, without any optimization on that choice, which is known to be a computation-
ally hard problem [5]. Moreover, we set the introduction rate as a feedback functions of
only two macroscopic observables of the system.
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Fig. 1: Monte Carlo estimation (200 simulations) with 90% confidence intervals of the
expected absorbing time on different network topologies and increasing size of the net-
work n and analytical bounds (solid lines). In red β = 0.8, in blue β = 0.7. In Figs.(a-b)
the standard control policy is used, whereas in Fig.(c) is used a feedback control policy
on barbell graphs.
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1 Introduction

Notable recent works have focused on the multi-layer properties of coevolving diseases. We point out that very
similar systems play an important role in population ecology. Specifically we study a meta-foodweb model that was
recently proposed by Pillai et al[?,?]. This model describes a network of species connected by feeding interactions,
which disperse over a network of spatial patches, see Fig. ??.

Focusing on the essential case, where the network of feeding interactions is a chain, we develop an analytical
approach for the computation of the degree distributions of colonized spatial patches for the different species in
the chain. This framework allows us to address ecologically relevant questions.

Fig. 1. Meta-foodwebs as networks of networks. Panel (a) shows a simple meta-foodweb of four species. Each node represents
a species and the directed links are from prey to predators in a feeding relationship. Species A is a primary producer, while
species B and C are specialist consumers. Species O is an omnivore, which can feed on multiple trophic levels. Panel (b) shows
a patch network. Rectangles represent each patch and links represent potential dispersal routes for the species between the
patches. Each patch is occupied by a local food chain. The local networks change in time due to colonization and extinction
events.
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2 Results

Considering configuration model ensembles of landscape networks, we find that the fraction of patches occupied
by a species obeys

C ≤ 〈k〉c
4e

. (1)

where the 〈k〉 is the mean degree, c is the colonisation rate and e is the extinction rate. Consequently there is an
upper bound for the fraction of patches that a given species can occupy which depends only on the networks mean
degree and the dispersal parameters.

For a given mean degree there is then an optimal degree distribution that comes closest to the upper bound.
Notably scale-free degree distributions perform worse than more homogeneous degree distributions if the ration
e/c is sufficiently low, see Fig. ??.

The species in a foodchain experience the underlying network differently. Subsequently, the optimal degree
distribution for one particular species is generally not the optimal distribution for the other species in the same
food web.

These results are of interest for conservation ecology, where, for instance, the task of selecting areas of old-
growth forest to preserve in an agricultural landscape, amounts to the design of a patch network.
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A simple strategy to explore a network is to use a random-walk where the ‘random-
walker’ jumps from one node to an adjacent node at random. It is known that biasing the
random jump, the walker can explore every walk of the same length with equal prob-
ability, this is known as a Maximal Entropy Random Walk (MERW) [1]. These biased
random walks have been used to study problems in complex networks like link predic-
tion [4] or the discovery of salient objects in an image [6]. To construct a MERW re-
quires the largest eigenvalue and corresponding eigenvector of the adjacency matrix [1]
which are global properties of the network. A good approximation to the MERW using
only local properties is the degree-biased random walk [3, 2]. In this case the walker
jumps from one node to a neighbouring node with a preference based on the degree of
the destination node. In this note, we present a biased random walk where the walker
prefers to jump to nodes that are in the core of the network.

The connectivity of a finite, undirected and connected network can be described by
the symmetric adjacency matrix A, where ai j = 1 if nodes i and j share a link and zero
otherwise. In these networks, a random walker would jump from node i to a neighbour-
ing node j with a probability Pi→ j. The probability that the walker is in node j at time
t +1 is p j(t +1) = ∑i ai jPi→ j pi(t) or in matrix notation p(t +1) = π p(t). If the matrix
π is primitive then the probability of finding the walker in node i as the times tends
to infinity is given by the stationary distribution p∗ = {p∗i }. In a network, Pi→ j can be
expressed as

Pi→ j =
ai j f j

∑ j ai j f j
(1)

where f j is a function of one or several topological properties of the network, in this
case the stationary distribution is [3]

p∗i =
fi ∑ j ai j f j

∑n fn ∑ j an j f j
. (2)

The measure which tell us the minimum amount of information needed to describe
the stochastic walk is the entropy rate h = limt→∞ St/t, where St is the Shannon entropy
of all the walks of length t. This entropy is related to the properties of the random-walk
via [1]

h =−∑
i, j

p∗i Pi→ j ln(Pi→ j). (3)

The maximal entropy rate hmax corresponds to random walks where all the walks of
the same length have equal probability. The value of hmax is related to the spectral
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properties of the network. If Λ is the largest eigenvalue and v its corresponding eigen-
vector of the adjacency matrix then the maximal entropy satisfies hmax = ln(Λ) [1].
The MERW is obtained when the transition probability from node i to node j is Pi→ j =
ai jv j/(∑ j ai jv j) [1], where vi is the i–th entry of the eigenvector v. The implementation
of this biased random walk requires global knowledge of the network connectivity as
we need to evaluate the largest eigenvalue-eigenvector pair. If this pair is not known,
then a good approximation to the largest eigenvector v could be used to construct an
approximation to the MERW. In a network where the nodes are ranked in decreasing
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Fig. 1. (a) Simple network as an example of the core-biased jumps (see text). Ratio h/hmax for the
(b) the co–authors network in High Energy Physics (HepTh) and (c) for the Autonomous System
Internet.

order of their degrees, the connectivity of the network can be described with the degree
sequence {kr} and the sequence of number of links {k+r }, where k+i is the number of
links that node i shares with nodes of higher rank. A bound to the largest eigenvalue in
terms of the {k+r } sequence is Λ ≥ 2〈k+〉r, where 〈k+〉r = (1/r)∑r

i k+i is the average
number of links shared by the top r ranked nodes [5].

Consider the adjacency matrix A of the network where the nodes are ranked in
decreasing order of their degrees and u(r) a vector where its first r entries are set to one
and the rest to zero. The vector z(r) = Au(r) has entries zi(r) = K+

i (r), where K+
i (r)

is the number of links that node i shares with the top r ranked nodes. Also notice that
〈k+〉r = (uT (r)Au(r))/r. As 2〈k+〉r is a bound of Λ , then z(rs) is an approximation to
the eigenvector v. A biased random jump based on z(r) is

Pi→ j =
ai j(K+

j (r)+1)

∑N
j ai j(K+

j (r)+1)
, (4)

where the term 1 in the numerator and denominator was added as it is possible that
K+

j (r) = 0 if node j has no links with nodes of greater rank, and then the random walk
will be ill defined. For the core-biased random walk the core is the value of r where the
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rate entropy is maximal, that is rc = maxr ({argmaxr h(r)}). The entropy rate h(r) for
this random walk is evaluated by considering fi = K+

i (r)+ 1 in Eq. (2) to evaluate p∗i
and use this stationary probabilities in Eq. (3).

Figure 1(a) shows an example of the core-biased jumps, in the figure nodes 1 to 4
form the core. Nodes 5 and 6 both have degree equal to two, the jump probability from
node 6 to node 3 is larger than the probability to jump from node 5 to node 1 because
node 3 shares two links with the core against sharing only one link with the core for
node 1. Similarly, node 2 which is inside the core, the probability to jump to node 3 or
node 4 is greater than to jump to node 1, even that node 1 has larger degree, again this is
because node 3 and 4 share more links with the core than node 1. Figure 1(b)-(c) shows
the ratio h/hmax as a function of the core size r for the AS-Internet (disassortative) and
the Hep-Th (assortative) networks. The vertical dashed line marks the value of rc when h
is maximal. The horizontal dashed line shows the value of h/hmax for the degree-biased
random walk where Pi→ j = (ai j(k j))/(∑ j ai j(k j)). The core size for these networks is
small, the ratio of the size of the core against the number of node, rc/N is 0.016 and
0.026 for the Internet and Hep-Th, respectively. We tested the core-biased against the
degree-biased random walks for several real and synthetic networks and, in general,
the core-biased outperforms the degree-biased random walk. The exception are regular
networks where the core rc is the whole network (rc = N) and both methods give that
h = hmax [3].

Finally, there is a large interval in r where the core-biased random walk performs
better than the degree-biased random walk. This suggest that it is possible to create an
efficient biased random walk even when the overall ranking of the nodes it is not known.
If we assume that the core are the nodes with degree greater than k∗ and k∗ < kmax
where kmax is the maximal degree of the network, then we can redefine K+

j (k
∗) as

the number of links that node j has with nodes of degree higher or equal to k∗ and
Pi→ j = (ai j(K+

j (k
∗)+ 1))/(∑ j ai j(K+

j (k
∗+ 1)) could give an efficient biased random

walk without having to evaluate the ranking of the nodes.
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In many complex systems, not only do there exist positive interactions but also
prevalent are the negative interactions between agents. Such systems can best be mod-
eled as “signed” networks. There have been a body of research devoted in social net-
work literature; however, quantitative understanding of the generic impact of such signed
interactions on network dynamics is still lacking. Towards this goal here we study a
generalized threshold cascade model originally due to Watts [3] on signed networks.

We define the activation and deactivation rule as follows. Activation: an inactive
node gets activated if i) the fraction of active nodes among its neighbors in the positive-
link layer exceeds the prescribed threshold R, and at the same time, ii) there is no active
neighboring node in the negative-link layer. Deactivation: an active non-seed node can
be deactivated if either the fraction of active neighbors in the positive layer drops to or
below the threshold R or it encounters active neighbors in the negative layer.

The primary results of numerical simulations on random signed networks are dis-
played in Fig. 1. The presence of the negative interactions (encoded by the negative-link
mean degree zneg) is found effective in suppressing global cascade. The effect is most
profound near the cascade boundary across which the global cascade disappears dis-
continuously, as is shown in the case of zpos ≈ 4.0 and R = 0.2. Notably, we found in
this case the cascade size ρ exhibits phase transition-type behavior as the negative-link
mean degree zneg is increased, as manifested by the peak in the number of iterations in
Fig. 1(f). Such peak is absent for R sufficiently away from there [Fig. 1(f)].

We also address using real-world signed network data the effect of the positive-
negative degree correlations [1] to find their observable impact on cascade outcomes:
The positive correlations between positive and negative layers suppresses the global
cascades compared to its uncorrelated counterparts, while the negative correlations tend
to promote the global cascades. Our model could readily be modified and generalized to
be more detailed and realistic, including the variation in deactivation threshold or other
cascade mechanisms such as the network coordination game-based cascade [2].

We anticipate this work could prompt the community to the study of dynamic pro-
cesses on signed networks, which we believe will prove itself a fertile ground for yet
another layer of complexity in network science.
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Fig. 1. Numerical simulation results on random signed networks. (a) The cascade size ρ as a
function of the positive-link (zpos) and negative-link (zneg) mean degrees for fixed threshold R =
0.2. (b) The cascade size ρ as a function of the negative-link mean degree zneg and the threshold
R for fixed positive-link mean degree zpos = 4.0. (c) The cascade size ρ is plotted against the
positive-link mean degree zpos for different values of the negative-link mean degree zneg with
fixed threshold R = 0.2. (d) The cascade size ρ is plotted against the negative-link mean degree
zneg for different threshold R with fixed positive-link mean degree zpos = 4.0. (e, f) The number of
iterations (NOI) required to reach stationary states is plotted for the cases of (c, d). All numerical
results are from simulations on uncorrelated two-layer random networks, with each layer being
Erdős-Rényi network of positive and negative links respectively, of size N = 105. The initial seeds
of fraction ρ0 = 10−3 are randomly placed.
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The study of dynamical processes on complex networks has received a large amount
of research due to the wide range of applications in many real systems and the increase
in availability and precision of empirical data. It is possible to measure the dynamic re-
sponse of many complex systems, but usually there is little available information about
the network topology, its evolution and the local interaction mechanisms [1]. Under
these circumstances, an accurate prediction of the behavior of the system may be still
out reach, but it is already possible to tackle the problems of inference [2] and optimiza-
tion [3] of the network configuration for an observable dynamic response. This is cru-
cial for practical applications, specially in the design of optimal protocols to transform
a network topology to achieve a desired performance or to reconstruct the microscopic
configuration when only partial information is available from measurements.

Inspired by the derivation of Statistical Mechanics from Information Theory as a
particular case of statistical inference [4], we propose a new methodology to find the
network transformations that preserve the observable macro-state. We impose a gen-
eralized mean-field constraint in the transformation (conservation of node’s strength),
and optimize the distribution of weights to reconstruct the microscopic configuration
using the available information, obtaining mapping protocols to construct functionally
equivalent networks even when they have completely different connectivity patterns.

Fig. 1. Average steady-state hr2i depending on l (coupling strength) for the unweigthed SF (solid
line), ER (dashed line) and the transformed -weighted- ER networks (markers) using different
information-theoretic tools: Principle of Maximum Entropy and Minimum KL Divergence.
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Figure 1 shows the macroscopic evolution of the system in the Kuramoto Model, the
most celebrated approach to describe the synchronization process of phase oscillators
[5]. Results are shown for a particular scenario: an Erdos-Renyi network that trans-
forms into an Scale-Free network (with exponent g = 3), while preserving the number
of nodes and density of connections (N = 103, p ' 0.04). Several transformations, with
different states of information available, are applied to analytically tune the weights of
the connections in the ER topology in order to achieve accurate reconstructions of the
collective behavior that emerges from the unweighted SF network.

In our work [6], we expose the assumptions of the method, the derivation of the
analytical transformations and we also present numerical results for other dynamical
processes: the SIS Model for epidemic spreading and the Ising model. Due to the sim-
plicity and abstraction of the formalism, it turns out to be applicable to the analysis
of systems of coupled individuals with arbitrary interaction mechanisms, thus provid-
ing a general tool to work with dynamical processes on networks when dealing with
uncertainty in the measurements.
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Significance

Many complex systems are hierarchical in nature; social groups, economic and biolog-
ical ecosystems, transportation infrastructures, languages, they all develop hierarchies
of their constitutive elements that emerge from networked interactions within the sys-
tem and with the external world. These hierarchies change in time according to system-
dependent mechanisms of interaction, such as selection in evolutionary biology, or rules
of performance in human sports, and reflect the relevance or ability of the element in
performing a function in the system. However, it is still unclear whether the temporal
evolution of hierarchies solely depends on the driving forces and characteristics of each
system, or if there are generic features of hierarchy stability that allow us to model and
predict patterns of hierarchical behaviour without considering the particularities of the
system [1]. We explore this question by analysing over 30 datasets of social, nature,
economic, infrastructure, and sports systems in a wide range of sizes (102 − 105) and
time scales (from days to centuries) and find that, despite their various origins, the el-
ements in these systems show remarkably similar stability depending on their position
in the hierarchy. By classifying systems from closed to increasingly open, we manage
to reproduce their hierarchy evolution in a minimal model with no system-dependent
mechanisms of interaction. This allows us to make predictions on unobserved data, such
as the likelihood of an unknown element climbing high in the hierarchy, or the time
scale over which an element can maintain its relevance in the system. Our results may
be crucial in further understanding why hierarchies evolve similarly in seemingly unre-
lated areas, and give clues on how to promote stability in the complex socio-technical
systems of our day.

Methods

We consider hierarchy in these empirical systems as an ordered set of N elements ranked
in relevance from most (rank R = 1) to least (R = N) relevant according to some prop-
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Fig. 1. Generic features of temporal evolution in hierarchical complex systems. (a) Datasets
of social, nature, economic, infrastructure, and sports systems in a wide range of sizes and time
scales, where data corresponds to the N0 (out of N) most relevant elements in the system across
time, such as the top universities in the world year by year. (b) Temporal evolution of rank R
for elements in typical closed (bottom) and open (top) systems. Closed systems (like regions in
Japan ranked by number of earthquakes) are symmetric in the sense that both highly and lowly
ranked elements are stable across time, while in open systems (like countries ranked by economic
complexity) the least relevant elements show the most fluctuations in rank. (c-d) System openness
o(t) as a function of time t (c), and its average derivative 〈ȯ〉 (d) for all datasets. Social, economic
and sports systems tend to be open, while some nature and infrastructure systems are closed.

erty. We measure how elements change ranks across time, but we only have data on the
N0 most relevant ranks, such as top universities, most developed countries, or regions
with the most earthquakes (Fig. 1a-b). We then measure the openness o(t) as the num-
ber of elements that have visited ranks R = 1, . . . ,N0 relative to N0 up until time t, and
classify systems from closed to increasingly open based on the temporal behaviour of
this quantity (Fig. 1c-d). Closed systems are symmetric in the sense that both highly
and lowly ranked elements are stable across time, while in open systems the least rele-
vant elements show the most fluctuations in rank. We emulate these generic features in
a minimal model where elements change ranks randomly, and fit two unknown prop-
erties of each system: the size N and a microscopic time scale of hierarchy evolution.
Finally, we validate the model with several measures (such as rank diversity [2, 3] and
the probability that a rank changes elements in time) and make predictions on the future
behaviour of the system: the probability that an element with unknown rank (larger than
N0) will become more relevant, and the typical time (beyond current observations) an
element in ranks R = 1, . . . ,N0 will remain there.
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1 Outline

Social networks describe interactions between actors. In most cases, these interactions
occur through document exchanges. Unfortunately, most clustering methods in network
analysis cannot analyze the text contents and only focus on the“who talks to whom” in-
formation. The stochastic topic block model (STBM, [2]) was proposed to tackle this
issue. It generalizes both SBM (stochastic block model, [6]) and LDA (latent Dirichlet
allocation, [1]). The basic principles of STBM are summarized in the following steps:
i) interactions between nodes are generated according to SBM, ii) an interaction cor-
responds to a document sent from one node i to another node j, iii) the proportion of
topics discussed in the document only depends on the clusters of i and j. Hence, STBM
seeks to detect node groups that are homogeneous both in terms of connection pro-
files and discussed topics. We propose an extension of STBM, called dSTBM, dealing
with dynamic graphs (e.g. sequences of graphs snapshots). In order to avoid possible
identifiability issues ([4]), in our model node clusters are fixed in time and we look for
changes in the way the existing clusters interact with each other. Given M nodes, an
hidden vector Y of length M is introduced such that Yi = q if node i belongs to the q-th
cluster. Similarly, given U snapshots, an hidden vector X of length U is introduced such
that Xu = l if the u-th snapshot is drawn from the l-th time cluster. Using an equivalent
0-1 notation Yiq = 1 iff Yi = q, etc. A crucial assumption in dSTBM is

Di ju|YiqYjrXul = 1 ∼ P(Di ju;λqrl),

where Di ju is the number of documents sent from i to j in the u-th snapshot and P(·;λ )
denotes a Poisson probability distribution of parameter λ . This assumption states that
the expected number of documents sent from i to j in the u-th snapshot only depends
on the clusters of i and j and on the time cluster of the u-th snapshot. The words in
these documents follow a mixture distribution over K latent topics. The corresponding
vector of topic proportions has length K and it is denoted by θqrl . It also depends on
the clusters of i and j and on the time cluster of the u-th snapshot. We developed an
inference procedure to estimate Y,X and θ . A model selection criterion was derived
also to estimate the number of clusters (Q), time clusters (L) and topics (K).

1.1 Related works

Among probabilistic methods for text analysis, the latent Dirichlet allocation (LDA,
[1]) is quite popular. The basic idea of LDA is that documents are represented as ran-
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dom mixtures over latent topics, where each topic is characterized by a distribution over
words. The topic proportions are assumed to follow a Dirichlet distribution. The author-
topic (AT, [10][8]) and the author-recipient-topic (ART, [5]) models partially extend
LDA to deal with textual networks. Although providing authorships and information
about recipients, these models do not account for the graph structure, e.g. the way ver-
tices are connected. A first attempt to take into account the graph structure, along with
the textual content of edges is due to [11]. The authors propose two community-user
topic (CUT) models: CUT1, modeling the communities based on the graph structure
only and the CUT2, modeling the communities based on the textual information alone.
More recently, [7] extended the ART model by introducing the community-author-
recipient-topic (CART) model. In this context, authors and recipients are assigned to
latent communities and they are clustered by CART based on homogeneity criteria,
both in terms of graph structure and textual content. Interestingly, the nodes are al-
lowed to belong to multiple communities and each pair of nodes is associated with a
specific topic. Although flexible, the models illustrated so far rely on Gibbs sampling
for the inference procedure, which can be prohibitive when dealing with large networks.
An alternative model, that can be fitted via variational EM inference, is the topic-link
LDA ([3]) performing both community detection and topic modeling. This model em-
ploys a logistic transformation based on topic proportions as well as author latent fea-
tures. A family of 4 topic-user-community models was proposed by [9]. These mod-
els, accounting for multiple community/topic memberships, discover topic-meaningful
communities in graphs with different types of edges. This is of particular interest in
social networks like Twitter where different types of interactions exist: follow, tweet,
re-tweet, etc.

2 The dSTBM at work: the Enron dataset

The dynamic network motivating this work is the Enron data set, containing all the
e-mail communications between 149 employees of the company, from 1999 to 2001.
The whole year 2001 is selected as the time horizon and partitioned in sub-periods (21
weeks). We aggregated interactions/e-mails to obtain a sequence of 21 static graphs
whose edges are associated with the exchanged e-mails over the corresponding weeks.
The considered time window spans from September, 3rd, 2001 to January, 28th, 2002,
including three key dates i) September, 11th, 2001: the terrorist attacks to the Twin
Towers and the Pentagon (USA). ii) October, 31st, 2001: the Securities and Exchange
Commission (SEC) opened an investigation for fraud concerning Enron. iii) December,
2nd, 2001: Enron failed for bankruptcy (more than 4,000 lost jobs). The model selected
nine topics, six node groups and four time segments. In Figure 1, an histogram reports
the frequency of exchanged e-mails in the whole graph, each rectangle covering one
week. Rectangles/weeks of the same color are assigned to the same time cluster by
dSTBM. Notice that the time cluster changes occur some days after the three key dates
mentioned above, represented in the figure by three vertical lines: black, blue and red,
respectively. Figure 2 shows four graph snapshots of the Enron dataset. Each snapshot
is obtained by aggregating the interactions/e-mails over the corresponding time cluster.
Vertices of the same color are assigned to the same cluster by the inference algorithm
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Fig. 1: Time clustering results obtained by dSTBM for the Enron data set (Sept. 2001 - Jan.
2002). The vertical lines mark: the 9/11 attacks (black), the investigation opening by SEC (blue),
the company failure (red).

and edges of the same color are associated with the same main topic on the considered
time segment. Interestingly, in the second snapshot, the topic associated with the orange
edges contains words like “afghanistan” and “taleban” and it is clearly related to Enron
activities in Afghanistan: Enron and the Bush administration were suspected to work
secretly with Talebans before the 9/11 attacks. This topic appears in the graph during
the second time segment starting on September, 24th, 2001, exactly two weeks after the
9/11 attacks. The “orange” topic disappears in later time clusters.
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(a) Time cluster C1. (b) Time cluster C2.

(c) Time cluster C3. (d) Time cluster C4.

Fig. 2: Clustering results obtained by dSTBM for the Enron data set (Sept. 2001 - Jan. 2002).
Each graph corresponds to a time cluster.
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1 Introduction

In recent years, especially considerable attention has been drawn to the q-voter model
[1–9], which was originally proposed by Castellano et al. [10] and later altered by
Nyczka et al. [11]. Its modified version represents opinion dynamics under two types
of social response: conformity and independence [12]. Although widely exploited in
sociophysics, it also finds application in computational economics as an underlying
mechanism of consumers decision making process, sometimes with slight modifications
[13–15].

Although researchers associate the q-voter model with opinion dynamics, it is fre-
quently allocated on simple topologies like complete graphs or regular lattices [4–7]
despite the fact that social networks are regarded as complex structures. And even if
some studies consider irregularities and randomness in modeling pairwise relations be-
tween agents, they focus primarily on simulation results, and only minority proposes
analytical approach, as well [16–18]. Thus, in this paper, we carry out a mathemati-
cal analysis into the problem, and we clearly establish a connection between q-voter
dynamics and complex networks. The system is studied by using pair approximation,
which was previously employed only to the linear voter model [17] and has not been
applied before to the nonlinear one. Moreover, the paper refers to the q-voter dynamics
with stochastic noise, sociologically interpreted as independence, for which analytical
results are known only in the case of a complete graph [11]. The obtained approximation
is validated by carrying out Monte Carlo simulations on several structures like random
regular (RR), Erdős-Rényi (ER), Watts-Strogatz (WS), and scale-free (SF) networks,
including the Barabási-Albert (BA) model. We also show that in the limiting case our
prediction coincides with the solution for a complete graph.
The study was published in Ref. [19].

2 Model description

We consider an arbitrary network of the size N. Each vertex is associated with one
autonomous agent characterized by a binary, spin like variable si = ±1. In every ele-
mentary time step, we pick at random an agent and a group of influence comprised of q
its randomly selected neighbors. The group is called q-panel, and its potential members
are determined by the network topology and selected at random. With probability p, the
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chosen agent acts independently and adopts the opposite opinion or preserves the old
one with equal chances. Otherwise, with probability 1− p, it behaves like a conformist
and embraces the viewpoint of q-panel, but only if the group is unanimous, that is to
say, all q individuals have the same state. Drawing agents occurs without repetition so
that the above definition of the model is identical to that in Ref. [11]. Nevertheless, now
we extend underlying topologies to more complex structures than complete graphs.

3 Results

We were mainly interested in the time evolution and stationary values of the up-spin
concentration. It turns out that the qualitative behavior of a system on studied weakly
clustered complex networks is similar as on a complete graph and depends on the model
parameter q, that is to say, for q≤ 5, the system undergoes continuous phase transitions,
whereas for q ≥ 6, phase transitions are discontinuous. However, the quantitative be-
havior also depends on the average node degree of an underlying network 〈k〉. What is
interesting is that networks which have very different arrangements of edges and node
degree distributions lead to the same results when they have the same value of the av-
erage node degree. Based on the pair approximation, we can derive formulas for the
phase diagrams and the critical value of p in the case of continuous phase transitions.
Along with increasing value of 〈k〉, the phase diagram shifts toward higher values of in-
dependence p; see Fig. 1. Consequently, it results in higher critical point. Moreover, for
large average degrees we showed that solutions established from the pair approximation
converge to those from the mean-field theory.
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Fig. 1. A schematic representation of the pair approximation for the q-voter dynamics with inde-
pendence. Darker lines correspond to the higher average degree of a network. The last, black line
is the outcome of the mean-field approximation (MFA). The model exhibits two types of phase
transitions: (a) continuous and (b) discontinuous.
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2. A. Jędrzejewski, K. Sznajd-Weron, and J. Szwabiński, Physica A 446, 110 (2016).
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1 Introduction

Many complex systems that occur in physical, biological, chemical and geophysical
contexts have large number of sub systems or units interacting with each other that
may have different dynamical time scales[1–4]. Here, we study the interplay between
time scales of dynamical systems that are connected on a complex network, where out
of N systems m evolve on a slower time scale. Using the framework of Erdös-Rényi
network (where the probability of having a connection between ith and jth node is p,
and, 0 ≤ p ≤ 1) and scale free network (where the degree distribution of the network
follows a power law) we study the possible emergent dynamics like amplitude death,
frequency synchronisation etc in such systems. The subset of m oscillators of lower
timescale in the network is defined as S. The equation governing the dynamics of the
ith node is given by

Ẋi = τiF(Xi)+Gετi

N

∑
j=1

Ai j(X j−Xi) (1)

where τi = τ if i ∈ S, τi = 1 otherwise. Xi is n-dimensional and G is an n x n matrix
which decides which variables are to be coupled. We take G = diag(1, 0, 0 ..) which
means x variable of the ith oscillator is coupled diffusively with the x variable of jth

oscillator. ε is the coupling strength which is homogeneous throughout the network. Ai j
is adjacency matrix of the network.

The results presented here are for dynamics with each node as a Rössler system
given by

ẋi = (−yi− zi)

ẏi = (xi +ayi)

żi = (b+ zi(xi− c)) (2)

This intrinsic dynamics is periodic with parameters chosen as a=0.1, b=0.1 and c=4.

2 Results

One of the main results in our work is the phenomenon of amplitude death (AD) that
happens under sufficient mismatch in time scales and strong coupling. This corresponds
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to a state when all the systems go to a synchronized fixed point in time which is iden-
tified as the state when the average amplitude < A > calculated over a time becomes
zero[5].

Considering Erdös-Rényi network with m nodes chosen randomly, in eqn.1 where
Ai j = 1 with a probability p, we take several realizations of the network and compute
the fraction of realizations f that go to a synchronized amplitude death state. We study
the scaling in f near this transition as a function of p, for different values of m, and find
that there is an optimum value of m where amplitude death occurs at the lowest possible
p. We also study this phenomenon by taking three types of probability of connections
within the network, p1 denoting the connectivity between slow to slow systems, p2 that
from slow to fast systems and p3 that from fast to fast systems. In the bipartite network,
where p2 is non zero and p1 = p3 = 0 we observe AD. However having a positive value
of p1 and p3 helps the whole network to go to amplitude death state at a lower value
of p2. By varying the time scale mismatch τ over a range from 0.1 to 1 and ε over 0 to
0.2, we identify the region in the parameter plane (τ,ε) where AD occurs. Outside this
region for large τ we observe frequency sychronized state, two frequency state etc.

In the case of scale free network also, with m nodes slow similar results are obtained.
However as scale free network has widely differing degrees for nodes, or hubs, we
investigate the role of hubs as control nodes that can spread the effects of slowness over
the network. For this, after the systems are synchronized we make one of the nodes slow
and study how soon the other nodes fall out of synchrony in time. This is characterized
by their degrees and shortest paths from the slow node. We discuss this for several
starting slow nodes present in the network to quantify the importance of that node in
the context of spread of slowness.

We have repeated the study for other dynamical systems like chaotic Rössler, Lorenz
system and Landau-Stuart oscillator and found qualitatively similar results.

Summary. Our study shows that, mismatch in time scales of different interacting units
can affect the group performance of any complex system leading to decay of overall
outcomes and even suppression of all activity. We propose this mismatch in dynamical
time scales as another method for achieving AD in interacting systems. In Erdös-Rényi
network, we quantify the most sparse configuration to achieve the suppression of dy-
namics in terms of the probability of connections, whereas in scale free network we
quantify the role of nodes to achieve the same. With one control node slow we char-
acterize falling out of synchrony in terms of various measures of the network such as
degree, centrality, clustering coefficient etc.

One of the authors (K.G) would like to thank Infosys Foundation Travel Award for
funding the trip for this conference.
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1 Introduction

Many problems in the geophysical sciences demand the ability to calibrate the param-
eters and predict the time evolution of complex dynamical models using sequentially-
collected data. Here we introduce a general methodology for the joint estimation of
the static parameters and the forecasting of the state variables of nonlinear, and possi-
bly chaotic, dynamical systems. It aims at recursively computing the sequence of joint
posterior probability distributions of the unknown model parameters and its state vari-
ables conditional on the available observations, possibly incomplete and contaminated
by noise.

The new framework combines a Monte Carlo scheme to approximate the posterior
distribution of the fixed parameters with filtering (or data assimilation) techniques to
track and predict the distribution of the state variables.

2 Model

In order to demonstrate the method, we apply it to a stochastic version of the two-scale
Lorenz 96 model. It consists of two sets of dynamic variables that display some key
features of atmosphere dynamics [1]: the slow variables x j(t), j = 0, . . . ,dx−1 and the
fast variables zl(t), l = 0, ...,dxL−1 (notice that there are L fast variables per each slow
variable). The dynamic variables are assumed to be arranged on a circular structure,
hence the operations on the j indices are modulo dx and operations on the l indices are
modulo L. The set of stochastic differential equations (SDEs) can be written as

dx j =
(
−x j−1(x j−2− x j+1)− x j +F− HC

B ∑L j−1
l=( j−1)L zl

)
dt +σxdW x

j ,

dzl =
(
−CBzl+1(zl+2− zl−1)−Czl +

CF
B + HC

B xb l−1
L c

)
dt +σzdW z

l , (1)

where the time dependence of the variables and noise is left implicit, F is a forcing
parameter that controls the turbulence of the chaotic flow, C determines the time scale
of the fast variables {zl}l≥0, H controls the strength of the coupling between the fast
and slow variables and B determines the amplitude of the fast variables. W x

j and W z
l are
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independent standard Wiener processes scaled by the constant non-negative factors σz
and σz, respectively. Observations can only be collected from this system once every
T time units and only one out of K slow variables can be observed. Therefore, the
observation process has the form

yn =




xK,nT
x2K,nT

...
xdyK,nT


+ vn, (2)

where n= 1,2, ... and vn is a sequence of i.i.d. random variables with common Gaussian
density N (vn|0,σ2

y Idy). The probability density function of yn given the state xn =
[x1,n, ...,xn,dx ] is denoted gn(yn|xn).

In the computer experiments, the described system is often employed to generate
both ground-truth values for the slow variables and synthetic observations. As a forecast
model for the slow variables it is common to use the difference equation:

dx j =
(
−x j−1(x j−2− x j+1)− x j +F− `(x j,a)

)
+σxdW x

j , j = 0, ...,dx−1, (3)

where `(x j,a) is an ansatz for the coupling term. We choose a second order polynomial
in x j, characterized by the roots a1 and a2. We discretize the model (3) using a Runge-
Kutta method of 4th order (RK4) in order to apply the proposed algorithm. This yields
a sequence of states x j,n = x j(t = nh) where h is the integration step-size and t denotes
continuous time.

3 Algorithm

To estimate the unknown parameters we model them as random variables and then
use the nested filtering (NF) scheme proposed in [2] to approximate their posterior
probability distribution (PD). Let θ = [F,a1,a2] and let µn(dθ) be the PD of θ given the
observations y1, . . . ,yn. Similarly, let πn,θ (dxn) be the PD of the states xn conditional on
y1, . . . ,yn, and let ξn,θ (dxn) be the PD of xn conditional on y1, ...,yn−1. We recursively
compute estimates of µn and πn,θ , t = 1,2, ..., using the general scheme below.

1. Initialization: Draw θ (i)
0 , i = 1, . . . ,N, i.i.d. samples from µ0(dθ).

2. Recursive step
(a) For i = 1, . . . ,N:

i. Draw θ̄ (i)
n from a Markov kernel κN(dθ |θ i

n−1).
ii. Use an arbitrary filter to approximate ξ̂

n,θ̄ (i)
n

. In the computer experiments,
we use a simple extended Kalman filter.

iii. Compute the normalized weight w(i)
n ∝

∫
gn(yn|xn)ξn,θ̄ (i)

n
(dxn).

(b) Resample to obtain the approximation µN
n (θ) = 1

N ∑N
i=1 δ

θ (i)
n
(dθ).
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4 Numerical results

We have conducted computer simulations with integration step h = 10−3 and model
parameters F = 8, H = 0.75, C = 10 and B = 15. We assume that there are L = 10 fast
variables per slow variable, hence the total dimension of the model is 10dx. The noise
scaling factors are σx =

h
4 = 0.25×10−3 and σo = 4, both assumed known. We assume

that half of the slow variables are observed in Gaussian noise, i.e., K = 2.
Figure 1 shows the true state trajectories, together with their estimates, for the first

two state variables of the two-scale Lorenz 96 model. We note that the first variable, x1,
is observed in Gaussian noise, while the second variable, x2(t), is not observed.

Figure 2 displays the estimates of the fixed parameters F , a1 and a2 in the forecast
model, together with their reference values.
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Fig. 1. State values (dashed red line) and their estimates (blue line) for x1 and x2.
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Fig. 2. Estimates of the parameters a= [a1,a2]
> and F in a 4,000-dimensional Lorenz 96 model.

The reference values are represented in red dashed lines.
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1 Introduction

In this paper we study the influence of network structure on global and local behavior in
iterated asymmetric ‘Battle of the sexes’ (BoS) coordination games using myopic best
response dynamics. Many computational studies have shown that the spatial structure of
a network can have an influence on the evolution of behavior in different types of games
[1] [2] [3] [4] [5]. Some research has been done on Battle of the Sexes types of games
in the context of spatially distributed interactions in both theoretical and experimental
settings, mostly in the context of homogeneous spatial structures such as cellular auto-
maton [6] [7] [8] [9]. To the best of our knowledge, no studies have been performed on
the influence of the spatial structure of a network on the equilibrium behavior in a BoS
game. We believe that studying a BoS game is particularly interesting because these
games provide us with information on which types of nodes end up in their preferred
equilibrium and which do not, dependent on the spatial position. If network structure
is of any influence, some nodes should have more powerful positions in the sense that
their position in the network more easily coordinates on the preferred behavior.

We perform a computational study in which actors play 2× 2 games against their
neighbors represented by the nodes and edges of a network. In Table 1 the utility matrix
of the 2×2 BoS game considered in this study is presented. The row player has the hig-
hest payoff when both players choose α and the column player has the highest payoff
when both players choose β . Coordinating on the same behavior is more rewarding
than miscoordination. In the network version each node is assigned an identity, row
player (α prefrence) and column players (β prefrence). The preferences of the nodes
are randomly assigned. The constraint of half α prefrence and half β prefrence players
is imposed to maximize the coordination problem. On each network we sample 100
different initial conditions, that is different distributions of α and β prefrence players.
Assuming that the behavior of most influential or powerful network positions are more
likely to converge to their preferred equilibrium than the less influential or powerful
network positions, spatial effects can be understood by the probability of a given node

Table 1. Payoff table in BoS, where 0 < S < 1

α β
α 1,S 0,0
β 0,0 S,1
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in a network to end up in its preferred equilibrium, irrespective of other initial condi-
tions. So, if different distributions of preferences on a network are played, what is the
proportion of times a node converges to the preferred equilibrium given its position in
the network.

Three types of networks are considered, namely random Erdös-Rényi (ER) net-
works, small-world (SW) networks with different rewiring probabilities, and preferen-
tial attachment (PA) networks. Several node and network characteristics are considered
to be indicative of the behavior, such as global modularity and local centrality measures.
We choose networks of size 20 in this study because with this size the relative influence
of one node on the global behavior will be substantial. We will also show that most
results found are generalizable to larger network sizes.

2 Results

ER−Networks
Modularity = 0.29

Proportion of Alpha

0.0 0.2 0.4 0.6 0.8 1.0

SW−networks, p=0.25
Modularity = 0.33

Proportion of Alpha

0.0 0.2 0.4 0.6 0.8 1.0

SW−networks, p=0.2
Modularity = 0.35

Proportion of Alpha

0.0 0.2 0.4 0.6 0.8 1.0

SW−networks, p=0.15
Modularity = 0.38

Proportion of Alpha

0.0 0.2 0.4 0.6 0.8 1.0

SW−networks, p=0.1
Modularity = 0.40

Proportion of Alpha

0.0 0.2 0.4 0.6 0.8 1.0

SW−networks, p=0.05
Modularity = 0.44

Proportion of Alpha

0.0 0.2 0.4 0.6 0.8 1.0

PA−networks
Modularity = 0.27

Proportion of Alpha

0.0 0.2 0.4 0.6 0.8 1.0

Within communities, all networks

Proportion of Alpha

0.0 0.2 0.4 0.6 0.8 1.0

Fig. 1. Proportion of α played in a network after convergence for ER-networks, SW-networks
with rewiring probability 0.25, SW-networks with rewiring probability 0.2, SW-networks with
rewiring probability 0.15, SW-networks with rewiring probability 0.1, SW-networks with rewi-
ring probability 0.05, PA-networks and within communities of all networks.

As can be seen from Figure 1, random (Erdös-Rényi) networks mostly converge to
homogeneous behavior, but the higher the modularity in the network the more hetero-
geneous the behavior becomes. The Pearson correlation between the heterogeneity of
behavior in the network and the modularity of the network is r = 0.50. Behavior within
the communities of the network is almost exclusively homogeneous. The findings sug-
gest that clustering of networks facilitates self-organization of uniform behavior within
clusters, but heterogeneous behavior between clusters.

As can be seen from Table 2, at the local level we find that some nodes are more
important in determining the equilibrium behavior than other nodes. Degree centrality
is for most networks the main predictor for the behavior and nodes with an even degree
have an advantage over nodes with an uneven degree in dictating the behavior. We
conclude that the behavior is difficult to predict (Erdös-Rényi) networks and that the
network imposes the behavior as a function of clustering and degree heterogeneity in
other networks.
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Table 2. Regression results, standardized, dependent variable Power.

ER SW p = 0.25 SW p = 0.20 SW p = 0.15 SW p = 0.1 SW p = 0.05 PA

Even 0.154 0.159 0.160 0.165 0.165 0.172 0.155
DegC 0.210 0.197 0.191 0.166 0.155 0.315
EVC 0.025
BetC 0.964
ClosC −0.470
BetC:EVC −0.839
EVC:ClosC 0.369
Constant 0.627 0.478 0.488 0.499 0.516 0.524 0.452

N 20,000 4,000 4,000 4,000 4,000 4,000 20,000
R2 0.628 0.726 0.714 0.739 0.740 0.757 0.532

*Even = variable indicating an even degree, EVC= Eigenvector centrality, BetC= Betweenness centrality,
DegC = Degree centrality, ClosC= Closeness centrality. *Interaction in uncentered variables.

Summary. All results together seem to indicate that in ER-networks the global behavior
is mostly homogeneous, but difficult to predict because often random network characte-
ristics determine to which behavior the network converges. In PA-networks the behavior
is also mostly homogeneous, however in this type of network the behavior is dictated
by a few influential nodes with high degree centrality. In SW-networks with high clus-
tering, degree centrality is also important, but the spread of behavior is limited by the
a node’s community, leading to heterogeneous global behavior. In all networks, nodes
with an even degree have an advantage over nodes with an uneven degree, because it is
easier for nodes with an even degree to obtain a local majority.
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1 Introduction
A wide range of centrality measures can identify relevant nodes in a graph, however
most of them cannot handle networks with rapid dynamics. Conventional methods like
PageRank [4], Degree or Katz-index [3] cannot differentiate between links related to
recent or past information propagation events. Recently, Rozenshtein et al. [6] pro-
posed an online updateable, dynamic graph centrality measure based on time-respective
walks. We propose a method that is similar in kind, but incorporates arbitrary decay
functions to model how the impact of information decays over time.

2 Online Centrality: our method
Both Katz-index [3] and PageRank [4] can be considered as path counting centrality
measures. Our goal is to define a path count that is updateable by the edge stream of
a dynamic network and that can incorporate the actual elapsed time as decay in the
propagation function.

For each node v, we maintain the Online Centrality score r(v), initialized as a
constant α for the initial node set. For each edge uv, we maintain the weight w(uv) and
the last activation time t(uv), initially all 0 and −∞, respectively. Next, as edges appear
one by one, we update r, w and t as follows. If edge uv appears at time T , first we update
r(u) as

r(u) := α + ∑
zu∈A(T )

w(zu) ·ϕ(T − t(zu)) (1)

where A(T ) is the set of edges created before time T and ϕ is a time decay function
that vanishes in infinity. Next we set w(uv) := r(u) and t(uv) := T to propagate the
centrality score along edge uv. Note the lazy evaluation: for a given node u, equation (1)
is executed only when r(u) needs to be accessed, however all w(zu) are set at the time
of change at the other nodes z.

We use Exponential and Rayleigh [5] time decay functions where the intensity of
the decay is controlled by a normalization parameter n, see Table 1.

Model Formula
Exponential (Exp) ϕ(x) := b

x
n (0 < b < 1)

Rayleigh (Ray) ϕ(x) := 1
σ 2 · x

n · e
− 1

2σ2 ·( x
n )

2

Table 1. Time decay formulas incorporated as Online Centrality weight functions ϕ .
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3 Data set
We collected tweets for the Roland-Garros 2017 between May 23 and June 16, which
cover all events1 of Day 1–15. Our data set consists of 444,328 tweets, containing
351,692 mentions with their timestamps. By representing these mentions as directed
edges between Twitter accounts, we get a dynamic mention network. An edge (u,v, t)
corresponds to the event when user u mentions v in his posted message at time t.

We semi-automatically selected the Twitter accounts of the tennis players who par-
ticipated in the recent French Open tennis tournament. Our method is based on calcu-
lating edit distance between the name of professionals in the official schedule and the
Twitter account names or the displayed profile names. This way, we managed to assign
Twitter accounts to 351 out of 483 professionals who played in Men’s, Women’s Sin-
gle/Double, or Legends below 45 categories during the contest. We use these accounts
to test our model in the task of daily tennis player prediction.

4 Results
In this work, we examined the problem of central node prediction in the temporally
evolving mention network of our Roland-Garros 2017 collection. We considered Twit-
ter accounts of tennis players who participated in rounds on the given day as relevant.
For evaluation we used hourly and daily snapshots of Days 1–15, with the daily snap-
shots ending at UTC+2 midnight. All timestamps are UTC+2, the timezone of the event
venue, Paris, France. At the end of each (daily or hourly) snapshot, we update the score
vector r for all users based on the given timestamp and store for evaluation.

Our evaluation metric corresponds to identifying active tennis players for a given
day, as early as possible. In our experiments, we use NDCG [1] with the relevance func-
tion that is 1 if the player participated in tournaments of the given time period and 0
otherwise. In order to show the potential of our model, we used a recently proposed dy-
namic centrality measure (Temporal PageRank [6]) and various static baselines (Page-
Rank, indegree, Harmonic Centrality [2], negative β -measure [2]) for comparison. In
our measurements we use time windows of various sizes to enable static models to track
network dynamics. Followers are not available for this data set, hence models designed
for follower network analysis such as [7] cannot be applied.

In Fig. 1, we present the daily average NDCG for each centrality measure, using
optimal parameter setting, in every hour before UTC+2 midnight of the given day. The
results show that for both time decay functions our model (Rayleigh with n = 2 hours
and Exponential with n = 1 hour) significantly outperforms all baseline method from
snapshot -23 to -11. Hence in the early stage of the daily information flow we are able
to give more accurate predictions about daily tennis players with Online Centrality than
with snapshot based measures or Temporal PageRank. Our code base and the data set
is available on GitHub2.

1For the full program of Roland-Garros 2017, visit http://www.rolandgarros.com/
en_FR/scores/schedule/

2All our codes as well as the mention graph with the ground truth labels are publicly available
here http://github.com/ferencberes/online-centrality
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Fig. 1. Daily average NDCG of models with optimal parameters for every hour before UTC+2
midnight (e.g. snapshot −1 corresponds to 23:00 UTC+2). From snapshot -23 to -11 Online
Centrality (Online-Ray, Online-Exp) significantly outperforms the baselines. The notations for
baseline models are as follows: temp-PR: Temporal PageRank, PR: PageRank, indeg: indegree,
HC: Harmonic Centrality, NBM: negative β -measure.

Summary: We compared our Online Centrality model with snapshot based measures as
well as with Temporal PageRank which is, to the best of our knowledge, the only known
dynamically updateable centrality algorithm. We measured how accurately and quickly
can these models extract emerging new important nodes of the underlying Twitter men-
tion network of Roland-Garros 2017. In our measurements we considered the accounts
of tennis players who participated in rounds on the given day as relevant. Our method
outperformed the baselines.
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1 Introduction

During the last decades, there has been an increasing interest in networks of dynamical
systems. The interconnection structure of such networks is often represented by a graph,
where each vertex (or node) of the graph corresponds with a dynamical system, and
edges represent interaction between systems. Networks of dynamical systems appear in
many contexts, including power networks, water distribution networks, and biological
networks.

It is well-known that the overall behavior of a dynamical network is greatly influ-
enced by its network structure (also called network topology). Based on the network
structure, predictions can be made on the (steady-state) behavior of a dynamical net-
work. Furthermore, using the network structure, controllability properties of the net-
work can be deduced, and control strategies can be determined.

Unfortunately, the interconnection structure of dynamical networks is often not di-
rectly available. For instance, in the case of wireless sensor networks the locations of
sensors, and hence, communication links between sensors is not always known. Other
examples of dynamical networks with unknown network topologies are encountered in
biology, for instance in neural networks [8].

Consequently, the problem of network reconstruction is studied in the literature (see,
e.g., [4], [6], [9], and the references therein). The aim of network reconstruction (also
called topology identification) is to find the network structure of a dynamical network,
using measurements obtained from the network.

In this abstract, we consider network reconstruction for deterministic networks of
linear dynamical systems. In contrast to papers studying network reconstruction for
specific network dynamics such as consensus dynamics [2] and adjacency dynamics
[3], we consider network reconstruction for general linear network dynamics. It is our
aim to infer the unknown network topology of such dynamical networks, from state
measurements obtained from the network.

2 Problem formulation

Consider an undirected graph G = (V,E), where V = {1,2, . . . ,n} is the vertex set, and
E is the set of edges. Associated with G, we consider the network system

ẋ(t) = Xx(t) for t ∈ R≥0

x(0) = x0,
(1)
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where x ∈ Rn is the state of the network, and the interconnection matrix X is contained
in the so-called qualitative class Q(G) of matrices carrying the structure of the graph
G. Examples of members of the qualitative class are the Laplacian and adjacency ma-
trices associated with the graph G. We denote the state trajectory of (1) by xx0(·). In
this work, we assume that the interconnection matrix X (and graph G) is unknown, but
the state of the network xx0(t) can be measured for t ∈ [0,T ], where T ∈ R>0. It is our
goal to reconstruct X (and hence, G) using these measurements. Of course, it is possible
that multiple different network systems of the form (1) generate the same measurements
xx0(t) for t ∈ [0,T ]. If, on the other hand, the measurements xx0(t) for t ∈ [0,T ] corre-
spond to a unique network system (1), we say the network reconstruction problem is
solvable for (x0,X ,Q) (for a more formal definition we refer to Definition 1 of [9]).

The first problem of this abstract is to find necessary and sufficient conditions under
which the network reconstruction problem is solvable for (x0,X ,Q). Secondly, we want
to find a method to reconstruct the matrix X using the measurements xx0(t) for t ∈ [0,T ].

3 Results and discussion

In this section, we discuss our main results. Firstly, we state necessary and sufficient
conditions under which the network reconstruction problem is solvable.

Theorem 1 (Theorem 4 and Proposition 6 of [9]). The network reconstruction prob-
lem is solvable for (x0,X ,Q) if and only if the matrix

P :=
∫ T

0
xx0(t)xx0(t)

>dt (2)

is nonsingular.

The matrix P can be obtained from the measurements xx0(t) for t ∈ [0,T ]. Hence, we
can check whether the measurements correspond to a unique network system (1) by
computing the rank of P. In addition to Theorem 1, we state the following theorem,
which provides a method to reconstruct the matrix X .

Theorem 2 (Corollary 8 of [9]). The network reconstruction problem is solvable for
(x0,X ,Q) if and only if the Lyapunov equation

SP+PS = Q (3)

admits a unique solution S. Under this condition, we have S = X.

In other words, if the network reconstruction problem is solvable, we can find the in-
terconnection matrix X (and hence, the graph G) by solving the Lyapunov equation
(3). A classical method to solve Lyapunov equations is the Bartels-Stewart algorithm
[1]. More recently, effort has been made to develop numerical methods for large-scale
Lyapunov equations [7].

Theorem 1 and 2 give solutions to the two problems introduced in Section 2. In what
follows, we would like to discuss an extension of these results. Suppose that we have
additional information on the type of network system (1), in the sense that X ∈K (G),
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where K (G) ⊂Q(G). That is, suppose that we know that the interconnection matrix
X is contained in some (known) subset K (G) of the qualitative class. Examples of
possible sets K (G) are the sets of Laplacian or adjacency matrices. As before, we are
interested in conditions under which the network reconstruction problem is solvable
for (x0,X ,K ), where in this case we use the symbol K to indicate that X ∈K (G)
for some graph G. It turns out that the network reconstruction problem is solvable for
(x0,X ,K ) if and only if there exists a unique matrix in the set

⋃
G∈Gn K (G) satisfying

the Lyapunov equation (3), where the union is taken over the set of graphs Gn of n nodes
(see Theorem 5 of [9]). This means that, in general, for the solvability of the network
reconstruction problem for (x0,X ,K ), the solution to the Lyapunov equation (3) does
not have to be unique (as long as there is a unique solution in the set

⋃
G∈Gn K (G)).

An attractive feature of the above procedure is that the unique solution is obtained
from the Lyapunov equation if and only if the network reconstruction problem is solv-
able (and no additional assumptions, like network sparsity [5], have to be made). More-
over, Lyapunov equations can be solved very efficiently using techniques from [7].
Nonetheless, the approach has some limitations. Specifically, system (1) does not take
into account possible noise in the system dynamics and in the measurements. Future
work should hence focus on extending the results to stochastic dynamical systems, pos-
sibly by using the covariance matrix of the system instead of the matrix P in (2). More-
over, it is of interest to consider nonlinear dynamics instead of the linear dynamics (1).

References
1. R. H. Bartels and G. W. Stewart. Solution of the matrix equation AX + XB = C. Communica-

tions of the ACM, 15(9):820–826, 1972.
2. G. Chowdhary, M. Egerstedt, and E. N. Johnson. Network discovery: An estimation based

approach. In Proceedings of the American Control Conference, San Francisco, California,
USA, 1076–1081, 2011.

3. M. Fazlyab and V. M. Preciado. Robust topology identification and control of LTI networks. In
Proceedings of the IEEE Global Conference on Signal and Information Processing, Atlanta,
Georgia, USA, 918–922, 2014.

4. D. Materassi and M. V. Salapaka. On the problem of reconstructing an unknown topology via
locality properties of the Wiener filter. IEEE Transactions on Automatic Control, 57(7):1765–
1777, 2012.

5. B. M. Sanandaji, T. L. Vincent, and M. B. Wakin. Exact topology identification of large-
scale interconnected dynamical systems from compressive observations. In Proceedings of
the American Control Conference, San Francisco, California, USA, 649–656, 2011.

6. S. Shahrampour and V. M. Preciado. Topology identification of directed dynamical networks
via power spectral analysis. IEEE Transactions on Automatic Control, 60(8):2260–2265,
2015.

7. V. Simoncini. A new iterative method for solving large-scale Lyapunov matrix equations.
SIAM Journal on Scientific Computing, 29(3):1268–1288, 2007.

8. P. A. Valdés-Sosa, J. M. Sánchez-Bornot, A. Lage-Castellanos, M. Vega-Hernández, J. Bosch-
Bayard, L. Melie-Garcı́a, and E. Canales-Rodrı́guez. Estimating brain functional connectivity
with sparse multivariate autoregression. Philosophical Transactions of the Royal Society B:
Biological Sciences, 360:969–981, 2005.

9. H. J. van Waarde, P. Tesi, and M. K. Camlibel. Topology reconstruction of dynamical networks
via constrained Lyapunov equations. https://arxiv.org/pdf/1706.09709.pdf, 2017.

189

The 6th International Conference on Complex Networks &
Their Applications. Nov. 29 - Dec. 01, 2017, Lyon (France)



High Clustering Protects Against
Catastrophic Collapse

Gwen Spencer

Smith College, Northampton , MA, 01063, USA, gspencer@smith.edu

Keywords: cooperation, clustering, threshold models, social influence, contagion, re-
peated game-play. *Full paper accepted at “Network Science” (Cambridge Un. Press).

Introduction. In this computational study, we consider the spread of a binary behav-
ior through a network of conditional cooperators (or moody conditional cooperators).
We propose a novel perspective on a source of advantage that can be accessed by a
highly-clustered society. Many previous studies have concentrated on whether network
structure can facilitate outbreaks of cooperation (extending the pre-network interest in
the initial viability of a cooperative strategies in a population of selfish players). In
contrast, we focus on whether particular network structure can protect against catas-
trophic collapse of cooperation in the presence of shocks of defection that impact an
initially-widely-cooperative society.

Our systematic suite of experiments tests how the ability to avoid such collapse can
be degraded as local links are reallocated to long ties. In particular, we consider a se-
quence of randomly-realized graphs that result from applying the Watts and Strogatz [6]
random-rewiring procedure to a set of small dense communities. This roughly replicates
a sequence of stochastic block models in which the clustering coefficient is smoothly
eroded from 1 to a small value associated with a graph that approaches a random graph
with minimal community structure.

Light rewiring� More rewiring�

Fig. 1. Schematic of Random Rewiring of Dense Local Communities (Complete Graphs). Clus-
tering coefficient decreases gradually as the probability of rewiring, p, increases.

Assuming a time-indexed binary [0,1]-behavior (defection vs. cooperation) and that
players apply a threshold-based decision rule to update their behavior, we measure how
large a randomly-distributed shock of defection must be to push the network into a
state of catastrophic collapse of cooperation. We conduct tests for both the classical
threshold-based model (that is, each player will cooperate exactly when at least a h-
fraction of her neighbors cooperated in the previous time step), and an empirically-
observed variant in which each player will condition both on the prior behavior of her
neighbors and also on her own behavior in the previous time step. Such moody condi-
tional cooperation has been empirically documented in repeated networked game play
of Prisoner’s Dilemma Games and Public Goods Games (e.g. [3], [1], [2], [4]).
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We have several motivations for considering such a model. The most practical of
these motivations is to help understand why several very-prominent human experi-
ments have failed to detect an impact of network topology in encouraging cooperation
in repeated game-play in networks. The authors of behavioral studies like [5] and [1]
often frame their results as being quite surprising, and claim that their observations
discredit the classical theoretical prediction that network structure (that impedes the
perfect-mixing of a population) should encourage the emergence of cooperative behav-
ior. Our study points out how several apparent “refutations” of this type may actually be
understood as simple consequences of the region of the parameter space tested by par-
ticular experimental designs. That is, the findings of these human experiments may be
perfectly compatible with topology playing an important role in promoting cooperation
in other parts of the parameter space.
Results. We observe a remarkably-linear protective effect of clustering coefficient that
becomes active above a critical level of clustering. Notably, both the critical level and
the slope of this dependence is higher for decision-rule parameterizations that corre-
spond to higher costs of cooperation. For traditional threshold-based behavior updating,
this linear protective effect is quite pronounced above thresholds of 0.5, and becomes
increasingly mild as player thresholds for cooperation decreases towards 0.

Fig. 2. High Clustering Increases Ability to Withstand Defection Shocks, But Large Shocks Will
Cause Catastrophic Collapse Regardless of Topology. Ability to Withstand Defection Shocks vs.
Rewiring Probability (left panel) and vs. Clustering Coefficient (right panel). Five thresholds for
cooperation are studied (0.5, 0.6, 0.7, 0.8, 0.9). Twenty initial communities of ten individuals
each (total society of 200 nodes) are rewired.

Similarly, for moody cooperation behavior update model, when a population of
Moderate Players is augmented with Stingy Players (and then players are placed uni-
formly at random in the network), the protective effect of clustering becomes very dis-
tinctive. In contrast, when a population of Moderate Players is augmented with Gener-
ous Players, change in the clustering coefficient doesn’t improve the already-high level
of defection the network can endure (without falling into cooperation collapse). That
is, when many players are willing to cooperate even after observing many defections
among their neighbor-sets, no protective effect of clustering is predicted by our models.

Our observations appear consistent for small synthetic networks (even when initial
small community sizes are non-uniform), and a sizable real-data example. The real net-
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work data set we consider describes Co-board-membership in public-limited companies
Norway (1,421 individuals). We observe remarkably similar behavior to our smaller
synthetic examples even though the real network has a power-law-like degree distribu-
tion, while our synthetic examples have binomial degree distributions.

Our framework provides a novel interpretation of the highly-cited behavioral study
of Suri and Watts [5] on the role of network topology in repeated game. Suri and Watts
considered repeated play of a public-goods game in small networks with different clus-
tering coefficients. The long-term behavior of all topology treatments appears to be
very low levels of cooperation. Though Suri and Watts do detect conditional responses
(players respond to observations of the past choices of neighbors), they conclude that
network structure does not impact levels of cooperation in networked game play.

Our framework suggests a different interpretation: Suri and Watts simply tested a
portion of the parameter space where no impact of topology was predicted. Suri and
Watts document a high percentage of very-stingy contributions in the first round of
their game. Roughly 45% of players respond to the Suri and Watts game by choosing
a round-1 strategy that could be viewed by their neighbors as “defection.” Under a ran-
dom spatial distribution of a population of 45% defectors in the exact 24-node networks
tested by Suri and Watts, we find that collapse of cooperation is (by far) the most likely
outcome for each of the topologies they test. Once networked games are pushed into a
state of catastrophic collapse of cooperation, their behavior is extremely hard to dis-
tinguish. Further, any variation between topologies is well-obscured by the substantial
variation for a fixed topology where the spatial placement of defecting round-1 players
is not controlled (we know of no human studies that control initial spatial distribution).

Prominent human studies on moody conditional cooperation also make bold claims
that topology is irrelevant for cooperation [1]. Again we find that there are simple
parameter-value-based explanations about why all topologies tested should converge
to catastrophic collapse of cooperation. We suggest that such issues might be remedied
by an advance stage of experimental design in which scientists probe the round-1 be-
havior of players and manipulate the local game reward structure so that some impact
of topology is actually predicted computationally for the master experiment.
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In this work we focus on dynamical process on networks in which nodes not only
interact to its nearest neighbours but also through some long-range influences (LRIs)
[1]. Here we study a diffusive process controlled by the generalised k-path Laplacian
operators (LO) Lk. The introduction of the k-path LOs can help in conducting more
precise studies of a network’s dynamics in different applications. The main goal of this
research is to study a generalised diffusion equation using the transformed generalised
k-path LOs for locally finite infinite networks. First, we proved a few properties of these
operators, such as their boundeness and self-adjoitness [2]. We studied three different
transformations of the k-path LOs, namely, Laplace, factorial and Mellin. We proved
that all three transformed k-path LOs are also in general bounded and seld-adjoint. Fi-
nally, we used the transformed k-path LOs to obtain a generalised diffusion process
for an infinite path graph. We prove analytically here that under the Mellin transform
of these k-path LOs for certain values of the parameter, 1 < s < 3, a superdiffusive
dynamics appears (see Fig. 1). On the contrary, the generalized diffusion equation us-
ing Laplace and Factorial transformed operators always produce normal diffusive pro-
cesses.
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Fig. 1. The time evolution of the density profile under the Mellin-transformed k-path Laplacian:
(a) s = 4 for t = 10,100,1000 from high to low; (b) s = 2.5 for t = 10,100,1000 from high to
low; (c) s = 2 for t = 10,30,100 from high to low; (d) s = 1.5 for t = 10,20,40 from high to low.
In every panel, the blue dots indicate the result of numerical integration, whereas the red curves
indicate the asymptote.
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The role of collective effects in spreading on and growth of social networks has been
studied widely[16, 3, 1, 13, 4, 5, 7, 12], yet, much less is known about their role in the
process of the shrinkage and collapse of such networks[8, 14, 11]. Here we focus on the
following questions: What is the mechanism of the contraction of online social networks
and how does the leavers influence the churning behavior of the persons remaining with
the service.

In this presentation we study the full lifecycle of a social network site (iWiW) which
dominated one country for years (2006-2011) and hosted two thirds of the population
with internet access[9, 10]. Its collapse was very fast in spite of the efforts of the owners
and it was accompanied by the increase of the local popularity of the competing inter-
national alternative. The question remains to be answered whether the fall was caused
solely by an external event (popularity of facebook) or local collective action of the
users.
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Fig. 1. (a) Distribution of the fraction of active acquaintances at the time of the last login of users
for four different user degrees in iWiW. Note that the absence of values less than rend ' 0.3 is due
to the fact that our database was truncated when 70% of the users left. (b) The cumulative fraction
of active users (all users having a last login date after the indicated time) in iWiW (crosses) and in
the cascade model (green). For comparison we show also results with zero characteristic leaving
time (blue), and with zero threshold, i.e. no social effect (red). Parameters: N=10000, 〈k〉=10.

We measured rend the fraction of acquaintances that were still active at the time of
the last login of a user. If rend=1 the user left before all its friends and if rend=0 then
after them. We created histograms for users having different degrees and plotted it in
Fig. 1 (a). We see that users with low degree leave mainly early, before their friends
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while others with large number of friends stay until about 45% of their friends are still
active on the site. The transition is sharp and was found to be about k ' 130.

Our interpretation of this result is that the level of embededness on the site has a
crucial impact on the behavior of the users[15]. Those who invested a lot of time in
building up their social network on the site stay until most of their friends are active but
if more than half of them left they also leave because it is not worth staying any more.

The above idea was put in a model based on threshold mechanism [16, 6]. After cre-
ating an underlying social network we consider nodes as users of the site. The external
effect is modeled by randomly removing users from the site with probability inversely
proportional to their degree. The rate of user removal was found to increase linearly in
the system starting from 2007. This linear rate could be obtained by a fit for the early
stage of the ratio of active user’s curve and was implemented in the model.

Users are given a random individual uncorrelated threshold value in the range λ =
0.5±0.2. If the fraction of their active friends drops below this threshold the user leaves
the system with a timescale τ . This implements the effect that we do not immediately
discover the inactivity of our friends.

The model fits perfectly the numerical data if a network with average degree 〈k〉=
10 and a user timescale of τ = 14 days are used. This first may sound counter intuitive
but it was suggested that the intimate circle of our friends contains 12− 15 people [2]
and it seems when considering whether to leave a site we case about only about our
intimate friends. We are mainly interested in the news from these people. The 14 days
waiting time is a reasonable period to discover the inactivity or our friends.

The model could also reproduce other quantities measured on the data. The most
successful was the number of churning users which diverges as a power law if time is
counted backwards from the collapse date. A churning user is anyone who left within
two weeks after one of its acquaintances. This results enables us to predict in advance
the collapse time of a still functioning site. This was repeated for other dataset and an
agreement with the real lifecycle was found.

In summary in a world where social influence has higher effect than mainstream
media it is of importance to quantify and model it. By studying the collapse of online
social network sites we reveal that a user may leave the service for a competing one
either due to exogenous or social effects depending on its embededness. The dynamics
can be well described by a simple threshold model taking into account these factors.
The study of the resulting cascades allows for an early prediction of the collapse time
of the site.
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1 Introduction

Online social platforms provide a fruitful source of information about social interaction.
Depending on the platform, various tree-like cascading patterns emerge as a conse-
quence of such interaction. For example, on Twitter or on Facebook people interact via
resharing messages, which turns into cascade trees of reshares [5], on email networks
people forward messages to their peers resulting in trees of email forwards [4], on on-
line boards like Digg or Reddit people interact via discussing particular posts, which
leaves a trace of discussion trees. The two main questions arise: what is the shape of
these cascades and what is the dynamics of their evolution?

We consider cascades given by discussion trees of posts, which can be viewed as
rooted trees, where nodes represent comments and there is the special node, the root,
which represents the initial post. Connections represent a ’reply-to’ relation between
nodes. The content of nodes is disregarded.

The question of evolution of discussion threads is now gradually being understood.
In [2, 3] the authors studied only the structural evolution of discussion trees in four large
Internet boards, and they suggested a tree generation model based on preferential attach-
ment (PA) mechanism. However the dynamical properties are left out of consideration.
In [6] the authors introduce a merely theoretical model which aims to describe structural
and temporal evolution of the discussions. Their proposition is to use a specific Levy
point process to generate timings, then construct the PA discussion tree assigning to
each new node a subsequently generated timing. However, being a sort of a mean-field
model, it describes evolution on average, thus having limited utility in practice.

We propose a model of discussion trees generation based on the self-exciting Hawkes
processes, which represents both the tree structure and temporal information. We use
the dataset of Reddit discussion threads to show that structurally trees resemble Galton-
Watson trees with a root bias, and for large trees the dynamics of comments attraction
can be well modeled using non-homogeneous Poisson processes.

2 Dataset

The dataset of Reddit discussion threads consists of all posts and comments submitted
to Reddit from Jan, 2008 till Jan, 2013. The dataset in total contains more than 120
million posts and around 1.1 billion comments.

198

The 6th International Conference on Complex Networks &
Their Applications. Nov. 29 - Dec. 01, 2017, Lyon (France)



bc

bc
bc

bc

bc
bcbc

bc

bc

bc

bc

bc

bc

bc

bc

bc

bc

bc

bcbc
bc

µ(t)

s

nbφ(t − ti)
nbφ(t − tk)

nbφ(t − tj) nbφ(t − tl)

ti

tj

tk

tl

0 T

(a)

100 102 104 106

Time t (in mins)

10 8

10 6

10 4

10 2

100

In
te

n
s
it

y

100 102

10 6

10 5

10 4

10 3

(b)

100 102 104 106

Time t (in mins)

10 8

10 6

10 4

10 2

100

In
te

n
s
it

y

(c)
Fig. 1: Schematic structure of a model of discussion tree (a), and aggregated intensity of comment
arrival to (b) the root and (c) the comments. The inset of (b) shows the intensity of response times
for discussions that last less than 36 hours, depicting the Weibull shape given by the red curve.
The intensity for comments on (c) is aggregated into three sets: early comments appeared within
6 hours from post creation, mid created within 6 and 24 hours after the post’s creation and late
are the rest.

3 Model

The model of discussion trees is based on self-exciting Hawkes processes, which are
defined as Poisson point processes with time-dependent intensity

λ (t) = µ(t)+nb ∑
i:ti<t

ϕ(t− ti),

where µ(t) is the background intensity, ϕ(t) is the memory kernel and nb is the average

branching ratio. We assume that 〈µ〉 =
∞∫
0

µ(t)dt < ∞ and 〈ϕ〉 = 1, thus the process is

almost surely finite if nb ≤ 1. The associated process tree has the following straightfor-
ward description: let the comments arrive to the root according to the point process with
intensity µ(t), and each comment i, generated at ti, attracts further comments according
to a point process with intensity nbφ(t− ti) (see Figure 1, (a)).

The data shows that functional form of µ resembles the pdf of Weibull distribution
W (a,b,α)(t) = a(α/b)(t/b)α−1 exp(−(t/b)α) and φ is the pdf of lognormal distribu-
tion LN(µ,σ)(t) = (1/

√
2πσt)exp(−(log(t)− µ)2/(2σ2)) (see Figure 1, (b,c)). For

each given tree, the parameters of the distributions are fitted with maximum likelihood
estimation (MLE) separately for the root and for the rest of aggregated comments. The
parameter nb is then estimated as the average number of further comments attracted by
comments.

4 Baseline models

The structural performance is evaluated in comparison to the PA model described in [2].
Temporal aspects of Hawkes model are compared with the Reinforced Poisson (RP)
model [1], which is shown to outperform linear regression and deterministic point pro-
cess model in describing and predicting Twitter cascades. Applied to discussion trees,
we show that lognormal kernel performs better than the power-law as for Twitter cas-
cades. Parameters of the RP model are also fitted using maximum likelihood estimation.
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Fig. 2: (a) Average size error in percents of true size; (b) average activity error per hour for
simulation; (c) average structural error per distance layer.

5 Results

Total size and timings. The model evaluation was performed by considering the top
7000 largest trees from the years 2008, 2010 and 2012. For each tree the parameters
were estimated and the statistics of 50 runs of simulations were recorded for both mod-
els. Size error is estimated as an absolute relative deviation of the average size of simu-
lated trees from the true value. Error in temporal activity is given as a average absolute
difference in total hourly comment arrivals, where the average is taken only over hours,
which have comments in one of the considered timelines. As we can see from Figure 2,
(b), the mean average activity error per hour grows at a slower rate than the tree size
and the errors for both considered models are comparable, the average error of total size
estimation is mainly worse for the RP model Figure 2, (a).

Structure. The model evaluation was performed by considering the top 2000 largest
trees from the year 2008. The parameters of PA model were prior measured for bunches
of trees of evenly distributed sizes, and 50 runs of simulations were performed for
both models. Deviations in the tree structure were measured via comparing distance
distribution of nodes in both given and simulated trees, and calculating average absolute
difference of nodes per layer, where two ways of averaging were considered: only up
to the minimum (MIN) or up to maximum (MAX) depth of both trees. The results are
shown on Figure 2, (c), where the Hawkes trees receive better scores than the PA ones.
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1 Introduction

Air transportation networks are known to be of a multiplex structure. These networks
develop independently by carrier based on economic and political factors as well as
interactions between one another. Creating synthetic models for air transportation net-
works provides a tool towards a deeper understanding of their structure and develop-
ment. In particular the multi-layer structure is hard to be imitated. Multilevel or mul-
tilayered networks, frequently referred to as multiplexes, have been considered as a
detailed extension of the single layered networks [1–3]. This structure is desirable in
our case, as each airline company can easily be modeled by a layer, with the airports
being captured by the nodes. While generating synthetic networks [4] has been very ac-
tive research area, less has been done in synthetic multilayered network generation [3].
In the most common approach growing multiplex network models are based on pref-
erential attachment [5–7] as they usually model relations in social networks. To create
synthetic models we build on the understanding the structure of air transportation net-
works [8, 9], in particular, the European Air Transportation Network (EATN). A model
for an air transportation network exploiting scale-free structure based on preferential
attachment was introduced [10], but it does not exploit the multilayer structure. In [7]
the scale-free structure of the network is combined with the multilayer approach and
a generative model imitating EATN is presented. It bases on an enhanced preferential
attachment method.

We present two models for synthetic generation of multiplex networks following
two different approaches.

In the first model, called StarGen, we create the multiplex using a modified prefer-
ential attachment from [7] to assign edges to different layers. The model focuses on the
diversity of the distinct layers within a multiplex. Inspired by BinBall’s preferential at-
tachment [7] we create an asynchronous growth of the layers in the multiplex. To do so,
we allow different sizes of the layers based on a predefined distribution of layers’ edge
count, and assign to each layer its own local exponent in the formula for the preferential
attachment.

In the second model, we first mimic the structure of each layer separately and then
conduct ways to combine the layers to a multiplex. We named this model ANGEL as it
stands for Airline Network Generation Emphasizing Layer. Our approach in general is
first to distribute the nodes of the multiplex among the layers enforcing their node over-
lap. Then, each layer grows in the edge size separately, but contributes simultaneously
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to the whole multiplex due to node sharing across other layers. Our design emphasizes
the hub-spoke structure of the European Air Transportation Network (EATN). For that,
we generally differentiate between hub and non-hub nodes. In our methodology we first
assign non-hub nodes to the layers enforcing overlap of the layers. Then we assign hubs
to layers. To achieve overlap on hubs across the layers we create a directed sub-network
on all hubs. (If hub u points from layer L to hub v from layer K, then v must belong to
L). Finally, we apply the method for layer creation, as a plug-in, to connect hubs and
non-hubs within the single layers. Thus we obtain the multiplex.

2 Results

We validate both models with the EATN [?] and the BinBall model [7] and show two
representative statistics capturing the global perception from the multiplexity and the
local point of view, the intra-layer structure of the network. In Figure 1 we compare the
average degree distribution, the average shortest paths per node, and the average node
centrality coefficient over 100 instances of each synthetic multiplex. Both StarGen and
ANGEL outperform BinBall, however ANGEL delivers a slightly better approxima-
tion for all values than StarGen. Although almost all EATN-layers resemble hub-spoke

Fig. 1. Left: Degree histogram of the multiplexes with the log scale in the inset. Upper right:
average shortest path, lower right: centrality coefficient, per node.

structure, it shapes differently over the layers. We deduce it from the highly volatile per-
centage of one degree nodes across the layers, see the first chart on the left in Figure 2.
Each color represents a group of nodes: of degree 1, followed by the ones of degree less
than t % of local maximum degree, where t ∈ {10,20, . . . ,100}. For each x-value repre-
senting a layer, the y-value is the count of each color group, normalized by the layer’s
node count. The layers are sorted by the value of the 1-degree group. The remaining
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three plots in Figure 2 display degree distribution per layer of one instance of each mul-
tiplex model: BinBall, StarGen, and ANGEL, respectively. Again, the ANGEL-model
appears to be the winner.

Fig. 2. Color map with layer degree groups: of degree 1, followed by the ones of degree less than
t % of layer maximum degree, where t ∈ {10,20, . . . ,100}.

Summary. The StarGen algorithm strikes with its simplicity. Using the varied local
exponent for each layer we can influence the diversity of the local degree distribution
within the multiplex. However, even with experimental fine-tuning we were not able
to match EATN as well as ANGEL does. Furthermore, the StarGen model neglects
the interconnections between the layers. The ANGEL model is more complex, but it
benefits from the introduced control of the layer node overlap, and the model can be
generalized for arbitrary multilayered networks.
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1 Introduction

We present an analytical solution for the connectivity of a network formation model
with a ”non-simultaneous” linking scheme. We show how just a minimal heterogeneity
in a network can trigger the arise of non trivial behaviors both in the topological and
temporal structure of the system.

In this class of networks introduced by [1] and developed in [3], system evolution
has nodes which can either create or destroy links according to their target attitudes.
This model belongs to a class of networks not based on the rationale of linking prob-
ability between pair of nodes, but it is based on the initiative of the single units when
they act. We focus the attention to a minimal heterogeneous population with opposite
attitude in the linking formation. From one side there are agents which can be seen
as generators of links since their attitude in the networks is to have a virtually infinite
degree. From the other side, other nodes can be seen as destroyers since their degree
preference is virtually zero. At each time step a node is picked randomly among the net-
work. If a generator is extracted, it acts adding a link with a randomly chosen destroyer
with which it has no link yet. If a destroyer is picked, it cuts a link with a randomly cho-
sen generator neighbors. Despite of a such extreme situation, this formation procedure
introduces an interesting point of view where the network can be seen as a temporal sys-
tem which evolves according to a well defined stochastic processes with a non-trivial
birth-death structure.

The bipartite structure inserts the most simple situation of heterogeneous agents.
According to the heterogeneity level of the network, we can observe and describe the
presence of emergent properties in the system consisting in node-degree correlations in
the link distribution, and anomalous fluctuations in the time series of the connectivity
variable. Furthermore, we discussed the presence and the importance of a finite-size
effect: the maximum number of links occurs away from the critical value of the system
parameter. We derive an exact Master Equation for this model using a quantum algebra
approach to stochastic processes [2]. In the mathematical derivation, fluctuations are
much more important than the mean-field approximation predicts, and we attribute it to
the heterogeneity in the model. The maximal heterogeneous population corresponds to
the critical value of the system where we observe the strongest presence of the emergent
properties.

As an economic scenario, we introduce a minimal framework of a financial mar-
ket where actors are banks which are of two types. Each group has a different (i.e.
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opposite) perceptions of risk: high-target leverage banks which are the generators of in-
terbank links, and low-target leverage banks which on the contrary tend to reduce their
connections. The borrowing banks will contact randomly different neighboring lend-
ing banks. The leveraging actions allows borrowers to purchase more assets then their
wealth otherwise permit. The expected returns from the assets represents the possible
profit of the leveraging institutions. We show how the critical regime is the most un-
certain but profitable state among the different heterogeneity levels. Beyond that, we
include a sketched endogenous mechanism to make the heterogeneity parameter of the
population to vary over time according to economic relation between the asset price and
the number of investors.

2 Results

In order to derive an equation of motion for the link distribution, we write a Fokker-
Planck equation for this model starting from the formalism of creation and annihilation
operators. The only free parameter in this representation is the total rate of events. In [2]
we find the expected number of links according to the heterogeneity variable ∆ which
represent the difference between the two groups as ∆ = N1−N0

N where N = N0 +N1 is
the total number of units.

The network connectance (link density) is related to the ratio between the average
number of actual links over the potential links

`=
2L

N1N0
−1 , ` ∈ [−1,1] (1)

The analytical equation for the connectance is the sigmoid function:

〈`〉eq. =





√
∆ 2 +(2/N)2−2/N

∆
for ∆ 6= 0

0 for ∆ = 0,
(2)

Additionally, we highlight some limitations of the mean field approximation in captur-
ing the heterogeneity of the nodes in their dynamics of creating and destroying links.
These corrections are non-negligible when the system is at its critical point as pointed
out in Fig.2, where we show that the degree correlations among nodes is not-negligible
for values of heterogeneity close to the critical value.

We set forth an abstract example of a system which gains value according to its in-
terconnectedness, and bears a cost depending on the number of active nodes (i.e., gen-
erators of links). The resulting profitability shows a signature of complexity in terms of
finite-size network effects: small groups reach a maximal profitability far from the crit-
ical point of maximal heterogeneous population, but they tend to suffer less uncertainty
of the expected connectivity.

In Fig.3 we summarize these results; here the system is profitable inside an interval
where the network has varying uncertainty. In the time series perspective, the system
can end up in long time periods during which it is exposed to losses, and the whole net-
work could become more susceptible to losses, triggering systemic crisis and possible
collapses.
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Fig. 1. Emergent properties of the network. Top figure represent the sigmoidal phase transition
curve of the expected connectivity vs the heterogeneity population parameter ∆ . The bottom
figure represents three different cases of ∆ the central time series correspond to the critical point
∆ = 0 where we observe anomalously large fluctuations and abrupt changes passing from sparse
network to dense one in a single trajectory. The top and the bottom figures are the super-critical
∆ > 0 and sub-critical case ∆ < 0, where we observe poissonian fluctuations.

Fig. 2. Average node-degree correlation. It is evident how at criticality the correlation is much
higher then in the off-critical cases. This shows how neglecting the correlation among the nodes
make the master equation approach fail at criticality.

In the application of financial markets, minimizing the importance of heterogeneity
also in mathematical terms (by using the mean-field approximation) leads one to dras-
tically underestimate the size of fluctuations at the critical point, which could lead to an
underestimation of the instability of the system. We investigate how shocks on external
assets can be absorbed or propagate through the network for different values of hetero-
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Fig. 3. Profitability is defined as the benefit proportional to the actual number of created links over
the cost which is proportional to the number of generators. The gray shaded area is the condition
of profitability for the network. The error bar is the uncertainty derived to the the fluctuations of
the link formation.

geneity parameter. According to cascades of deleveraging actions, these shocks induce
different intensities of the global failures for different levels of the network intercon-
nectivity .

In conclusion, we described a different linking scheme which generates a natural
evolving network with just few ingredients show complex behaviors in structural and
temporal characteristics. According to certain levels of heterogeneity we characterized
a system fragility and resilience where connectivity fluctuations play a key role in terms
of temporal and node-degree correlations.
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Network theory has been successful over the last fifteen years in characterising so-
cial, technological and biological networks. Nevertheless, the increasingly large data
sets available in the field require the development of more sophisticated models of net-
works such as multilayer networks and generalised network structures [1]. In particular
a wide variety of networks, including collaboration networks, protein interaction net-
works and folksonomies, can be modelled by simplicial complexes.
Simplicial complexes are a generalisation of networks constructed using not only nodes
and links (that are respectively simplices of dimension zero and one) but also using
triangles (simplices of dimension d = 2), tetrahedra (simplices of dimension d = 3)
and higher dimensional simplices. An example of a simplicial complex with dimension
d = 2 is illustrated in Figure 1a.
Simplicial complexes allow for the treatment of networks with many short loops, and
therefore constitute a way to go beyond the current limitation of most statistical me-
chanics approach to networks that are restricted to locally tree-like networks. At the
same time, simplicial complexes, might be studied from the perspective of network
geometry, and as such have been proposed to characterise the underlying emergent ge-
ometry of complex networks [2].
Here we will present recent results [3] on the configuration model for simplicial com-
plexes of dimension d. This model can be used as a null model to which real networks
can be compared and as a benchmark to run simulations of dynamical processes. The
configuration model of simplicial complexes of dimension d generalises on one side
the configuration model of networks with given degree sequence, and on the other the
uncorrelated hypergraph model proposed in [4].
The configuration model of simplicial complexes is formed by all the complexes that
have a given sequence of the generalised degree of the nodes, indicating the number of
simplices incident to each node (see Figure 1b for an example of generalized degree
sequence).
Similarly to the case of the configuration model of networks with a given degree se-
quence, the configuration model for simplicial complexes can develop natural correla-
tions if there is no structural cutoff on the generalized degrees of the nodes.
Interestingly the structural cutoff for simplicial complexes depends on the dimension
d of the simplicial complex, and for dimension d > 1 the cutoff value differs from the
that found for simple networks.
Our work includes a fully statistical mechanical characterization of the configuration
model of simplicial complexes. In particular we are able to compare properties of this
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ensemble with those of its conjugated canonical ensemble, which corresponds to an
Exponential Random Simplicial Complex with given expected generalized degrees of
the nodes.
We are able to evaluate and compare the entropy of these two ensembles. The entropy
evaluates the logarithm of the number of typical simplicial complexes belonging to
each of the ensembles. This study shows that the two ensembles are not asymptotically
equivalent, and opens up new scenarios for solving inference problems on simplicial
complexes.

(a) (b)

Fig. 1. Panel (a): Example of a simplicial complex with dimension d = 2 on 11 nodes. Panel (b):
Example illustrating the generalised degree of the nodes for a simplicial complex with dimension
d = 2. The table gives the generalised degree k(i) for each vertex with label i, given by the number
of triangles incident to node i .
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The Popularity Similarity Optimization (PSO) model suggests that the trade-off be-
tween node popularity and similarity explains how complex network topologies 
emerge, as discrete samples, from the continuous world of hyperbolic geometry [1]. On 
one hand, node similarities are related with the angular distances, on the other hand, the 
node degree is related with the intrinsic popularity of the node. The hyperbolic space, 
indeed, preserves many of the fundamental topological properties of real complex net-
works. Hence, one of the most challenging problems of recent complex network theory 
is to map a given network to its hyperbolic space. 

Manifold machine learning for unsupervised nonlinear dimensionality reduction is 
an important sub-class of topological machine learning algorithms. They learn nonlin-
ear similarities between points distributed over a hidden manifold in a multidimensional 
feature space, in order to preserve, embed and visualize them in a reduced space [2], 
[3]. 

Here, adopting different techniques, we show that the node angular coordinates of 
the hyperbolic model can be directly approximated according to a similar geometrical 
node aggregation pattern that we name angular coalescence (Fig. 1). Based on this 
phenomenon, we propose a class of algorithms that offers fast and accurate coalescent 
embedding in the hyperbolic space even for large networks. 

The methods outperform the state-of-the-art for accuracy of mapping in the hyper-
bolic space and, at the same time, reduce the computational complexity from O(N3)-
O(N4) of current techniques [4], [5] to O(N2) (Fig. 2). Furthermore, the algorithms can 
embed also weighted networks and in hyperbolic spaces of two or more dimensions. 
Several studies can be lead exploiting the geometrical information and this achievement 
can have an impact for many disciplines including biology, medicine, computer science 
and physics. 
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Fig. 1. (a) We show the original synthetic network generated by the PSO model in the hyperbolic 
space. (b) The Isomap algorithm (ISO) [6], which is the progenitor of manifold-based techniques, 
starting from the unweighted adjacency matrix offers an embedding of the network nodes that is 
organized according to a circular pattern that follows the angular coordinates of the original PSO 
model. (d) The angular coordinates are given projecting the nodes over the circumference and 
adjusting them equidistantly. (c) Assigning also the radial coordinates, according to a mathemat-
ical formula which is function of the power-lawness of the degree distribution, the final embed-
ded network is obtained. 
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Fig. 2. (a, c, e) Correlation between original and inferred pairwise node hyperbolic distances 
(HD-correlation), which measures the mapping accuracy. The plots report for increasing network 
size N = [1000, 10000, 30000] the average and standard error over several combinations of the 
PSO model parameters m (half of the mean node degree) and T (temperature, inversely related to 
clustering). (b, d, f) For the same parameter combinations the average computational time is re-
ported. Considering the average HD-correlation on 1000 nodes networks (a), coalescent embed-
ding approaches achieved a performance improvement of more than 30% in comparison to the 
state-of-the-art method HyperMap, requiring only around one second versus more than three 
hours of computation time. Similar performance results are confirmed for the networks of sizes 
N = [10000, 30000] with an execution time still in the order of minutes for the biggest networks. 
The comparison to HyperMap was not possible due to its long running time. 
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The hidden metric space behind complex network topologies is a fervid topic in cur-
rent network science and the hyperbolic space is one of the most studied, because it 
seems associated to the structural organization of many real complex systems. The Pop-
ularity-Similarity-Optimization (PSO) model [1] simulates how random geometric 
graphs grow in the hyperbolic space, reproducing strong clustering and scale-free de-
gree distribution, however it misses to reproduce an important feature of real complex 
networks, which is the community organization. The Geometrical-Preferential-Attach-
ment (GPA) model [2] was recently developed to confer to the PSO also a community 
structure, which is obtained by forcing different angular regions of the hyperbolic disk 
to have variable level of attractiveness. However, the number and size of the commu-
nities cannot be explicitly controlled in the GPA, which is a clear limitation for real 
applications. Here, we introduce the nonuniform PSO (nPSO) model that – differently 
from GPA - forces heterogeneous angular node attractiveness by sampling the angular 
coordinates from a tailored nonuniform probability distribution, for instance a mixture 
of Gaussians (Fig. 1). The nPSO differs from GPA in other three aspects: it allows to 
explicitly fix the number and size of communities; it allows to tune their mixing prop-
erty through the network temperature; it is efficient to generate networks with high 
clustering. After several tests we propose the nPSO as a valid and efficient model to 
generate networks with communities in the hyperbolic space, which can be adopted as 
a realistic benchmark for different tasks such as community detection (Fig. 2) and link 
prediction. 
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Fig. 1. The figure shows examples of nonuniform distributions used for sampling the angular 
coordinates of the nodes. The distributions are generated using a Gaussian mixture model, with 
as many components as the number of the desired communities, placing the mean of the compo-
nents equidistantly over the angular space and with equal standard deviations, whose value is 
chosen as 1/6 of the distance between two adjacent means. (A) Plot of the Gaussian mixture 
distribution using 4 components having the same mixing proportion. (B) Representation of the 
Gaussian mixture distribution, using 4 and 8 components having the same mixing proportion, 
along the angular space of the hyperbolic disk. (C) Representation of the Gaussian mixture dis-
tribution, using 4 and 8 components having random mixing proportions, along the angular space 
of the hyperbolic disk. 
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Fig. 2. Synthetic networks have been generated using the nPSO model with parameters γ = 3 
(power-law degree distribution exponent), m = 5 (half of average degree), T = [0.1, 0.5, 0.9] 
(temperature, inversely related to the clustering coefficient), N = 100 (network size) and C = [4, 
8] (communities). For each combination of parameters, 10 networks have been generated. For 
each network the Louvain community detection method [3] has been executed and the commu-
nities detected have been compared to the annotated ones computing the Normalized Mutual 
Information (NMI). The plots show for each parameter combination a representation in the hy-
perbolic space of the network that obtained the highest NMI, whose value is reported. The nodes 
are coloured according to the communities as generated by the nPSO model. We notice that the 
communities are perfectly detected both for C = 4 and C = 8 at low temperature, suggesting that 
a meaningful community structure is generated by the proposed model. For the same number of 
communities, if the temperature is increased the performance slightly decreases, because more 
inter-community links are established in the network, causing as expected higher rate of wrong 
assignments by the community detection algorithm. 
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1 Introduction

In our work we analyze the fine-grained connections between the average degree and the
power-law degree distribution exponent in growing information networks. Our starting
observation is a power-law degree distribution with a decreasing exponent and increas-
ing average degree as a function of the network size. Our experiments are based on
three Twitter at-mention networks and three more from the Koblenz Network Collec-
tion. We observe that popular network models cannot explain decreasing power-law
degree distribution exponent and increasing average degree at the same time.

We propose a model that is the combination of exponential growth, and a power-law
developing network, in which new “homophily” edges are continuously added to nodes
proportional to their current homophily degree. Specifically, we connect the growth of
the average degree to the decreasing exponent of the power-law degree distribution.
Prior to our work, only one of the two cases were handled. Existing models and even
their combinations can only reproduce some of our key new observations in growing
information networks.

Our finding appeared as

– Róbert Pálovics and András Benczúr. Raising graphs from randomness to reveal in-
formation networks. In Proceedings of The 10th ACM International Conference on
Web Search and Data Mining, 2017.

2 Our results

We study the growth of information networks by considering processes where each
node and edge is added to the network only once, and no node or edge is deleted from
the network. Our key finding is related to how the average degree and the power-law
degree distribution of the network evolve over time. More specifically,

– the exponent of the power-law degree distribution in the network decreases down to
two over time, and

– the average degree grows as a+ cnb, where n is the number of nodes in the network.

For example, as seen in Figure 1 left, in graphs generated by the Barabási-Albert model
[1], the degree distribution exponent stays very close to constant. In contrast in our
measurements the degree distribution log-log plot lines of real networks get flattened
(see Fig. 1 right).
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Fig. 1. Degree distribution snapshots of growing networks at different sized (number of nodes)
indicated in the legend. Left: The Barabási-Albert model yields fixed exponent. Right: The Oc-
cupy Twitter mention data set with flattening slope as the network grows.

We emphasize the importance of the constant a in the average degree formula. The
constant was considered negligible in the experiments of Leskovec et al. [2]. In our re-
sults, however, the constant helps to capture the mixture of edges that appear at random
vs. as a result of common interest, and fit to the actual measurements (see Fig. 2, left).

To our best knowledge, there is no graph model yet that captures all the observed
effects simultaneously. Leskovec et al. [2] observe densification, a power-law growth
for the average degree. Their models apply to graphs where the exponent of the degree
distribution is less than 2 and remains constant over time. They predict densification
for networks with power law exponent larger than 2 that is the case for all of our real
networks, however they give no models.

We introduce our new model that relies on preferential attachment, and can generate
growing networks with decreasing power law exponents. In our growing network model
we add at each time step: (i) random new edges that connect two new nodes in the net-
work, (ii) and edges between already existing nodes in the network. More specifically,
at time t, when the number of nodes is n(t) in the network (see Figure 2, right):

– For some constant r, r · n(t) new random edges appear that indicate the random
growth of the network.

– Each node i selects other nodes to connect with homophily edges randomly. The ex-
pected number of new homophily connections created by node i is s · dh(i), where
dh(i) is the number of homophily edges already connected to node i, i.e. the ho-
mophily degree of node i. For a given new connection of node i, the target node is
selected by preferential attachment. In other words, the probability of selection for
node j as a new neighbor of i is the degree of j d( j).

The main difference of our model compared to earlier models can be summarized
in three points.

– The power law exponent, as in all our real networks, is greater than 2, this could not
be modeled in [2].
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Fig. 2. Left: Growth of the average degree in the Occupy Twitter mention data set. Right: Visu-
alization of our proposed model: at each time t, we add rn(t) random, and 2seh(t) preferential
edges.

– Our model explains the initial behavior of the degrees as a natural mixture of influ-
ence and preferential attachment edges, and also predicts correctly the ratio of these
edges.

– Our model generates both increasing average degree and decreasing power law ex-
ponent.

3 Summary

In evolving networks, we measured that the exponent of the power-law degree distribu-
tion decreases in time. We connected our observation on decreasing exponent with the
growth of the average degree and gave models for these two phenomena.

As a general overview of the possible models based on our observations, networks
start to grow at random, like an Erdős-Rényi graph. Then certain rules such as preferen-
tial attachment [1] intensifies during the growth process, and causes scale-free degree
distribution with a decreasing exponent. The stronger the rule is, the closer the exponent
of the degree distribution gets down to two in a more coherent network. As the degree
distribution log-log plot flattens, the chance for very high degree nodes in a strongly
skewed distribution increases acting as the main organizer of the network structure.

As our main result, we model the transition from a random and mostly disconnected
graph to a highly organized and very skewed degree distribution network. Our model
is based on exponential growth and preferential attachment. The model yields a power-
law degree distribution with decreasing exponent in a growing graph with increasing
average degree.
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1 Introduction

In the configuration network, N nodes are assigned predefined degrees. The edges con-
necting these nodes are then considered to be random, and every distinct configuration
of edges that satisfies the given degree sequence is treated as a new instance of the
network in the sense of random graphs. When the number of nodes N approaches in-
finity, the degree sequence, which provides the only input information for the model, is
equivalent to the frequency distribution of degrees, u(k),k = 1,2, ..., i.e., the probability
that a randomly chosen node has degree k. Size distribution of connected components,
w(n), denotes probability that a randomly chosen node is part of a connected compo-
nent of finite size n. Connected components in the infinite configuration network can
be of finite or infinite size. Depending upon a specific context behind the network, the
size distribution of connected components may summarise important features of the
modelled system, for instance as it often happens in chemistry [4, 3], where connected
components represent irregular molecular structures; epidemiology [5], where config-
uration model is widely used in modelling disease outbreaks; or linguistics [6], where
connected components are proved to be useful when studying sentence similarity graphs
and structure of natural languages. This brief list of application case studies is far from
being exhaustive.

Let U(x) denotes the generating function (GF) of the degree distribution, U(x) =
∑∞

k=0 u(k)xk, x ∈ C, |x| ≤ 1. Newman et al. [7] showed that the GF of the degree distri-
bution can be put into a correspondence to the GF of the size distribution of connected
components W (x). Namely, it has been shown that W (x) satisfies the following system
of functional equations

W (x) = xU [W1(x)], (1)
W1(x) = xU1[W1(x)], (1′)

where U1(x) is the GF for the excess degree distribution u1(k) = k+1
µ1

u(k+1) and µ1 is
the expected degree of a node. Many studies refer to the numerical solution of eq. (1)
as the method of choice for recovering the size distribution of connected components.
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2 Results

By exploiting tools from analytical combinatorics, we have showed in Ref [1] that Eq.
(1) can be solved analytically for arbitrary degree distributions featuring a finite first
moment, µ1 = ∑∞

k=1 ku(k). Namely, the probability that a randomly sampled node be-
longs to a connected component of size n is given by

w(n) =

{
µ1

n−1 u∗n1 (n−2), n > 1,
u(0) n = 1.

(2)

where u∗n1 (k) = u1(k)∗ u∗n−1
1 (k) is the n-fold convolution of u1(k). In fact, probability

mass function w(n) is an analytical function: the first five values of w(n) read as,

w(1) =u(0),

w(2) =
1
µ1

u(1)2,

w(3) =
3

µ2
1

u(1)2u(2),

w(4) =
4

µ3
1

u(1)2[2u(2)2 +u(1)u(3)],

w(5) =
5

µ4
1

u(1)2[4u(2)3 +6u(1)u(2)u(3)+u(1)2u(4)],

. . .

The number of terms in the expansion (2) is rapidly growing with n, nevertheless, it is
possible to compute exact value of w(n) by spending not more then O(n logn) multi-
plicative operations by applying smart reorganisation of the terms. A graphical compar-
ison of the theoretical predictions and simulated data can be seen in Fig. 1. Furthermore,
Eq. (2) is tractable from the point of view of asymptotic theory. The asymptotical anal-
ysis is based on the fact that n−fold convolution can be interpreted as a probability
for a one-dimensional random walk to hit a specific value in n steps and results in a
plethora of asymptotic modes, many of which have not been documented before, see
Table 1. These asymptotical modes include exponential and scale free asymptotes, but
also ’exotic’ asymptotic cases of faster-then-algebraic but slower-then-exponential de-
cays. Additionally, we highlight existence of ’transient’ asymptotical modes, that are
not asymptotes in the strict mathematical sense but may appear to look like asymptotes
when when limited amount of data is analysed.

Summary. This work presents a simple equation that gives for an arbitrary degree dis-
tribution the corresponding size distribution of connected components. This equation
is suitable for fast and stable numerical computations up to the machine precision.
The analytical analysis reveals that the asymptote of the component size distribution
is completely defined by only a few parameters of the degree distribution: the first three
moments, scale, and exponent (if applicable). When the degree distribution features a
heavy tail, multiple asymptotic modes are observed in the component size distribution
that, in turn, may or may not feature a heavy tail.
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Fig. 1. Comparison of the theoretically predicted size distribution of connected components
against Monte Carlo generated data.

Finite moments of u(k) u(k), k→ ∞ θ = µ2−2µ1 Asymptote of w(n)

µ3 < ∞

A. o(k−β ), β > 4
θ 6= 0 C1e−C2nn−3/2

θ = 0 C1n−3/2

B. O(k−β ), β > 4
θ < 0 C3n−α−1

θ = 0 C1n−3/2

θ > 0 C1e−C2nn−3/2

µ3 = ∞, µ2 < ∞

C. O(k−β ), β = 4
θ < 0 C3n−α−1

θ = 0 C′1
n−3/2√

logn

θ > 0 C′1
n−3/2√

logn e−C′2
n

logn

D. O(k−β ), 3 < β < 4
θ < 0 C3n−α−1

θ = 0 C4n−
1
α−1

θ > 0 C5e−C6nn−3/2

µ2 = ∞ E. O(k−β ), β = 3 θ > 0 C7e−C8−C9n
2
π n

1
π−2

F. O(k−β ), 2 < β < 3 θ > 0 C10e−C11nn−3/2

Table 1. Asymptotic behaviour of the size distribution of connected components in terms of
degree distribution parameters: the first three moments µ1,µ2,µ3, scale parameter s, and exponent
β . In the expressions of the asymptotes, α = β −2 and the values of constants C1,...,9 are as given
in Ref [1].
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1 Introduction

We often deal with datasets of observed repeated interactions between elements of a
system. These datasets are used to generate networks where the elements are repre-
sented by vertices and interactions by edges. We ask whether these interactions are
random events or whether they are driven by existing relations between the elements.
To answer this question, we propose a statistical model to regress relations, which we
identify as independent variables, on a network created from interactions, which we
will refer to as dependent variables.

In general, a regression model explains dependent variables as a function of the
independent ones, accounting for random effects. Parallel to linear regression models,
which model the relationship between a dependent variable and multiple explanatory
variables, here we assume that the observed interactions are driven by different rela-
tions, masked by combinatorial effects. With combinatorial effects, we mean that ele-
ments that interact more in general are also more likely to interact with each other, even
if they have no relations. This problem is well known in network theory, where it is
referred to as degree-correction (see e.g., [5, 4, 2]). For example, the fact that two indi-
viduals have contact very often can be explained by multiple reasons. They may interact
because they are friends, because they work together, or simply because they are very
active, and hence have high chances to meet. Therefore, to have a full understanding of
the system, we have to disentangle relations from combinatorial effects.

There exist few statistical models addressing the problem of quantifying the interde-
pendence between observed edges and dyadic relations. This problem is exacerbated by
the fact that the dyadic relations represented in complex networks are not independent
from one another. We can summarize the limitations of existing methods into two main
issues. First, many of them are not appropriate for weighted graphs. Second, they do
not take into account the combinatorial effects typical of interaction data.

2 Results

To solve these issues, we propose a new nonlinear parametric model to perform sta-
tistical regression on networks. Our method is based on an extension of generalized
hypergeometric ensembles – a class of analytically tractable ensembles for weighted
directed networks we recently developed [1] – to multiplex applications. Generalized
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hypergeometric ensembles contain random graphs generated by merging arbitrary rela-
tions between vertices and combinatorial effects. This model allows to regress the in-
fluence of each relational layer, i.e. the independent variables, on the interaction counts,
i.e. the dependent variable .Additionally, we will show how to quantify the significance
of the computed parameters and the goodness-of-fit of the model.

We want to model the interaction layer I , which is a multi-edged graph with fixed
number of edges m. To do so, we treat I as a realization from a generalized hypergeo-
metric ensemble E(n,m), with n vertices and m edges. We indicate with A the adjacency
matrix of the interaction layer I and Ai j with i, j ∈ V , its elements. Similarly, let Rl
be the adjacency matrix capturing the known relations between vertices, corresponding
to the relational layer Rl , and with β ∈ Rr the r-vector of regression coefficients. I is
then distributed according to the Wallenius non-central hypergeometric distribution [6,
1]

Pr(I |R) =



∏
i, j


Ξi j

Ai j

 1

0
∏
i, j


1− z

Ωi j
SΩ

Ai j

dz (1)

with SΩ = ∑i, j Ωi j(Ξi j −Ai j).
The distribution in eq. (1) is defined by the two quantities Ξ and Ω . Ω encodes

the tendency of pairs of vertices to connect beyond combinatorial effects, and Ξ the
probability that pairs of vertices are connected because of combinatorial effects. For
simplicity we assume the entries of the matrix of possible edges Ξ are built according
to the configuration model. This is the most general way to encode combinatorial effects
generated by the different activity, i.e., degree, of vertices. It means that vertices that are
more active, i.e., have higher degree, are more likely to interact. Hence, Ξ is completely
defined by I . On the other hand, Ω depends on the relational layers {Rl}l∈[1,r] as
follows:

Ω :=
r

∏
l=1

Rβl
l . (2)

We can hence specify a statistical model as follows:

I = µ[Ê(n,m)|R1, . . . ,Rr], (3)

where I is set to be equal to the expectation of the generalized hypergeometric ensem-
ble defined by the relational layers Ri. We estimate the model in eq. (3) by finding the
maximum likelihood estimators (MLE) for the parameter vector β in eq. (1).

To demonstrate the power of our approach and its broad applicability, we present
examples based on synthetic and empirical data. Many datasets including both inter-
actional and relational information exist. Networks built from face-to-face encounters
between individuals, supported by underlying social networks and other similar rela-
tions (e.g. SocioPatterns) fall in this category. As case study, we will use (i) the US
Cosponsorship Network, where the interaction layer is built from the cosponsorship
counts between members of the Congress, along with further relational layers built from
party membership, ideological distance, and state provenance; and (ii) the SocioPattern
dataset provided in [3]. Here the data available consist of an interaction network, built
from recorded contact counts between high-school students, and of further information
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such as student’s gender, class membership and topic, self-reported friendship relations,
and Facebook connections.

In both cases, our novel network regression framework is able to identify the rele-
vant factors biasing the interaction layer, and allows to quantify the size of their effects.
This method can be applied to a plethora of cases where we want to model counts of
interactions between entities.
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1 Introduction

Collective animal behaviour is often modelled by multi-agent networks which assume
that each agent alters its behaviour according to signals in its neighbourhood. In recent
years, many efforts have been made to understand the mechanisms underlying and en-
suring coherence behavior [1]-[5]. A topic of intense ongoing research in the coherence
of multi-agent networks is the phenomenon that coherent groups often make sudden-
ly changes in direction. Experiments on desert locusts[1] and glass prawns[6] show
that the mean switching time is proportional to the groups density. And the directional
switching can not be observed if the density is too large. In Ref.[7], the authors find that
the inherent noise can facilitate the coherence in collective swarm motion. In our recent
study, we show that the information transmission time delay can also facilitate coher-
ence in collective swarming motion [8]. And it is difficult to see the order directional
switching if the time delay are too large. However, the factor that can shorten the mean
switching time of moving groups remains unknown.

Here, we investigate the directional switching of multi-agent networks with reaction
time delays. Both our analytical and numerical results show that, in spite of the time
delays, the group can transit to ordered motion as the the density of group increases. But
the mean switching time decreases as the reaction delay increases. Our result implies
that, different from the information transmission delays [8], the reaction delays play a
destructive role in the ordered directional switching of self-propelled particles group.

2 Results

We consider a group of N individuals moving along a one-dimensional circle, which we
identify with the interval Ω = [0,1) with periodic boundary conditions. Each individual
is described by its position, Xi ≡ Xi(t) ∈ Ω , and velocity, Vi ≡ Vi(t), i = 1,2, . . . ,N. The
ring-shaped domain has a sufficient width that individuals can pass each other, i.e. one-
dimensional modelling implicitly assumes that individuals can cross through each other
[1, 7]. Each individual adjusts its behavior according to the behavior of its neighbours,
which can be found less than a distance R (the interaction radius) from it. The time
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evolution of Xi and Vi is then given by the following equations:

dXi = Vi(t)dt, (1)

dVi =
[
sign(Ui,R(t − τ))−Vi(t − τ)

]
dt +η dWi, (2)

where τ > 0 is the reaction time delay corresponding to processing, cognitive, or exe-
cution delays, η > 0 is a parameter, Ji,R(t) is the set of neighbours of the i-th agen-
t, dWi are standard white noise terms (independently sampled for each individual),
sign : R → {−1,0,1} is the signum function and

Ui,R(t) =
1

|Ji,R(t)| ∑
j∈Ji,R(t)

Vj(t) (3)

is the mean of the velocities at time t of the individuals within the R-neighbourhood of
the i-th individual. We also denote the average velocity of the whole group by U(t), i.e.
U(t) ≡ Ui,R(t) for R larger than 0.5 and arbitrary i.

Fig. 1. (a) Average velocity U(t) calculated by the model (1)–(3) with τ = 0.1,η = 2,R = 0.15,
N = 10(top panel), N = 20(middle panel), and N = 30 (bottom panel). (b)Average velocity U(t)
calculated by the model (1)–(3) with N = 20,η = 2,R = 0.15, τ = 0.1(top panel), τ = 0.5(middle
panel), and τ = 0.9 (bottom panel).

Let P(u, t)du denote the probability that the global velocity average U(t) ∈ [u,u +
du). Based on the theory of Fokker-Planck equation, we show that the mean switching
time is proportional to the group size N and is inversely proportional to the reaction
delays. The analytical results are confirmed by the numerical simulations. We numeri-
cally investigate the influence of group density on the collective motion by simulating
the model (1)-(3) for different values of N. As the density of individuals increases,
we can clearly distinguish two quasi-stationary states (see Fig.??) and observe that the
group switches suddenly it’s velocity to opposite direction(i.e., from left (U(t) < 0) to
right (U(t) > 0), and vice versa). This implies that as the group size N increases, dis-
ordered movement of individuals within the group can transit to high aligned collective
motion which is agreement with the experimental observations described in [1]. Figure
?? displays the global velocity average U(t) for N = 30. We find from Fig.?? that the
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mean switching time of group with small reaction delay is longer than that of group
with large reaction delay. It is clear that the group can transit to high aligned state as the
reaction delay times decreases, which clearly indicates that the reaction time delay can
destroy the coherence in collective swarm motion.

Summary. To summarize, we have studied the directional switching of multi-agent net-
works with reaction time delays. Our results indicated that the reaction time delays
can destroy the ordered directional switching behavior. Previous studies have shown
that transmission delays can facilitate collective behavior. Future work will extend this
work to consider the directional switching behavior of multi-agent networks with both
reaction and transmission delays.

This work is supported by the National Natural Science Foundation of China (Grant
Nos. 61403393, and 11711530203) and the Fundamental Research Funds for the Cen-
tral Universities(Grant No. 2017XKZD11)
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1 Introduction

A convenient digital representation of manifolds (in particular, surfaces) is provided by
specific simplicial complexes constructed only of d-dimensional simplexes [(d + 1)-
cliques]. In particular, triangulations provide a convenient digital representation of sur-
faces. Triangulations are in the very heart of modern civilization providing the main
method of treatment of surfaces in topography, engineering, hydrodynamics and aero-
dynamics, visualization techniques, and everywhere. We use ideas taken from complex
networks to generate and describe evolving manifolds by treating triangulations and
simplicial complexes as networks with strong constraints (in particular, the conditions
that a triangulation network consists only of triangles and that an edge cannot belong
more than to two triangles—faces). We observe that these constraints essentially de-
termine the global organization of these networks and influence their local structural
properties. In particular, triangulation networks can strongly differ from general planar
graphs and networks embedded into two-dimensional metric spaces.

We study complex networks formed by triangulations and higher-dimensional sim-
plicial complexes of closed evolving manifolds [1]. In particular, for triangulations, the
set of possible transformations of these networks is restricted by the condition that at
each step, all the faces must be triangles. We show that each of these transformations
can be performed in a sequence of steps, in which a single elementary transformation
is applied in special order. Stochastic application of these operations leads to random
networks with different architectures. While previous works were devoted to growing
manifolds with boundaries [2–7], here we focus on growing and equilibrium closed
manifolds in which every simplex have a chance to be transformed at any instant of
the evolution. We perform extensive numerical simulations and explore the geometries
of growing and equilibrium complex networks generated by these transformations and
their local structural properties. This characterization includes the Hausdorff and spec-
tral dimensions of the resulting networks, their degree distributions, and various struc-
tural correlations. Our results reveal a rich zoo of architectures and geometries of these
networks, some of which appear to be small worlds while others are finite-dimensional
with Hausdorff dimension equal or higher than the original dimensionality of their sim-
plex. The range of spectral dimensions of the evolving triangulations turns out to be
from about 1.4 to infinity. Our models include manifolds with evolving topologies, for
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example, an h-holed torus with progressively growing number of holes. This evolving
graph demonstrates features of a small-world network and has a particularly heavy-
tailed degree distribution.

2 Models

Our stochastic evolution models are organized in the following way. At each time step,
(i) an element or neighboring elements of the simplicial complex under consideration
are chosen with some preference or, in the simplest particular case, uniformly at ran-
dom. For triangulations, such elements are vertices, edges, and triangles. Then, (ii) a
specific transformation from the set of operations that keep the simplicial complex
intact is applied to this element. For triangulations, this transformation is one of the
triangular mesh operations. Depending on specific (i) and (ii), we get a wide range of
evolution scenarios, including, in general, growing, decaying, and equilibrium networks
with diverse structures, space dimensions, and topologies, that is different, evolving sets
of topological features (e.g., a growing number holes in an h-holes torus).

3 Results

Detailed, comprehensive results for all these models are presented in our recent work
[1]. Here we focus on model GW from our zoo, which generates a growing triangulation
based network homeomorphic to an h-holed torus with progressively growing number
of holes. This model is organized as follows. It each step,
(i) choose an edge uniformly at random,
(ii) exchange it for a new vertex attached to all four vertices of the two triangles sharing
this edge,
and, in addition, at each θ -th step,
(iii) choose two triangles, excluding first- and second-neighbouring ones, uniformly at
random and merge them into a single triangle creating a hole in the manifold (two faces
of these triangles annihilate).

The holes in this model play the role of shortcuts in small-world networks, and
we observe that the Hausdorff and spectral dimensions of model GW are infinite. The
degree distribution of this model decays very slowly, see Fig. 1. In respect of its local
properties, this model turns out to be similar to networks whose evolution is driven by
aggregation processes [8]. This network has an evolving topology in the sense that new
topological features progressively emerge during the evolution.

Other our models provide a wide spectrum of combinations of Hausdorff and spec-
tral dimensions, which can be infinite or finite. Interestingly, we find that our triangula-
tion based networks can have Hausdorff dimensions very different from that for typical
planar graphs, which is known to be 4 [9].

We observed that “physical” stochastic network models used for interpretation of
evolving simplicial complexes produce a set of surprising results for their local prop-
erties (heavy tailed degree distributions) and global ones (unusual values of space di-
mensions, topological features, holes, coupled with a high local curvature, which is
determined by a vertex degree in these networks).
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Fig. 1. Degree distribution of the model GW of a growing triangulation network with periodically
merging triangles (h-holed torus). Different periods θ for introducing the worm- holes is consid-
ered, θ = 10,20,50,100,200,500,1000,2000, and ∞. The resulting networks in the numerical
simulations are of 220 vertices, the averaging is over 10 (for θ = 10) or 100 (for θ ≥ 20) samples.
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The model. The model under consideration is the reinforced branching process anal-
ysed in a recent series of papers (see [1] and references therein). Variants of this model
include the Bianconi-Barabasi (BB) model [2] of preferential attachment with fitness.
The model describes a growing population of individuals (e.g., bacteria), each char-
acterised by a fitness x ∈ [0,∞) which controls its reproduction rate. Each individual
can independently divide with rate x, and each division event can either produce a ’de-
scendant’ of the same fitness x (this happens with probability γ), or (with probability
β ) a ’mutant’ with a different fitness y drawn independently from a distribution with
density µ(y). Generically α + β > 1, so that a division event can produce both a de-
scendant and a mutant, with probability γ +β −1. All individuals are immortal. Setting
γ = β = 1 reproduces (in continuous time) the dynamics of the degree distribution in
the BB model (but not the full topology of the BB network): an ’individual’ is now a
half-link emanating from a node, with each ’mutant’ corresponding to a new node.

A population grown according to these rules can be viewed as a collection of ’fami-
lies’, each with its own fitness (growth rate) x. Quantities of interest include the overall
size of the population N(t) at time t, the number of distinct families M(t), the popula-

tion profile N(x, t), and the distribution of family sizes P(n, t) = E

[
M(t)

∑
i=1

δni(t),n

]
, where

ni(t) is the population of the i-th family at time t. An issue that engendered a consider-
able amount of discussion in the literature is whether this model allows a “winner takes
all” behaviour whereby a single family contains a finite fraction of the whole popula-
tion, analogous to Bose-Einstein (B.-E.) condensation into the lowest available energy
eigenstate [2]. This question has been answered in the negative in Ref. [1] in the case of
a class of distributions µ(x) with finite support. The purpose of this note is to investigate
the cases of finite and infinite support within a unified framework, explicitly studying
the time evolution of the quantities of interest rather than just the limiting behaviour.
Expectations of the relevant population sizes are considered, as well as the family size
distribution. The distributions of the whole population size require a different set of
techniques [3].

Methodology. The starting point is the generating function G(x, t,z) = E

[
M(t)

∑
i=1

zni(t)δ (x− xi)

]
,

where xi is the fitness of the i-th family. It follows immediately that
∫

dxG(x, t,1) =

E[M(t)], similarly z∂zG(x, t,1)|z=1 = E[N(x, t)], and
∫

dx
∮ G(x, t,z)

zn+1
dz
2πi

= P(n, t).
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Applying the standard techniques one finds that G(x, t,z) satisfies

∂tG(x, t,z) = γx(z−1)z∂zG(x, t,z)+ zβ µ(x)F(t), (1)

with F(t) =
∫

∂zG(z,x, t)
∣∣∣∣
z=1

xdx. Solving Eq. (1) one finds the following self-consistency

equation on F(t):

F(t) = m(t)+β
∫ t

0
F(ϕ)m(t−ϕ)dϕ, (2)

with m(t) =
∫

µ(x)eγxtxdx. In order for the population not to explode in finite time

µ(x) must either have a finite support, or decay at large x faster than any exponential.

Case 1: Finite support. Without loss of generality one can restrict x to [0,1]. Conse-
quently, m(t) possesses a Laplace transform

m̃(p) =
∫ 1

0

xµ(x)dx
p− γx

. (3)

Equation (2) is then solved straightforwardly:

F(t) =
∫ c+i∞

c−i∞

d p
2πi

ept m̃(p)
1−β m̃(p)

, (4)

where c > maxγ, p∗, and the Malthusian parameter p∗ (if it exists!) is the root of
1 = β m̃(p). Existence of the root distinguishes the regime without “condensation”,
in analogy with the formalism of genuine B.-E. condensation. It can be shown that p∗

exists if µ(1) is finite (both cases are possible if µ(x→ 1)→ 0), is unique, and that
p∗ > γ . This last property ensures that the integral (4) is dominated by the pole at p∗

rather than the cut along [0,γ], and so F(t)→ ep∗t/β 2ρ(p∗), with ρ(p∗) =
∫ xµ(x)dx

(p∗−γx)2 .
Correspondingly, the asymptotically dominant part of the expected population profile
evaluates to E[N(x, t)]→ ep∗t

βρ(p∗)(p∗−γx) , with the overall population growth and the total

number of families both proportional to ep∗t .
In the opposite case when p∗ does not exist (µ(x → 1) → 0 is a necessary but

not a sufficient condition for that), the integral (4) is controlled by the cut inherited
from m̃(p). The overall population growth is then proportional to eγt I(t), where I(t) =∫ 1

0 µ(1−ξ )e−ξ γtdξ . For example, if µ(x)∼ (1−x)α with some finite parameter α , the
integral gives a power-law correction to the dominant exponential behaviour. The ex-
pected number profile evaluates to the sum of two qualitatively different contributions: a
smooth term proportional to β

γ+β
µ(x)
1−x , which accounts for a finite fraction of the overall

population, and an asymptotically singular term proportional to µ(x)e−γt(1−x). When t
is large (and taking into account that µ(x→ 1)→ 0) the second term has the form of
a sharp peak ‘squeezed’ ever closer to 1. If normalised, this term would converge to a
δ -function, consistent with [1], with the peak profile generalising Conjecture 8.1 of [1]
obtained for a power-law µ(x→ 1) in a different setting. The expected number of fami-
lies under the peak is macroscopic, generalising the conclusion of Ref. [1] that there are
no ‘winner-take-all’ families to arbitary µ(x) consistent with fintie support and absence
of maltusian parameter.
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Case 2: Infinite support. The solution of Eq. (2) is now complicated by the fact that
Laplace transform of m(t) does not exist. This difficulty can be circumvented by per-
forming an analytical continuation into the complex t plane, solving the equation along
a direction where m(t) is ‘well-behaved’, and analytically continuing the result back

to the real axis. (see, e.g., [4]). One therefore obtains F(t) =
∫

CH

d p
2πi

ept m̃(p)
1−β m̃(p)

,

where CH is the Hankel contour. Subsequent evaluation of the integral gives the follow-
ing asymptotic result: E[N(t)]→ (1+ β/γ)

∫ ∞
0 µ(x)eγxtdx. The asymptotic behaviour

of the number profile is subtle, due to the fact that the corresponding normalised den-
sity profile does not exhibit uniform convergence as t → ∞. If x is fixed, one obtains
E[N(x, t)]→ E[N(t)]β µ(x)

β+γ , analogous to the smooth piece in the finite support case.
However, the integral of this contribution contains only a finite fraction of the over-
all population. The second contribution is a smooth peak having the shape µ(x)eγxt ,
centered at an increasing with time (’travelling’) position x0(t) given by the solution
of γt = −µ ′(x)/µ(x). The area under the peak contributes the ’missing piece’ of the
overall expected number.

It is illuminating to specialise to ln µ(x) ∼ −x1+α , with α > 0 to ensure existence
of m(t). One then finds x0(t) = (γt/(1+α))1/α , and, up to subleading corrections, the
total number of individuals under the ’travelling’ peak is exp{α(γt/(1+α))1+1/α}.
However, the expected number of families there is proportional to exp{(α−1)(γt/(1+
α))1+1/α}. Therefore in the regime 1 < α < 2 this number decays at large t, and even-
tually becomes less than 1. Thus a family with fitness in the peak region exists only
occasionally, with a population much larger than the expected value.

Such a picture may be consistent with occasional existence of a ‘winner-take-all’
family. Further insight can be gained by analysing the family size distribution:

P(n, t) =
∫ ∞

0
µ(x)dx

∫

CH

d p
2πi

βF(p)ept

γx

∫ 1

e−γxt
dζ ζ p/γx(1−ζ )n−1. (5)

For a finite n this expression reduces to the Beta-function, reproducing the known re-
sults [5]. Assuming, however, that n scales with E[N(t)], one can find that the probabil-
ity of family size greater than Const.·E[N(t)] behaves as exp{[1−(1+α)1+1/α ]α(γt/(1+
α)2)1+1/α}, and therefore decays as t becomes large for any α . This decay, however,
can be slower than the probability of finding a family under the travelling peak (esti-
mated as the inverse expected number of such families) if 1/(1+α)1+1/α > α , and
therefore not inconsistent with the picture of occasional (with probability going to zero
as t→ ∞) ‘winner-take-all’ families, large enough to ensure a finite contribution to the
expected overall number. A more subtle analysis exploring the correlations between the
numbers of families and their sizes is needed to bring full clarity to the issue.
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The continuous expansion of settlement areas and the growth of per 
capita utilization of resources raises serious concerns about the future 
performance of cities [1, 3, 5]. Meijers [6] shows how different spatial 
structures of settlement networks have an important impact on the 
economic performance. Theoretical and empirical studies showed that 
polycentricty, which refers to the existence of multiple centers in the 
organization of a system, is associated with the higher efficiency of 
systems [7], increased territorial cohesion [4] and consequently the 
higher performance of settlement areas. Polycentricity has become a 
normative planning goal in many spatial development plans at the 
global, European and national scales. 
 

Fig. 1. Correlation between GRC hierarchy measure and (a): average 
salary,  (b): diversity of business sectors 

(a)	 (b)	
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However, spatial planners need quantitative measures to determine 
whether spatial developments move towards such a polycentric struc-
ture or not. This requires polycentricity measures that are robust over 
different scales and have the capability of predicting the future devel-
opment of a settlement network. Recent advances in complex network 
science provide indicators to assess network structures. Hierarchy, for 
example, is known as the changes of the community structure over 
different scales and can help to study the distribution of centers in a 
network. Global Reaching Centrality (GRC) is a hierarchy-based net-
work indicator that has been shown to be capable of differentiating 
between different types of biological and social networks [8]. In this 
study, authors demonstrate how GRC can be used to monitor poly-
centric settlement development. Based on socio-economic data and 
data from the Swiss national transport model (NPVM), we show (See 
Fig. 1) how GRC [8], can be used to measure the hierarchical structure 
of the settlement network in different spatial regions of Switzerland 
and its relation to the economic activities (specifically salary distribu-
tion and business diversity). 

 
Fig. 2. Correlation between ESPON polycentricity measure and (a): 
average salary,  (b): diversity of business sectors 
 
Comparing GRC and ESPON polycentricity measure [2] (See Fig. 2), 
GRC is more significantly correlated with the economic activities in 
a settlement network. Such an indicator might be a first step to support 

(b)	(a)	
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planners assessing spatial urbanization patterns and their relation to 
economic performance over scale. 
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1 Introduction

Dynamics of real systems described by large networks, as e.g. financial markets, is a
very complex phenomena including non-linear interactions, emergent phenomena and
collective behavior. The interactions between the nodes can be measured by several
quantities. Among all measures, the most popular are cross-correlations. To the main
advantages belong its simplicity and the fact that it describes typical interactions of the
system. On the other hand, it lacks of directionality and it can be insensitive to non-
linear interactions. This is typically important in situations, when a network becomes
into an abnormal regime, as e.g. financial crises in financial markets. Thus, ordinary
linear models like correlations cannot reflex the complex nature of the interactions. As
a result, a model-free causal measure called Transfer entropy has been introduced by
Schreiber [1]. It has found many applications in various fields [2, 3]. In many cases,
we are particularly interested in the flow of specific parts of the distribution – typically
extreme events. For this end, Jizba et al. [4] have introduced Rényi transfer entropy,
which can accentuate specific parts of information flows.

Complex networks often have an inner structure of strongly interacting nodes. These
nodes create communities, and the interaction between communities may be not so sig-
nificant. On the other hand, inter-community interactions are extremely important in
detection of dramatic changes, as extreme falls in financial markets. The community
structure can be successfully revealed by PMFG filtering method [6] and InfoMap al-
gorithm [7]. In financial networks as financial markets, it often corresponds to business
sectors. Our aim is to investigate transfer entropies between community structures in
complex financial networks with focus on information transfer of rare events, which
often reflect large movements during abnormal periods, as financial crises. Details of
this analysis can be found in Ref. [5].
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2 Methods

In order to reveal the community structure of the financial market networks, we fol-
low Ref. [8]. As described in introduction, the typical interactions of the network are
described by the correlation matrix C. Because of the noisy interactions, we make the
spectral decomposition C = ∑α λα uα ⊗uα . The largest eigenvalue corresponds to mar-
ket mode correlation and should be omitted. the smallest eigenvalues correspond to
random interaction caused by finite-size effects. The remaining eigenvalues correspond
to sector mode correlations and are used to obtain the sectors. The community structure
is obtained in two steps. First, we filter the full correlation matrix to keep only the most
significant interactions. This is done by the PMFG filtering algorithm [6]. The commu-
nity structure is then estimated by the InfoMap algorithm [7], which is based on random
walk in the network.

In order to catch the non-linear nature of interactions, we use the model-free Trans-
fer entropy, which is based on Shannon information entropy S(P) = −∑i pi ln pi. The
transfer entropy for discrete time series Y = {y(t)}N

t=1, X = {x(t)}N
t=1

TY→X (m, l) = S(xm+1|ym, . . . ,ym−l+1;xm, . . . ,x1)−S(xm+1|xm, . . . ,x1) (1)

where S(Y |X) = S(X ∪Y ) − H(X) is the conditional entropy. Transfer entropy mea-
sures information transferred to X uniquely from Y . It can be easily shown that Trans-
fer entropy is always non-negative. When we are particularly interested in information
transfer of rare events, we generalize Transfer entropy to Rényi transfer entropy intro-
duced by Jizba et al. [4] based on Rényi entropy (RE) Sq(P) = 1

1−q ∑i pq
i . For q < 1,

RE accentuates tail parts of the distribution, for q > 1, RE accentuates central parts of
the distributions. Contrary to Shannon transfer entropy, Rényi transfer entropy can be
negative, which is equivalent to

Sq(xm+1|ym, . . . ,ym−l+1;xm, . . . ,x1) ≥ Sq(xm+1|xm, . . . ,x1) (2)

i.e., the extra knowledge of series Y leads to extra risk for the tail parts of the distribution
for q < 1, or central parts of the distribution for q > 1. Negative RTE therefore points
to increased complexity caused by emergent non-linear interactions.

3 Results

In Ref. [5], we analyzed five largest financial markets – New York SE, Shanghai SE,
Hong Kong SE, Tokyo SE and London SE. For each market we calculate community
structure, which corresponds to business sectors. We compare correlations between
communities with transfer entropies. As an example, Fig. 1 shows community struc-
ture of New York SE and London SE. For each market, we have a correlation structure
between communities, Shannon TE and Rényi TE for q = 0.75 which accentuates the
flow of the rare events [4]. The correlation structure and TE structure remarkably dif-
fers. As discussed in [5], the strongest flows are typically observed among financial
sectors. Interestingly, the largest flows between communities exhibit the most negative
RTE, which points to the fact that the rare events play the major role in information
transfer based on TE (contrary to correlations).
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Fig. 1. Community structure of New York SE and London SE and comparison of correlation and
transfer entropy networks for the communities.
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1 Introduction

Several recent works showed the importance of network structure in the modeling of
economic patterns. [3] showed that the general business cycle dynamics depend on the
microscopic properties of the economic system. Thus, business cycle fluctuations and
shocks propagation can be reflected by the production network of the economy. Such
production network for the Japanese economy was considered in several works as in
[2]. These economic shocks propagation were studied by [1, 4] who showed that the
Japanese business cycle are correlated between prefectures, based on their GDP lev-
els’ similarities. In this work we propose to combine these two literature fields to study
the risk of dependencies in the Japanese economy through a new view. We consider
that business cycle correlations are related to the community structure of the produc-
tion network. Communities are defined based on the Infomap algorithm (see [6]). Then,
communities are specified by their respective GDPs, which are approximated by the
sum of total sales of their firms. By applying a Hodrick-Prescott filter, the business cy-
cles of all communities are captured, and their correlations are modeled based on their
bivariate joint distributions using copula theory. Copula theory is used to capture all
the dependency structures of business cycles due to the non-normality of GDP fluctua-
tions, as found in some empirical works providing stylized facts about GDP. Finally, the
inter- and intra-community business cycle correlations are explained by different linear
econometric models.

2 The production network data

The data for the Japanese production network are based on a 2016 survey by Tokyo
Shoko Research (TSR). A link from firm i to firm j means that i is the supplier of j, and
j is the customer of i. We note that the links are unweighted. To construct the GDP of
the production network, the total sales amounts are needed which are available on the
Profit-Loss statement of each firm. The Nikkei Digital Media database is used, which
contains PL statements for firms listed on the Tokyo Stock Exchange from 1980 to 2012.
Only active firms in that period are considered which give a sub-production network of
940 firms with 5,431 links. The production network shows a scale-free behavior and a
disassortative mixing. The constructed business cycle shows a high correlation with the
actual Japanese business cycle observed between 1980 and 2012 (the regression gives
a coefficient of 1).
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3 Results and discussion

The Infomap algorithm reveals 73 communities with 1,028 inter-communities links.
Their correlations are given by the Kendall tau estimated based on their best bivariate
copula. Fig. 1 compares the inter- (denoted by communities α,β ) and intra-community
(denoted by firms i, j) correlations. The inter- and intra-community correlations are
very close showing the significant dependencies at the micro and macro levels of the
economy.

Fig. 1. Probability density functions of the business cycle correlations in the Japanese production
network.

The determinants of these business cycle correlations are studied based on eco-
nomic and topological variables through several linear econometric models. At the
inter-communities level, we consider four economic variables to explain their business
cycle correlations: sector and geographic homophily based on the Jensen-Shannon dis-
tance (see [5]) and GDP and community size (number of firms per community) het-
erophily based on a weighted absolute value of the difference. At the intra-community
level, three topological variables are considered: firms degree and clustering heterophily,
and shortest path. Results are exposed in Table 2. We found that the inter-community
business cycle correlations increase with sector and geographic similarities and with
GDP heterophily. In fact, due to the disassortative mixing of the network, small com-
munities are linked to large communities, which increases their dependence and their
potential vulnerability in case of disastrous crisis. In the other side, the intra-community
business cycle correlations were studied through four selected communities (the largest
communities, i.e. other communities are too small to be considered for estimation with
linear econometric model). For the largest communities (community 1 and community
2) in the network, we showed significant positive impacts of the shortest distance and
clustering similarity on business cycle correlations. Moreover, the impact of disassor-
tative mixing was confirmed at the firm level, where correlations increase with the firm
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degrees heterophily. However, non-significant explanation are found for the business
cycle correlations of the small communities (community 4 and community 6).

Table 1. The first two columns concern the inter-communities correlation, while the last five
columns concern the intra-communities correlation. ∗, ∗∗ and ∗∗∗ indicate significant values at the
1%, 5% and 10% levels

economic variables τα,β topological variables τ1
i j τ2

i j τ4
i j τ6

i j

JSsector
α,β

−0.29∗∗∗
(0.03) Degreeheterophily

i j
0.07∗∗∗

(0.01)
0.02∗

(0.01)
0.01
(0.02)

0.09
(0.08)

JSgeo
α,β

−0.17∗∗∗
(0.02) Pathi j

−0.06∗∗∗
(0.01)

−0.22∗∗∗
(0.02)

-0.03
(0.03)

-0.15
(0.11)

DGDP
α,β

0.13∗∗
(0.04) Clusteringheterophily

i j
−0.02∗∗

(0.01)
−0.04∗∗

(0.01)
−0.04∗∗

(0.02)
0.03
(0.03)

DS
α,β

-0.004
(0.04) intercept

0.29∗∗∗
(0.01)

0.38∗∗∗
(0.01)

0.31∗∗∗
(0.02)

0.28∗∗∗
(0.01)

intercept
0.58∗∗∗

(0.03) - - - - -

4 Conclusion

Understanding how different economic agents, such as banks and firms, are correlated
is of high importance to measuring the systemic risk of a country. In a new contribution,
we considered the Japanese supplier-customer network to classify groups based on the
community structure determined by the Infomap algorithm. These communities reflect
the proper group-based structure of the Japanese production network, which is based
on both the sector and geography. The results showed evidence of significant business
cycle correlations at the inter- and intra-community levels. These correlations were very
similar, indicating that dependence risks are significant between firms in the same com-
munity and spread to other communities. Finally, these correlations were explained
based on economic and topological variables and we found that the significant systemic
risk in the Japanese economy is more likely to be disastrous for small communities and
small firms.

Table 2. Estimation results of ERG model applied on production network of firms belong to the
Tokyo Stock Exchange. All endogenous and exogenous attributes are highly significant based on
the p-value.

Attributes θ̂MLE s.e(θ̂MLE) p-value Attributes θ̂MLE s.e(θ̂MLE) p-value

Degree −4.05 0.01 ≤ 0.01 Profit Sender 2.31 ·10−07 9.61 ·10−10 ≤ 0.01
Reciprocity 1.15 0.004 ≤ 0.01 Profit Receiver 1.02 ·10−07 4.10 ·10−10 ≤ 0.01
In-Stars 2.01 0.004 ≤ 0.01 Out-Stars 2.04 0.005 ≤ 0.01
Sector Homophily 0.59 0.005 ≤ 0.01 Location Homophily 0.16 0.002 ≤ 0.01
Two-Path −0.02 9.08 ·10−05 ≤ 0.01 Profit Heterophily 8.37 ·10−08 4.43 ·10−10 ≤ 0.01
AT-T 0.06 0.0007 ≤ 0.01 AT-U 0.17 0.0005 ≤ 0.01
AT-C 0.13 0.002 ≤ 0.01 AT-D 0.20 0.0008 ≤ 0.01
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1 Introduction

Correlation network analysis of financial asset returns including stock prices and ex-
change rates is a very useful tool to clarify the underlying structure of those financial
markets ([1]). The choice of correlation measure, namely, correlation or partial corre-
lation, depends on the purpose of analysis of individual relationship. The partial cor-
relation is employed when we are interested in the degree of association between two
assets excluding any indirect channel of comovements due to common driving factors.
The correlation network of financial asset returns tends to be a dense network because of
a very high level of correlation observed market-wide. The network may become more
sparse when converted to a partial correlation based one; the local correlation structure
would be more apparent. There is, however, a difficult problem to calculate the partial
correlation between asset returns, since those common factors cannot be observed di-
rectly. Thus, we need to develop some factor model of asset returns to control for the
systematic contribution of common factors to calculate the partial correlation. We pro-
pose a new factor modeling framework based on network clustering results achieved in
our previous research ([2]). The method enables to build a partial correlation network by
decomposing asset returns into systematic component and unsystematic (idiosyncratic)
component.

2 Factor modeling for partial correlation

In the context of financial modeling, a conventional factor modeling that uses a market
asset price index that is calculated as a simple (or some weighted) mean of all asset re-
turns as the market-wide common factor. A regression type model is used to remove the
systematic factor contribution from the correlation measure to calculate the partial cor-
relation. This method is easy to be implemented, but is not flexible to control for more
complicated common driving factors. If we know something about market segmenta-
tion, we can identify such common movements of asset returns in a more accurate and
flexible way. In our previous research, we developed a data-driven framework to achieve
correlation network clustering of Japanese stock returns, which can provide such market
segmentation information ([2]). Unlike the existing standard industrial sector segmenta-
tion that is not necessarily reliable classification of stocks, the proposed method works
well to find highly correlated stock groups. The method employs a hierarchical network
division which utilizes modularity as the divisive criteria as illustrated by Fig. 2: the
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whole Japanese stock market is divided into 14 groups (marked as A-N). In this study,
we use this stock group information to develop factor modeling of stock returns using
the Japanese stock return data, while the method can be applied to other financial assets.
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Fig. 1. Clustering by recursive network division (Japanese stock market)

The classification result is used as supervising information for dimensionality re-
duction of factor modeling. Specifically, we apply the supervised principal component
analysis (SPCA) to the filtered (centered and standardized by using a financial volatility
model) stock returns ([3], [4]). It is possible to apply PCA to the whole of stock returns
in the market to extract global common factors. In this case, the same common factors
affect all stocks in any group. In contrast, our method applies SPCA to every stock
group independently to extract common factors. The group information is used to elim-
inate the factor contribution to dependent variable (returns) from other groups. Those
common factors are, thus, defined as some mixture of a market-wide global factor and
local group-wide factors that vary depending on the groups. The SPCA is represented
in the form of singular value decomposition (SVD) as

Xθ =Uθ ΣθV T
θ (1)

where Xθ is the return series data matrix that has columns as return time series, Uθ Σθ
is the principal components (scores) regarded as the common driving factors, Vθ is the
factor loading. θ identifies stock groups marked as from A to N in Fig. 2. Individual
returns in each group are then fitted to a linear regression model with dependent vari-
ables of some of those principal components; thus, returns are separated into systematic
components and residuals. The factor model is represented as

zi,θ =Cθ βi,θ + εi,θ (2)
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where i is stock id in group θ , Cθ (explanatory variables in a reduced dimension) is a
subset of Uθ Σθ in (1), βi,θ is regression coefficients, and εi,θ is residuals (idiosyncratic
factor).

The partial correlation between returns is calculated based on the residuals εi,θ in
(2) to calculate a partial correlation network adjacency matrix. The model is flexible in
that a broader (narrower) group definition can be used as θ . The definition of systematic
factor is rather contingent on an analytical scope; therefore, flexible coverage of θ could
help establish flexible factor modeling. For example, returns of a stock in group A
can be modeled using a broader parent group as θ that includes B and C as well as
A. Thresholding the number of principal components of Uθ Σθ to setup Cθ is another
important issue related to dimensionality reduction.

Once residuals are separated from returns by eliminating common factors contri-
bution, sparse partial correlation networks are identified, which represent more direct
linkages between stocks. A more detailed analysis on topological structure and local
network community detection can be conducted based on the partial correlation net-
work adjacency matrix. We apply the above method to more than 1,300 Japanese stock
returns to build partial correlation networks. The partial correlation networks are com-
pared with the one built using the simple global factor model to clarify differences
between the two approaches.

3 Conclusion

The separation between systematic and idiosyncratic components of financial asset re-
turn is an important step to build a partial correlation network of returns. A simple
one common factor modeling is widely used there; however, a more flexible method
of factor modeling required to build a sparse but structured correlation network. Our
proposed method based on SPCA is useful for that purpose. This research is still at an
early stage; therefore, the method should be tested more widely on the real data. The
usage of partial correlation network of financial asset returns should be discussed more
in the context of factor modeling, which can be applied to portfolio optimization and
risk control.
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1 Introduction

What are the responsibilities of multinational corporations amid economic globaliza-
tion in dealing with environmental degradation, widespread poverty, refugee displace-
ment, racial discrimination, terrorism, regional conflicts, and other global challenges?
Certainly one initiative that would nudge the world in the right direction would be for
companies to assume greater responsibility for the environment and human rights issues
by improving the transparency of entire supply chains from a global perspective. For
example, United Kingdom wants to prohibit the purchase of materials from irresponsi-
ble companies involved with regions that exploit slave labor or otherwise disregard the
human rights of workers [1]. Bolstering transparency contributes to the production of
high-quality products, improves long-term business efficiency, and helps establish sus-
tainable supply chains [2,3]. More than 90% of the world’s companies belong to a single
global supply chain, and any two companies selected at random from this supply chain
are only separated by about six customers on average [4,5]. Since the global supply
chain has this feature of small-world connectedness, it is exceedingly difficult to check
every supplier and client upstream from each publicly traded UK firm. We propose a
scheme that markedly improves transparency by exploiting this network structure.

In this paper, we merge the global supply chain dataset provided by S&P Capital IQ
with a negative information dataset provide by Dow Jones about 50,000 irresponsible
companies that are widely covered by the global media-such as media reports of com-
panies employing child labor. We discuss situations in which an irresponsible company
is established in a particular community making up the global supply chain. Identifying
the companies that bridge this community and industries in developed countries, and
stopping the irresponsible flow through these companies, are key to solving the issue.

2 Results

Global supply chain (=global customer-supplier network) is built by multiple commu-
nities. We use the map equation with multilevel algorithm to detect communities in this
network that covers about 400,000 major incorporated firms, including all the listed
firms in the world. The global supply chain can be divided into communities up to four
layers. However, the layer for most communities is three. Figure 1 shows the commu-
nity size distributions on the first layer, and on the second layer in the largest community
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onthe first layer. The community size on the first layer follows the truncated power law
distribution. In the top 20 communities of size on each layer, 63% of all firms on the first
layer and 13% of all on the second layer are included. We statistically investigate the
attributes (industry type / address) of firms included in each community on each layer.
On the first layer, the firms comprise a community with those firms that belong to the
same industry but different home countries, indicating the globalization of firms’ pro-
duction activities. On the other hand, communities representing countries and regions
are often observed on the second and third layers.

Next, we investigate how many irresponsible companies that are widely covered by
the global media are included in each community. If irresponsible companies are uni-
formly distributed in the global supply chain, the number of irresponsible companies in
each community follows the Poisson distribution. We count the irresponsible compa-
nies listed in the data set provided by Dow Jones in communityi on the lowest layer,
and set it toni . We measure the degree of irresponsibilitydi of communityi as follows,

di = (ni − psi)/
√

psi (1)

wheresi is size of communityi and p indicates “(the number of irresponsible compa-
nies)/(total number of companies)”. Figure 2 shows the distribution of degree of irre-
sponsibilitydi . The red line represents the Poisson distribution which normalized by
the mean and the standard deviation. Thedi is negative in many communities. That is,
many communities contain few irresponsible companies. On the other hand, there are
small number of communities including many irresponsible companies that exceed 3σ
and 5σ of the normalized Poisson distribution. These results mean irresponsible compa-
nies are consolidated in specific communities. It is important to identify the companies
that bridge these communities and industries in developed countries, in order to prevent
inflow of products made by irresponsible companies into the developed countries.

Fig. 1. Community size distributions on the first layer, and on the second layer in the largest
community on the first layer in global supply chain.
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Fig. 2. Irresponsibility degree distribution of communities. The red line represents the Poisson
distribution which normalized by the mean and the standard deviation.
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1 Introduction

Countries are connected through their trade relations, forming a bidirected network in
which nodes can be linked in both ways. The progressive globalization of the world
economy makes the trade relationship more and more complex. Structural properties of
the world trade network and its evolution have thus attracted interest of researchers in
network science (see [2] and references therein).

Imbalance of bidirectional trade flows linking two countries may cause trade fric-
tion between them. However, reciprocity between the two countries may emerge if one
regard the bilateral relation as a part of the complex trade network. Here we like to
demonstrate empirically how much such a multilateral point of view change our un-
derstanding of the international trade relationship. As will be appreciated, a network-
theoretic approach plays a central role in this study.

2 Helmholtz-Hodge Decomposition

We apply the Helmholtz-Hodge decomposition (HHD) [4] of flow on a network to
the trade imbalance network; it uniquely breaks up the flow into potential and loop
components. The potential flow elucidates hierarchical structure in the global trade. On
the other hand, the loop flow quantifies the degree of reciprocity among countries.

Figure 1 illustrates how the HHD works with a triangular trade relationship among
three countries as shown by the diagram on its left-hand side; country A imports goods
valued at 3 in given monetary units from country B and so forth. The two diagrams on
the right-hand side are outcomes of the HHD applied to the triangular trade. The first
diagram, in which each country (node) is accompanied by its potential value φ , shows
the potential flow component; the flow between two countries is given by difference
between the potentials of the two countries. The potential values thus enable us to align
the three countries in the order A→B→C from upstream to downstream. The second
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diagram depicts the loop flow component, in which the surplus due to outgoing flow is
exactly compensated by incoming flow at each node.

If we focus on the bilateral relationship, country A has a trade deficit against country
B. However, if we adopt the multilateral point of view based on the HHD, the trade
conflict between the two countries is significantly reduced; in effect, country A even
generates a trade surplus against country B through the third country C.

!!
"! #!
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%&"! #&"!

'&"!
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%(&"!
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Fig. 1. Application of the Helmholtz-Hodge decomposition to a triangular trade network.

3 Results and Discussion

We use the trade data compiled by Gleditsch [3], who extended the DOTS data set of
IMF [1] with alternative data sources to make his data as comprehensive as possible.
Unfortunately, Gleditsch’s data set cover years up to 2000 starting from 1948. To con-
struct the trade networks after 2000, we trace back to the original DOTS data set.6
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Fig. 2. Trade relationship of Japan with Asian countries in 2000 (a) and 2014 (b). The visible
trade balance (blue bar) is compared with the effective trade balance (red bar) determined by
the Helmholtz-Hodge decomposition. A positive (negative) value means that Japan has a trade
balance surplus (deficit) against its counterpart.

Figure 2 shows the HHD significantly reduces the imbalance in the trade relations
between Japan and Asian countries except for China in 2000. The multilateral point

6We separately collected the trade data of Taiwan, which is a nonmember of IMF.
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of view changes the trade situation of Japan with Asian countries more drastically in
2014. Directly, Japan generated large surpluses from trade with China, Taiwan, and
Korea. In effect, however, Japan had notable trade deficits with those countries caused
by additional indirect paths through other countries. Also Fig. 3 shows trade relations
among the top 33 countries with respect to GDP in 2014. The countries are aligned in
the vertical direction according to their potential values obtained by the HHD for the
trade imbalance network; countries positioned at the upper (lower) side are regarded
relatively as exporters (importers). Japan is positioned lower than the three Asian coun-
tries in accordance with the results in Fig. 2. The positions of countries in the horizontal
direction reflect strength of the trade relations among them; more tightly coupled are
two countries through trade, more closely located are they.
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Iran
Canada

Colombia

MexicoTurkey India
UK

Brazil France
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Australia
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Fig. 3. Trade relations among the top 33 countries with respect to GDP in 2014. Blue arrow
depicts trade flow from a upper country to a lower county in the Helmholtz-Hodge ranking, and
red arrow shows trade flow in the other way around. The width of each arrow is proportional to
the corresponding trade flow; trade flows smaller than 1% of the largest flow are not shown.

The HHD thus enables us to delve into the global trade relationship with a multilat-
eral perspective; the loop flow component in the trade imbalance network is a possible
clue to “mystery of the excess trade balances” in international macroeconomics.

We thank Dr. Yuichi Kichikawa for his help in preparing Fig. 3. This research was
supported by a grant-in-aid from Zengin Foundation for Studies on Economics and
Finance and by JSPS KAKENHI Grant Number 16K13375.

References
1. Direction of Trade Statistics (International Monetary Fund): http://data.imf.org/

?sk=9D6028D4-F14A-464C-A2F2-59B2CD424B85
2. Duenas, M., Fagiolo, G.: Global trade imbalances: A network approach. Advances in Complex

Systems (ACS) 17(03n04), 1–29 (2014)
3. Gleditsch, K.S.: http://privatewww.essex.ac.uk/˜ksg/exptradegdp.html
4. Jiang, X., Lim, L.H., Yao, Y., Ye, Y.: Statistical ranking and combinatorial hodge theory.

Mathematical Programming 127(1), 203–244 (2011)

255

The 6th International Conference on Complex Networks &
Their Applications. Nov. 29 - Dec. 01, 2017, Lyon (France)



Countries’ positions in the international global value
networks: Centrality and economic performance

Isabella Cingolani1, Pietro Panzarasa2, and Lucia Tajoli3

1 Big Data and Analytical Unit, Imperial College London,
2 School of Business and Management, Queen Mary University of London,

3 Department of Management, Economics and Industrial Engineering, Politecnico di Milano

1 Introduction

The increasing relevance of global value chains (GVCs) in international trade has been
widely emphasised by a number of recent studies (e.g.,[1]). GVCs are the result of
production processes stretching across multiple countries, such that different phases of
the production can exploit the specific comparative advantages of each location. In this
work, we draw on data concerned with world trade in three different sectors to uncover
the network structure and dynamics of GVCs. Our aim is to assess the centrality of
countries in the global network of links generated by international production processes.

While centrality measures have mostly been developed for one-mode, binary, and
time-invariant networks, there have been a number of attempts to extend such measures
to two-mode networks [2], or more generally K-partite graphs, as well as weighted
[3], multiplex ([4]), and time-varying networks [5]. Attempts have also been made to
cross-classify centrality measures in terms of various criteria, such as their underlying
assumptions on how processes unfold in a network [6]. Recently, a number of studies
have drawn upon the network literature to develop suitable sets of metrics to capture
the role that countries play in the international GVCs [7, 8]. Yet, what is still largely
missing is an analytical framework in which the centrality of a country is explicitly
formalised as a multi-faceted measure that captures the country’s position at the various
production stages into which the international GVCs are organised.

2 Formalising the centrality of countries in the international
global value networks

A necessary step towards the assessment of the centrality of countries in GVCs is rep-
resented by the extraction of the global value networks (GVNs) from the underlying
international trade networks. To this end, we define the tripartite valued graph whose
nodes are partitioned into three different independent sets, U , M, and D. The first set
U refers to the population of exporters of intermediate inputs. The second set M refers
to the population of countries that are importers of intermediate products or exporters
of finished products or both importers of intermediate products and exporters of fin-
ished products. Finally, the third set D includes the importers of finished products. The
roles that countries occupy within the international GVNs can be unmasked through the
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application of suitable centrality measures to the international trade network of inter-
mediate and finished products.

Here we propose three measures of centrality applied to the directed and weighted
international global value tripartite network defined above for capturing the degree to
which a given country plays a prevailing role in the upstream, midstream, and down-
stream stages of the production in a given industry’s GVN: (a) a country’s upstreamness
centrality in an industry captures the tendency of the country to preferentially export in-
termediate goods to other countries that, in turn, have a tendency to preferentially export
finished products and import intermediate inputs; (b) a country’s downstreamness cen-
trality in an industry captures the tendency of the country to preferentially import final
products from countries that, in turn, tend to preferentially export finished products and
import intermediate inputs; and (c) a country’s midstreamness centrality in an industry
captures the tendency of the country to import intermediate goods preferentially from
countries with high upstreamness centrality and to export final products preferentially
to countries with high downstreamness centrality.

3 Results

Our study draws upon the bilateral trade data set extracted from the BACI-CEPII database.
We restricted our analysis to the trade flows in three industrial sectors: Electronics, Mo-
tor Vehicles, and Textiles and Apparel. We distinguished between “intermediate goods”
and “finished products”, and used these two categories to extract the international GVNs
from the international trade network. In the case of Electronics, Fig. 1 suggests that
China is the second-ranked country in terms of imports, but it is not equally central as
a final market since it holds a much lower-ranked position in downstream centrality.
Somewhat similar profiles are the ones of Taiwan and Malaysia, countries that import
many electronic intermediate products but are not equally relevant as a final market. On
the contrary, countries such as Mexico and Brazil are more central in the intermediate
positions of the international production network of electronic goods than their trade
volumes would lead us to expect, while many advanced European countries are much
less central. In addition, our results suggest that the correlation between more traditional
measures of trade, such as exports and imports, and our centrality measures is positive,
but far from perfect.

4 Conclusions

To fully assess a country’s position in the international production of goods and ser-
vices, it is crucial to evaluate the country’s centrality at the various stages into which
the GVCs can be articulated. To this end, we proposed a novel three-faceted measure
of centrality that captures a country’s distinct roles at the upstream, midstream, and
downstream stages of the international production process. Our findings suggest that
countries hold different positions at the various stages of the international production
process, and these positions change over time. These variations in centrality accord-
ing to the roles countries occupy along the GVNs would remain undetected if more
traditional measures of market power based on aggregate trade values were used.
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Fig. 1: Rankings and values of upstreamness centrality, midstreamness centrality, downstreamness centrality, exports, and
imports of countries in the Electronics industry in 2014. In panel (a), the size of each node in the network is proportional to
the sum of the country’s exports of intermediate inputs (upstream), the sum of the country’s imports of intermediate inputs
and exports of final products (midstream), and the sum of the country’s imports of final products (downstream). For each
centrality measure, countries are ranked according to the corresponding score (highest at the top). The width of each link
is proportional to the value of products exchanged by the two connected countries. The colour of each link refers to the
continent of the country from which the link originates. Panels (b) and (c) show the geographic map in which each country
is represented as a circle whose diameter is proportional to the country’s total exports (b) and total imports (c), and whose
colour varies according to the corresponding value of upstreamness (b) and downstreamness (c) centralities.

References

1. Baldwin, R, Lopez-Gonzalez, J (2015) Supply-chain trade: A portrait of global patterns and
several testable hypotheses. World Econ 38(11): 16821721.

2. Faust, K (1997) Centrality in affiliation networks. Social Networks 19: 157-191.
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for temporal networks. In: Holme, P, Saramäki, J (eds) Temporal Networks. Understanding
Complex Systems, 15-40. Springer-Verlag, Berlin Heidelberg.

6. Borgatti, SP (2005) Centrality and network flow. Social Networks 27: 55-71.
7. Koopman, R, Wang, Z, Wei, SJ (2014) Tracing value-added and double counting in gross

exports. Am Econ Rev 104(2): 459-494.
8. Lejour, A, Rojas-Romagosa, H, Veenendaal, P (2014) Identifying hubs and spokes in global

supply chains using redirected trade in value added. Working Paper Series 1670, European
Central Bank.

258

The 6th International Conference on Complex Networks &
Their Applications. Nov. 29 - Dec. 01, 2017, Lyon (France)



Part VIII

Motif Discovery and Link
Analysis

The 6th International Conference on Complex Networks &
Their Applications. Nov. 29 - Dec. 01, 2017, Lyon (France)



Entropy-based approach to missing links imputation
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1 Introduction

A wide variety of methods has been proposed to accomplish the tasks of network re-
construction and link prediction. Based on local or global measures, most of these have
proved efficient mainly in the case of undirected and unweighted graphs. In some cases
the proposed measures can be adapted to the directed and/or weighted cases but it is
often challenging to find a method readily applicable to both scenarios and that can be
used for network reconstruction and link imputation as well.
Here we propose a maximum entropy method for network reconstruction and link im-
putation, suitable for directed weighted networks. The comparison between our method
and some existing ones shows the goodness of imputation, especially with respect to the
AUC measure. Therefore our method results to be more versatile and always applicable,
showing (slightly) better performances with respect to other standard methods.

2 Methods

The first step in order to both reconstruct a network and impute its missing links is to
compute the probability of existence of a link between each couple of nodes. In the
directed unweighted case, we solve a Shannon entropy constrained maximization prob-
lem using the Directed Binary Configuration Model (DBCM) [1] as a null model.The
entropy to be maximized can be expressed in terms of the link probabilities as

S =−∑
i6= j

[Pi→ j log(Pi→ j)+(1−Pi→ j) log(1−Pi→ j)]. (1)

The probability of each link can be expressed in one of the two following ways

Pi→ j =
xiy j

1+ xiy j
or Pi→ j =

zsout
i sin

j

1+ zsout
i sin

j
, ∀i = 1, ...,N, ∀ j 6= i (2)

depending on the kind of accessible information (i.e. either binary or weighted). While
in the first case the two vectors of fitnesses are obtained by solving the 2N coupled
equations ∑ j 6=i

xiy j
1+xiy j

= kout
i , ∑ j 6=i

x jyi
1+x jyi

= kin
i [1], in the second case the parameter z is

obtained by imposing the constraint L =< L >= ∑i ∑ j 6=i Pi→ j. [2, 3]
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Link imputation Link prediction algorithms work by assigning a score to the subset
of unobserved links and retaining only the ones characterized by the highest values of
such score. The latter are defined in a variety of ways, each of which tries to capture
the mechanism behind the network structure organization. In this paper, we employ the
probability coefficients output by the DBCM as scores, in order to infer the L most prob-
able, unobserved, connections. L is the number of links of the true underlying network
(of adjacency A) and we assume to observe only a L̂ of those. Â denotes the adjacency
matrix of the incomplete, observed, network. We proceed as follows:

– the probabilities, Pi→ j, are ordered in descending order;
– only the unobserved links are considered (the zeros of Â);
– we draw the L− L̂ most probable links.

Network reconstruction Remarkably, our algorithm can be also used to define a deter-
ministic reconstruction method, by applying the same procedure described above to the
entire link set. In order to obtain a deterministic network reconstruction with the max-
imum entropy approach we need to assume that the total number of links, L, is known
[10]. Then, the probabilities work as the score function of the reconstruction method.

3 Results

We tested the imputation method by randomly removing a given percentage of links
from a known network and the use three indicators to evaluate the goodness of fit, and
compare with the ones of other standard methods. The chosen indicators are: area un-
der the ROC curve (AUC) [5], that represents the probability that a missing link is given
a higher probability than a non-existent link; precision, the percentage of correctly re-
covered links over the total number of links; and accuracy, the ratio between the correct
predictions over the total number of comparisons. Figure 1 shows the plot of the indica-
tors for the maximum entropy approach (blue line), common neighbours (CN)[6] (red
line), Jaccard index (J) [8] (green) and preferential attachment (PA) [7] (light blue), for
the directed case, both binary (above) and weighted (below). It is to be noted that the
extensions of CN, Jaccard and PA to the directed and weighted cases are not straight-
forward and make the score interpretation a more challenging task. That is because the
use of strengths in place of degrees implies the loss of topological information. It is also
relevant to notice that a better AUC score, provided by our method, is very important in
the case in which the percentage of missing links might not be known exactly. In fact,
unlike precision and accuracy, this measure does not depend on the number of links
added but only on the probability assigned to the unobserved links.
In conclusion, we proposed a method based on Shannon entropy maximization for de-
terministic network reconstruction and link imputation. Remarkably, our method can
be applied to any kind of network configuration, be it binary or weighted, contrarily
to the majority of existing algorithms which have been tailored on binary, undirected
networks and, as such, cannot be straightforwardly applied to different configurations.
Another important feature of our method is that it allows also to estimate the weight of
the imputed links. Although the quality of the estimation is still improvable, none of the
compared method offers a weight estimation procedure.
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Fig. 1. Evaluation measures for the link imputation with 10% missing links. The network data are
temporal snapshots from the Electronic Market for Interbank Deposits (E-mid) [9].

Future work

Among the different extensions to consider for future works, of interest are the ones
that do not consider the observed data as ground truth. The simplest scenario is the one
in which we consider that a fraction of links are to be removed as spurious. Even more
interesting is link estimation performed in case of uncertain observation, as in [11]. This
field of study is still under-explored and, as such, of great interest for future work.
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Methods for topological link-prediction are generally referred as global or local. The 
former exploits the entire network topology, the latter adopts only the immediate neigh-
bourhood of the link to predict. Global methods are ‘believed’ to be the best performing. 
Is this common belief well-founded? 

Stochastic-Block-Model (SBM) [1] is a global method believed as one of the best 
link-predictors and widely accepted as reference when new methods are proposed. But, 
our results suggest that SBM, whose computational time is high, cannot in general over-
come the Cannistraci-Hebb (CH) network automaton model [2] that is a simple local-
learning-rule of topological self-organization proved by multiple sources as the current 
best local-based and parameter-free deterministic rule for link-prediction [2]–[8]. In 
order to elucidate the reasons of this unexpected result, we formally introduce the no-
tion of local-ring network automata models and their tight relation with the nature of 
common-neighbours’ definition in complex network theory. 

In addition, after extensive tests, we recommend Structural-Perturbation-Method 
(SPM) [9] as the new best global method baseline. However, even SPM overall does 
not outperform CH and in several evaluation frameworks we astonishingly found the 
opposite. In particular, CH was the best predictor for synthetic networks generated by 
the Popularity-Similarity-Optimization (PSO) model [10], and its performance in PSO 
networks with community structure [11] was even better than using the original inter-
node-hyperbolic-distance as link-predictor. Interestingly, when tested on non-hyper-
bolic synthetic networks the performance of CH significantly dropped down indicating 
that this rule of network self-organization could be strongly associated to the rise of 
hyperbolic geometry in complex networks. 

In conclusion, we warn the scientific community: the superiority of global methods 
in link-prediction seems a ‘misleading belief’ caused by a latent geometry bias of the 
few small networks used as benchmark in previous studies. Therefore, we urge the need 
to found a latent geometry theory of link-prediction in complex networks. 
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Fig. 1. The figure shows an explanatory example for the topological link-prediction performed 
using the Cannistraci-Hebb (CH) rule. The two black nodes represent the seed nodes whose non-
observed interaction should be scored with a likelihood. The three white nodes are the common-
neighbours (CNs) of the seed nodes, further neighbours are not shown for simplicity. The cohort 
of linked common-neighbours forms the local-community and the links between them are called 
local-community-links (LCLs). Neighbours of the CNs that are neither the seed nodes nor in the 
local-community are indicated through chunks of outgoing links, which we named external-lo-
cal-community-links (eLCLs). The mathematical formula for the CH index is reported, together 
with the detailed steps for computing the likelihood score for the link under analysis. 
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Fig. 2. The figure suggests a geometrical interpretation about how the CH network automaton 
model works in a monopartite topology. (A) Representation of a nPSO network [11] (γ = 3, m = 
10, T = 0.1, N = 500, C = 8) in the hyperbolic space. In violet two non-adjacent nodes, whereas 
in red their CNs, the links from the two nodes to their CNs and the LCLs. (B) A zoom of the 
network in the region of two non-adjacent nodes considered for link formation. (C) Defining the 
local-path as the smallest possible path allowed between two non-adjacent nodes on a certain 
network topology (two-steps path in monopartite networks), the local-tunnel is the topological 
structure created by the ensemble of all the local-paths between the two non-adjacent nodes, plus 
the LCLs between CNs. The local-tunnel (which is formed in a hidden high-dimensional geo-
metrical space that here, for simplifying the visualization, we project in the hyperbolic disk) pro-
vides a route of connectivity between the two non-adjacent nodes. (D) The addition of the link 
between the two non-adjacent nodes transforms the local-tunnel in a local-ring (local-ring clos-
ing procedure). The higher the number of CNs, the higher the volume of the local-tunnel. For 
each CN, the higher the number of LCLs in comparison to the eLCLs, the more the shape of the 
local-tunnel is well-defined and therefore its existence confirmed. Therefore, in link-prediction, 
CH estimates a likelihood that is proportional both to the volume of the local-tunnel and to the 
extent to which the local-tunnel exists. 
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Abstract. Two generalizations of the traveling salesman problem in which sites
change their position in time are presented. The way the rank of different tra-
jectory lengths changes in time is studied using the rank diversity. We analyze
the statistical properties of rank distributions and rank dynamics and give evi-
dence that the shortest and longest trajectories are more predictable and robust to
change, that is, more stable [4].

1 Introduction

Many variations of the TSP have been analyzed in recent decades [2]. Previous research
related to the TSP has focused mainly on producing algorithms to find shortest paths
but, to our knowledge, the properties of longer trajectories have not been discussed. In
the present work we study the statistical properties of all trajectories in two generaliza-
tions of the TSP with time-dependent sites: the TSP with moving sites (bTSP), where
sites can be interpreted as ‘boats’ that move gradually in a region, and the TSP with
reallocation of sites (rTSP), where sites move discontinuously across space. If we rank
trajectories by their length, we can analyze how the properties of this ranking change
in time with measures commonly used in the study of hierarchy dynamics in complex
systems, such as the rank distribution f (k) and the rank diversity d(k) [1, 3].

2 Results

Consider the static TSP with N sites. We shall label each site by a, b, c, and so on. A
trajectory is a closed path on these sites, so each trajectory can characterized by a non-
unique string of site labels. There are (N− 1)!/2 different trajectories, and the usual
problem is to find the shortest one within this set. In this work we go further and rank
each trajectory according to its length, so the shortest one has the highest rank (k = 1),
and the longest has the lowest rank (k = kmax = (N−1)!/2).

We now study the problem of stability of trajectories in the TSP. Suppose the loca-
tion of sites varies slowly over time, so that the salesman can assume a static scenario
for each travel, but the shortest trajectory, and in fact the rank of all trajectories, might
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change if the configuration of sites is modified enough. A toy model that captures this
situation is the bTSP. Assume all N sites are allowed to move within a 1×1 square as if
they were boats. In the TSP with moving sites, the X and Y components of the velocity
of each site are random with a uniform distribution between ±1. The boats move with
a constant velocity until they reach a confining wall, where they bounce elastically.

Let us consider a different time-dependent perturbation of the TSP, the rTSP. Here N
sites are located in the unit square with a uniform random probability, and all trajectories
are ranked as explained above. This is the “base” configuration. Then one site is chosen
at random and reallocated to a random position in the unit square, after which trajectory
ranks are calculated again. After several iterations, we can explore this time-dependent
process with the rank diversity. Even though a continuous time dynamics does not exist
as in the bTSP, we can still ask how many different trajectories occupy a given rank k,
so the rank diversity is well defined.

Two useful generalizations of the bTSP and the rTSP are now considered, since it
will allow us to relate the behavior of both models. Assume that only some sites move
in the bTSP. That is, instead of all site moving in the plane, n move and N − n are
static. The cases analyzed before thus correspond to n = N. In a similar way, consider
an rTSP where instead of reallocating a single site, n sites are moved. The case n = N
thus corresponds to a total reallocation of the system, while up to now we have only
discussed the value n = 1. Diversity for these generalizations seems to behave in a
similar way as for the case n = 1. In fact, for the bTSP one may even consider a single
moving site and the previous conclusions still hold. We have obtained similar results for
other variations of the bTSP, such as periodic boundary conditions, and different ways
of choosing the initial conditions and velocities.

It is also useful to study the expected value of the stability area for different ranks,
〈A〉ρk , as a function of the number of sites. There is a different scaling for the extremal
and intermediate rankings, so we expect that the difference in areas seen for the case
N = 7 is exponentially larger for bigger systems.

(a) k = 1 (b) k = 2 (c) k = 6

Fig. 1. Stability areas for different trajectories. (a) rTSP with N = 5, n = 1, and three possible
reallocations of the white point. The shortest trajectory, k = 1, is indicated as a solid, dashed
and dotted line, corresponding to the three reallocations. Regions of varying color correspond to
different trajectories for k = 1 (see Figure ??, top row). In panels (b) and (c) we show a plot with
the same fixed sites as in (a), but for k = 2 and k = 6, respectively.
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Consider the rTSP with n = 1. For a particular rank k, each position in the unit
square yields a trajectory. We can thus ‘paint’ the unit square with colors corresponding
to trajectories. We show examples with N = 5 for the shortest trajectory in Figure 1(a),
and for k = 2 and 6 in Figure 1(b) and Figure 1(c), respectively. Diversity is the number
of different colors in the picture divided by the number of observations. Notice that there
is a qualitative difference between the cases k = 1 and k = 6. This indicates already that
d(1)< d(6) if a large ensemble is taken (so that errors due to finite sampling are small
enough).

For the bTSP with n= 1, the moving boat will cover the whole unit square uniformly
for most choices of the velocities. The condition for having a uniform covering is that
the vertical and horizontal speeds are incommensurable, which always holds for this
model. When this occurs, time averages yield the same value as space averages, i.e.,
the system is ergodic. For such long times the whole unit square will be visited, i.e. the
moving site will visit all colored areas. Therefore, the bTSP has the same rank diversity
as the rTSP when the sampling m is the same (otherwise they are related by a constant
factor). For a larger number of moving sites, n > 1, a similar reasoning holds.

The bTSP and rTSP are comparable since both explore a fraction of the 2N-dimen-
sional configuration space. The bTSP explores a line of finite length in such a space, or a
2N dimensional hypercube embedded in the configuration space if the whole ensemble
of velocities is considered. The rTSP, on the other hand, explores a 2n dimensional
hyperplane embedded in the same configuration space. Overall, both models behave in
a similar fashion.

Each realization of the TSP can be seen as a point in a 2N-dimensional config-
uration space, where every pair of axis defines the coordinates of each particle. The
optimization problem is then different for each point in the configuration space. We
have analyzed the stability of the solutions of the TSP under changes of the location
of the point defining the configuration. We have further shown that the stability proper-
ties are similar for the two time-dependent generalizations of the TSP considered here.
We have also stated under what conditions the behavior of both models is identical.
We thus expect that these results are applicable to other perturbations of the TSP that
involve small variations in configuration space.
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1 Introduction

Rich-club ordering and the dyadic effect are two phenomena observed in complex net-
works that are based on the presence of certain patterns in the linkage of specific nodes.
Rich-club ordering represents the tendency of highly connected and important elements
to form tight communities with other central elements. The dyadic effect denotes the
tendency of nodes that share a common property to be much more interconnected than
expected. Herein, we consider the interrelation between these two phenomena, which
until now have always been studied separately, providing a new formulation of the rich-
club measures in terms of the dyadic effect. The reformulation allows us to improve
the rich-club coefficient and to introduce certain measures, related to the analysis of
the dyadic effect, which are useful in that they confirm the presence and relevance of
rich-clubs in complex networks. Moreover, the introduced measures provide a baseline
for the evaluation of the rich-club size, that is a open issue in the study of complex
networks, in a computationally efficient way.

2 Involved Measures

The rich-club coefficient can be written as: φ(k) = 2E>k
N>k(N>k−1) . In the equation, E>k is

the number of edges among the N>k nodes having degree di higher than a given value
k and N>k(N>k−1)

2 is the maximum possible number of edges among the N>k nodes.
Therefore φ(k) measures the fraction of edges connecting the N>k nodes out of the
maximum number of edges they might possibly share.

When we consider the dyadic effect, we have to take into account the network nodes
together with their metadata (or characteristics) in a binary form thus, we refer to a given
node characteristic ci, which can assume the values 0 or 1 for each i∈N. Consequently,
N can be divided into two subsets: the set of n1 nodes with characteristic ci = 1, the
set of n0 nodes with characteristic ci = 0; thus, N = n1 +n0. We distinguish then three
kinds of dyads, i.e. edges and their two end nodes, in the network: (1−1), (1−0), and
(0−0) . We label the number of each dyad in the graph as m11, m10, m00, respectively.
However, the number of each kind of dyad cannot assume arbitrary values and in the
case of m11 we exploit an upper bound introduced in [1] that will be useful in improving
the coefficient φ(k) using the dyadic effect notation. The upper bound is written as:

UBm11 = min

(
M,

(
n1

2

)
,

⌈
∑

i∈DH
G (n1)

min(di,n1−1)
2

⌉)
(1)
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It is based on the fact that large cliques are rare substructures in sparse networks
and therefore it exploits the degree sequence DG in order to check whether the network
G can actually contain a complete subgraph of size n1. If not, the densest hypotheti-
cal substructure that could be realized using the first elements (those with the highest
degree) of the degree sequence of G is taken into account.

3 Reformulation and Results

Using the quantities from above, we can express the rich-club coefficient in terms of the
dyadic effect. If we write: ci = 1 if di > k and ci = 0 if di ≤ k we immediately obtain
N>k = n1 and N≤k = n0. Thus, the nodes with degree higher (lower/equal) than a certain
threshold k correspond to those having the characteristic ci = 1 (ci = 0). Since E>k is
defined as the number of edges between nodes N>k = n1, we can consequently write
E>k =m11, E≤k =m00 and consequently E>k =M−E>k−E≤k =M−m11−m00 =m10.

Therefore, we can reformulate φ(k) as:

φ(k) =
2E>k

N>k(N>k−1)
=

m11(n1
2

) (2)

Since the upper bound UBm11 includes the denominator of φ(k) in its formula, it is
therefore possible to introduce the improved version of φ(k) written as:

φ(k)new =
m11

UBm11

(3)

By using combinatorial arguments the upper bound UBm11 captures the densest real-
izable substructure when a clique of n1 nodes is not realizable within the given DG; in
summary, φ(k) ≤ φ(k)new when

(n1
2

)
≥UBm11. Thus, φ(k)new identifies the presence

of the rich-club normalizing the actual amount of links among the rich nodes not over
a clique of size n1, but on a sparser subgraph of the same size deriving from the degree
sequence of the considered network. This imply that φ(k)new is a better measure with
respect to φ(k) as it results to be more tailored for the network under investigation.
Moreover, the detection of rich-club ordering (i.e. the computation of the coefficient
φ(k)norm [3]) can be performed by using equally φ(k) or φ(k)new, as shown in [2]. As
an example, we compute the two coefficients φ(k) and φ new(k) on Internet at AS level
on which the presence of a rich-club has been observed for the first time [6].

By looking at Figure 1, we note that, up to a certain point, our reformulation outper-
forms the older one because of the impossibility to realize a clique of size n1 using the
degree sequence of the considered network. Conversely, the two coefficients become
equal when a clique is realizable (i.e. for very low values of n1 as shown later) and thus
the network structure allows the presence of a dense rich-club. It is worth mentioning
that the rich-club phenomenon is studied in the case of sparse networks and that the
situations in which a dense rich-club is likely to be present are those of interest in the
study of real networks as the rich-club structural properties are able to provide insights
about local and global aspects of the whole system [6].

In more detail, the curves φ(k) and φ(k)new encounter each other in correspondence
to the degree value k, which is necessary to overcome in order to guarantee a certain
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Fig. 1. Curves related to φ(k) vs φ(k)new and δ (k) for the AS-level Internet network.

likelihood of finding a complete subgraph of size n1. As such, the junction point of
the curves related to the two coefficients can thus be interpreted as a first indicator of
the rich-club size. In the Internet network (N = 11461, M = 32730), the two curves
meet when k = 83 and in such a network the number of nodes with degree higher than
k is N>k = n1 = 84. Therefore, if we consider the junction point as a rich-club size
indicator, we would obtain a subgraph with n1 = 84 nodes, i.e. a subgraph whose size is
0.7% ( n1

N = 0.0073) with respect to the whole network. Thus our measures are able to
estimate the size of the rich-club around the 1% of the network nodes which is a value
in accordance with the empirical evidence [5] [6].

As previously mentioned, the issue of knowing whether a certain network possesses
a rich-club is important for many reasons, including factors relating to either its func-
tional or topological role as shown, for instance, by the extensive utilization of this
measure in biology and especially in neuroscience [4].
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1 Introduction and Problem Statement

In many real-world applications, the corresponding graphs are inherently associated
with uncertainty, which can be due to various reasons, such as uncertainty introduced
by the data-collection process or for privacy-preserving reasons. For example, in the
case of protein-protein interaction networks (PPI) in the domain of biology, each node
corresponds to a specific protein and the edges capture information about the interaction
of two proteins. Since in many cases those interactions are indicated either by noisy
laboratory experiments or by prediction algorithms based on features of the proteins
(instead of being actually observed), a level of uncertainty is introduced in the edges of
the graph. This uncertainty can be captured by the model of uncertain or probabilistic
graphs, where each edge is associated with a probability of existence.

In this work, we are interested in a widely applied graph analytics tool, namely the
one of k-core decomposition [4]. Let H be a subgraph of graph G. Subgraph H is de-
fined to be a k-core of G, denoted by Gk, if it is a maximal connected subgraph of G
in which all vertices have degree at least k. Based on that, vertex i has core number
coreG(i) = k, if it belongs to a k-core but not to any (k+ 1)-core. Due to its simplic-
ity and computational efficiency, the k-core decomposition has been applied in many
domains, including community detection and identification of influential spreaders in
social networks. Then, the following questions arise, which also describe the goals of
this work: how to define the concept of core decomposition in uncertain graphs and how
to efficiently compute it? Bonchi et al. [2] proposed an extension of the k-core decom-
position to uncertain graphs which requires that the probability that each vertex v within
the core subgraph H has degree at least k, is greater than or equal to a parameter η . Nev-
ertheless, this definition has two main weaknesses: (i) an extra probability threshold η
is required in order to define the core structure – making the resulting decomposition
dependent on this user-defined parameter; (ii) the increased computational cost for per-
forming the decomposition. Based on that, our goal is to define a simple-yet-effective
core decomposition of uncertain graphs. To do so, we consider the expected degree
of each vertex in the uncertain graph, and in particular the concept of representative
instance.
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2 Cores in Probabilistic Graphs

Let G = (V,E, p) be an uncertain graph, where p : E→ (0,1] is a function that assigns
probabilities to the edges of the graph. A widely used approach to analyze uncertain
graphs is the one of possible worlds, where each possible world constitutes a determin-
istic realization of G . According to this model, an uncertain graph G is interpreted as
a set {G = (V,EG)}EG⊆E of 2|E| possible deterministic graphs [3]. Let Gv G indicates
that G is a possible world of G . Then, the probability that G = (V,EG) is observed as
a possible world of G is given by Pr(G|G ) = ∏e∈EG

p(e) ∏e∈E\EG
(1− p(e)). In our

approach, we are using this general framework to derive an analogous of the k-core de-
composition in uncertain graphs. In particular, we use the property of expected degree
[d](v) of each node v ∈ G , leading to the concept of uncertain [k]-core decomposition.

Definition 1 (Uncertain [k]-core). Given an uncertain graph G = (V,E, p), the uncer-
tain [k]-core of G is the maximal subgraph H = (C,E|C, p) such that each vertex v∈C
has expected degree at least k in H , where k ∈ R+.

According to this definition, in order to compute the decomposition, we can extract a
deterministic representative instance Gv G that preserves the expected degree, i.e., the
degree of any vertex v ∈ G to be as close as possible to the expected degree of v ∈ G
– therefore, casting the problem to a weighted version of the k-core decomposition
on deterministic graphs. That way, the proposed algorithm comprises of two phases:
(i) extraction of a representative instance of the uncertain graph; (ii) apply a modified
version of the k-core decomposition, suitable for fractional degree values.

For the first step of the algorithm that converts the uncertain graph to a determin-
istic one by preserving the expected degree, we rely on conversion algorithms that aim
at minimizing the discrepancy of each vertex of the graph [3]. In particular, the dis-
crepancy disG(v) of a vertex v in the representative instance G v G , is defined as the
difference between the degree in the representative instance and expected degree in
the uncertain graph, i.e., disG(v) = d(v)− [d](v). As the existence of the edges of the
graph are independent of each other, the expected degree [d](v) of a vertex v ∈V is the
sum of the probabilities of the incident edges, i.e., [d](v) = ∑e=(v,u)∈E p(e). The overall
discrepancy of the representative instance Gv G is defined as ∆(G) = ∑v∈V |disG(v)|.
Then, the problem of finding a “good” representative instance G∗ can be expressed as a
minimization optimization problem: G∗ = argminGvG ∆(G).

After extracting an average degree-preserving representative instance of the uncer-
tain graph, the core number of a vertex is not an integer anymore but a real number.
Thus, the second phase of the proposed technique consists of a modified k-core decom-
position algorithm that operates on a deterministic graph with fractional node degrees.

3 Experimental Results and Discussion

We have performed preliminary experiments on a co-authorship network (DBLP) de-
rived from DBLP (http://dblp.uni-trier.de), that consists of 404,892 nodes and 1,422,263
edges. Since the DBLP dataset is not inherently uncertain, we are using a method to
convert the graph to uncertain by examining the similarity between the neighborhood
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Table 1. Properties of the [k]-core decomposition on the DBLP graph.

Correlation Partial Full

τB 0.66 0.12
r 0.79 −0.02

of two nodes – towards computing the probability of being linked. In particular, we
have applied the Jaccard similarity coefficient to quantify the similarity of two nodes,
following two different approaches. The first one, denoted by Partial, is adding a prob-
ability of existence only to current edges of the graph. However, it does not allow to
consider more pairs of nodes, than the already existing edges in the graph. The second
approach, denoted by Full, is computing the Jaccard similarity coefficient for all pairs
of nodes. To overcome the complexity of examining all possible pairs, we restrict our
interest to pairs that have at least one neighbor in common. Then, we compute the core
decomposition on both the original graph and the uncertain one, and examine the cor-
relation among them using the Kendall rank correlation coefficient τB (which measures
how much the ranking output is the same in both cases), and Pearson’s correlation r
(which measures how much the core numbers are linearly related).

Table 1 depicts the results. As we observe, computing the similarity only for existing
edges retains the structural properties of the decomposition in both cases. Nevertheless,
notice that in this case the original graph can easily be recovered from the uncertain
one (for example, when obfuscating the graph for privacy preserving reasons making
it uncertain, this approach is not possible). However, computing the probabilities for
all pair of nodes (Full), erases all the structural information of cores (both correlation
measures are close to zero).

Currently, we are working towards examining practical applications of the proposed
[k]-core decomposition in uncertain graphs. For example, in the DBLP graph, it would
be interesting to conduct an exploratory study comparing the authors (i.e., nodes) be-
longing to the maximal core subgraph extracted by the algorithms on the deterministic
and uncertain graphs respectively. Moreover, we plan to examine the performance of
the high core number nodes detected by the proposed decomposition, in the task of
influence maximization.
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1 Introduction

The effective graph resistance RG, also called Kirchhoff index, characterizes the re-
sistance distance [4] between nodes in an electrical network and can be computed by
RG = N ∑N−1

i=1
1
µi

, where µi is the i-th eigenvalue of the Laplacian matrix Q of a graph G.
Studies [2, 7, 6] relate the effective graph resistance and the trace of the pseudo-inverse
Laplacian Q† as RG = Ntrace(Q†) = N ∑N

j=1
(
Q†
)

j j.
In complex networks, represented by graphs, the effective graph resistance charac-

terizes the difficulty of transport in a network. As a robustness indicator, the effective
graph resistance allows to compare graphs and is applied in improving the robustness
of complex networks, especially against cascading failures in electrical networks [1, 8].

Let P denote the transition probability matrix of a finite, irreducible Markov Chain
and the steady state probability vector π and the all-one vector u satisfying Pu = u and
πT P= πT . It is shown [3] that the inverse Z ≡

(
I −P+ghT

)−1 exists if any two column
vectors h and g have nonzero scalar products hT u and πT g. The Kemeny constant is
defined, in terms of the trace of the matrix Z, as

K(P)≡ trace(Z)−πT Zu

For a given transition probability matrix P and with hT g= 1, the Kemeny constant K(P)
is the same regardless of the choice of the matrix Z.

Kemeny’s constant and its relation to the effective graph resistance has been es-
tablished for regular graphs by Palacios et al. [5]. Based on the Moore-Penrose pseudo-
inverse of the Laplacian matrix, we derive a new closed-form formula and deduce upper
and lower bounds for the Kemeny constant. Furthermore, we generalize the relation be-
tween the Kemeny constant and the effective graph resistance for a general connected,
undirected graph.

2 Results

The adjacency matrix A of a graph G with N nodes and L links is an N ×N symmetric
matrix with elements ai j that are either 1 or 0 depending on whether there is a link
between nodes i and j or not. The Laplacian matrix Q of G is an N ×N symmetric
matrix Q = ∆ −A, where ∆ = diag(di) is the N ×N diagonal degree matrix with the
elements di = ∑N

j=1 ai j. Let d = (d1, d2, . . . , dN) denote the degree vector for a graph
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G. Assume the transition probability matrix P = ∆−1A, we derive two closed-form
formulas for the Kemeny constant. One expression is

K(∆−1A) = ζ T d − dT Q†d
2L

(1)

where the column vector ζ =
(

Q†
11, Q†

22, . . . Q†
NN

)
and another expression, in terms of

the effective resistance matrix Ω , is

K(∆−1A) =
dT Ωd

4L
(2)

where Ω =(ωi j) and each element ωi j represents the effective resistance between nodes
i and j.

The Kemeny constant K(∆−1A) in (1) is upper and lower bounded by

ζ T d − Var [D]

E [D]µN−1
≤ K(∆−1A)≤ ζ T d − Var [D]

E [D]µ1
(3)

where D is the random variable of the degree in a graph, and E [D], Var [D] are the
average and the variance of the degree.

We numerically evaluate the upper and lower bounds in (3) for various random
graphs. In Figure 2, we present the accuracy of the bounds for (a) Erdős-Rényi graphs
(ER) with N = 500 nodes, link density p = 2pc, where pc =

log(N)
N is the connectiv-

ity threshold; (b) Barabási-Albert graphs (BA) with N = 500 and the average degree
dav = 6. For each class of random graphs, we generate 105 graph instances and the
probability density functions for the Kemeny constant K(∆−1A) and the bounds are
plotted. The upper bound deviates on average 0.01% and 0.04% of the numerical value
of the Kemeny constant in ER random graphs and BA graphs, respectively. The lower
bound is slightly less accurate compared to the upper bound, with 0.05% and 0.8% of
difference in ER and BA graphs. Hence, the simulation results show that the upper and
lower bounds in (3) are a good approximation for K(∆−1A).

The relation between the Kemeny constant K(∆−1A) and the effective graph resis-
tance RG is generalized to an undirected, connected graph as

dminRG

N
− dT Q†d

2L
≤ K(∆−1A)≤ dmaxRG

N
(4)

where dmin and dmax is the minimum and the maximum degree in graph G, respectively.

Summary. In this extended abstract, we generalize the relation between the Kemeny
constant and the effective graph resistance, which was known for regular graphs, to
general connected, undirected graphs. By deriving a new closed-form formula (1), we
provide a new approach to compute the Kemeny constant via the pseudo-inverse of the
Laplacian matrix. Moreover, we show that for general graphs the Kemeny constant can
be tightly upper and lower bounded by (3).

We appreciate Eric J.E.M. Pauwels and Joost Berkhout for inspiring discussions.
This work is part of the research program complexity in logistics with project number
439.16.107, which is financed by the Netherlands Organization for Scientific Research
(NWO).
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Fig. 1. Accuracy of the upper and lower bounds for the Kemeny constant.
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Categorical network theory provides a general framework to study open networks,
namely, networks with explicit input and output nodes such as electrical circuits, sig-
nal flow diagrams, chemical reaction networks and so on [1]. Its primary focus is on
the behavior of open networks that are determined by the relation between inputs and
outputs. Thus the internal structure of networks is black-boxed in categorical network
theory. On the other hand, it goes without saying that analysis of network structure is
one of the most important issues in network science [3]. In this study, we try to bridge
these two approaches to networks. In particular, we show that new centrality measures
of nodes as input or output in directed networks can be obtained by internalizing the
idea of open networks: each node within a network has input and output parts. This is
a natural supposition when we look at real-world networks. By formalizing this idea
in category theory [7], we can show that the notion of lateral path between two arc-
s (Fig. 1) is identified as the category-theoretic universal structure with respect to the
above idea of “internal openness” of each node in directed networks. This result is a
recapitulation of the result obtained in [4], but with the new interpretation.

Lateral paths between two nodes have been used to identify the bipartite community
structure in directed networks [2]. Nodes included in the source or target sides of an
identified bipartite community could be interpreted as the input or output parts of a
given directed network, respectively. In contrast, here we use lateral paths between two
arcs to define a centrality of nodes as input or output in a directed network. The idea is
that if a node is the source or target of arcs in many lateral paths, it would be potentially
important as input or output, respectively. One way to quantify importance of nodes as
input or output in this sense is to calculate the betweenness centrality of each arc with
respect to lateral paths and project it to its source node or its target node, respectively:
Let A be the set of arcs of a given directed network. The lateral betweenness centrality
of an arc f is [4]

LBC f = C ∑
g,h∈A, lgh>0

l f
gh

lgh
, (1)

where lgh is the number of shortest lateral paths between g and h, l f
gh is the number of

shortest lateral paths between g and h that pass through f and C = ∑g,h∈A,lgh>0(dgh +1)
is the normalization constant such that ∑ f∈A LBC f = 1 where dgh is the length of the
shortest lateral paths between g and h. The input or output betweenness centrality (IBC
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Fig. 1. Lateral paths are defined between two arcs, not between two nodes. A lateral path between
two arcs f and g is a sequence of arcs between them such that successive arcs have a common
target node or source node alternately.

or OBC) of a node x are defined as

IBCx = ∑
s( f )=x

LBC f (2)

or
OBCx = ∑

t( f )=x
LBC f , (3)

respectively. Here, s( f ) or t( f ) indicate the source or target node of f , respectively.
In Fig. 2 we show IBC and OBC of nodes in three biological networks. IBC and

OBC of each node are plotted against its out-degree and in-degree, respectively. They
are positively correlated with the corresponding degree. However, in the original bi-
ological networks, we can identify several nodes with IBC or OBC values that are
significantly larger than those of randomized networks with degree-preservation. For
example, in the neuronal network of C. elegans, the nodes with significantly large IBC
values are neurons mediating avoidance behavior from chemicals or neurons involved
in thermosensation (Fig. 2 (a)). In the food web of Florida Bay, five out of seven phy-
toplankton taxa are identified as having significantly large IBC values although they
have relatively low out-degrees (Red squares around IBC ≈ 0.01 in Fig. 2 (e)). These
initial tests suggest that IBC and OBC are potentially useful to capture the importance
of nodes as input or output that cannot be assessed by simply calculating the out-degree
or in-degree of nodes, respectively.
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Fig. 2. Input betweenness centrality (IBC) and Output betweenness centrality (OBC) of each node
in three biological networks are plotted against its out-degree and in-degree, respectively. The
blue triangles are the average value over 1000 randomized networks with degree-preservation.
The error bars represent the standard deviation. The red squares represent nodes whose IBC
or OBC are judged to be significantly larger than those of the corresponding nodes in degree-
preserved random networks by the following procedure, respectively. The green points are the
other non-significant nodes. Let b denote IBC or OBC of a given node. The p-value of b is
calculated from its z-score if the distribution of b in the null model can be approximated by a
normal distribution. Practically, we tested this by the Kolmogorov-Smirnov test. If the p-value of
the KS test is greater than 0.10, we adopted the normal approximation. Otherwise, it is simply
the proportion of the degree-preserved randomization trials in which b exceeds the original value.
Further, we applied the Benjamini-Hochberg-Yekutieli procedure at level 0.05 for the multiple
comparisons correction. (a), (b) The neuronal network of C. elegans consisting of 131 neurons
in the rostral ganglia [5]. (c), (d) The gene regulatory network of E. coli consisting of 328 genes
(operons) [6]. (e), (f) The food web of Florida Bay consisting of 121 taxa [8].
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1 Introduction 

Within the cognitive sciences, network science has been applied to study the structure 
of the mental lexicon, the part of long-term memory where all the words a person 
knows is stored1. The mental lexicon can be viewed as a language network, where 
nodes represent words and edges represent relationships between words. Words can be 
related to other words in different ways—semantically (i.e., a word’s meaning; cat-
dog), phonologically (i.e., the sounds of words; /k@t/-/h@t/), and orthographically 
(i.e., a word’s spelling; ‘cat’-‘cap’). Past work has shown that semantic2 and phonolog-
ical3 language networks have a small-world structure and that the structure of these 
networks influences various aspects of language processing—such as language acquisi-
tion4 and spoken word recognition5.  

However, to date, not much is known about the orthographic language network, 
where edges in the network represent orthographic similarity relationships between 
words. Conceptualizing lexical representation as an orthographic network will build on 
previous psycholinguistic work demonstrating that orthographic similarity among 
words affects reading speeds6 by providing new ways of quantifying and investigating 
the orthographic similarity structure of language. The present project aims to (1) con-
struct an orthographic language network and analyze its overall network structure, and 
(2) determine if the structure of the orthographic language network influences visual 
word recognition performance.   

2 Method 

40,468 English words were obtained from the English Lexicon Project7 
(http://elexicon.wustl.edu/), a database of lexical and behavioral data. A link was 
placed between any two words that differed by a Levenshtein edit distance of 1 (i.e., 
whether the first word could be transformed into the second via the substitution, addi-
tion, or deletion of one letter8). For instance, ‘cat’ would be connected to ‘hat’, ‘chat’, 
and ‘at’. The resulting orthographic language network consisted of 40,468 nodes and 
41,514 edges. The sparseness of the network was due to the large proportion of nodes 
that either did not connect to any other nodes (40.74%) or found in smaller connected 
components (sizes range from 2 to 34; 31.17%). The largest connected component 
(LCC) of the orthographic language network consisted of 11,365 nodes and 32,759 
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edges. The LCC had an average degree <k> of 5.766, average clustering coefficient of 
0.273, average path length of 8.78, and network diameter D of 31. The degree distribu-
tion was best approximated by a power-law distribution with an exponent of 1.77. 
Overall, the LCC of the orthographic network is scale-free and has a small-world struc-
ture, as characterized by a small average path length and large average clustering coef-
ficient relative to a comparably sized random network.  

The aim of the following regression analyses was to determine if network structur-
al properties of words significantly predicted performance in two language-related 
tasks. Predictors in the regression models included lexical variables (number of letters, 
number of phonemes, number of syllables, log of word frequency) and network varia-
bles (degree, clustering coefficient, closeness centrality). The dependent variables were 
Reaction Time (RT) and Accuracy (ACC) measures for two language tasks obtained 
from the English Lexicon Project—speeded naming (where participants read out loud 
the word shown on the screen) and lexical decision (where participants decide whether 
a presented letter string formed a word or not).  

3 Results and Discussion 

A two-step hierarchal regression was conducted with lexical variables added in Step 
1 and network variables added in Step 2. In all models, the inclusion of network varia-
bles in Step 2 significantly improved model fit (see last row of Table 1), indicating that 
network variables were able to account for a small but significant amount of additional 
variance, beyond that of traditional lexical variables. Table 1 below shows a summary 
of the regression models at the final step. 

Two key findings will be highlighted. First, degree was a significant predictor of 
naming and lexical decision performance. High degree words were processed more 
quickly and accurately than low degree words—consistent with previous work showing 
a processing advantage for words with many orthographic neighbors6. Second, close-
ness centrality was a significant predictor of naming and lexical decision performance. 
High closeness centrality words were processed more slowly and less accurately than 
low closeness centrality words in naming, whereas high closeness centrality words 
were processed more quickly than low closeness centrality words in lexical decision. In 
lexical decision, words that are “close” to many words may appear to be more “word-
like”, such that participants take a shorter time to decide if a letter string is a word. On 
the other hand, high closeness centrality words may experience greater competition 
from other words in the lexicon, such that it worsens performance in the naming task 
where one has to retrieve the representation of a specific word from long-term 
memory.  
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Table 1. Summary of regression analyses of ELP data. 
		 Speeded	naming	 Lexical	decision	

	
RT	 ACC	 RT	 ACC	

Predictors	 t	 p	 t	 p	 t	 p	 t	 p	
Step	1:	Lexical	variables	

Number	of	let-
ters	 6.43	 <	.001	 4.54	 <	.001	 -8.20	 <	.001	 16.7	 <	.001	
Number	of	
phonemes	 -2.96	 .003	 10.9	 <	.001	 -11.9	 <	.001	 14.4	 <	.001	
Number	of	syl-
lables	 8.09	 <	.001	 -14.3	 <	.001	 18.7	 <	.001	 -13.6	 <	.001	

Log	frequency	 -44.9	 <	.001	 40.3	 <	.001	 -86.8	 <	.001	 70.9	 <	.001	

Step	2:	Network	variables	

Degree	 -13.0	 <	.001	 8.46	 <	.001	 -7.83	 <	.001	 7.58	 <	.001	
Clustering	co-
efficient	 -1.85	 .06+	 2.14	 .03	 1.80	 .07	 -1.48	 .14	
Closeness	cen-
trality	 4.00	 <	.001	 -5.76	 <	.001	 -3.87	 <	.001	 0.73	 .46	

		

ΔR2	=	.012,		
F	(3,	10705)	=	60.7,	

p	<	.001	

ΔR2	=	.006,		
F	(3,	10705)	=	29.1,	

p	<	.001	

ΔR2	=	.006,		
F	(3,	10705)	=	40.7,	

p	<	.001	

ΔR2	=	.005,		
F	(3,	10705)	=	25.1,	

p	<	.001	
	

4 Conclusion 

An analysis of the orthographic forms obtained from a large database revealed that the 
LCC of the orthographic language network is scale-free and consisted of a small-world 
structure with a degree distribution that approximated a power law. Regression anal-
yses further revealed that various network characteristics significantly predicted per-
formance on speeded naming and lexical decision. These results have important impli-
cations for the field of psycholinguistics because they demonstrate how network 
science can be used to quantify the structure of the mental lexicon and further our un-
derstanding of the cognitive processes that underlie visual word recognition.  
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1 Overview  

This submission details an underutilized approach to understanding health systems 

in the United States (US). Under Subtitle A – Transforming the Health Care Deliv-

ery System in the Patient Protection and Affordable Care Act of 2010, states are 

required to demonstrate improvements in the quality, value, and implementation of 

their health systems [1]. According to the World Health Organization (WHO), “a 

health system consists of all organizations, people and actions whose primary inter-

est is to promote, restore, or maintain health” [2]. However, no US entity claims 

responsibility for coordinating, managing, or inventorying actors and their relation-

ships in existent health systems, which poses a significant challenge for informed 

health system transformation. This study used survey research to gather quantitative 

and qualitative data from 165 representatives of 95 organizations participating in 

Eastern Washington’s health system, which was used to generate a relational dataset 

with 564 actors and 9,039 ties. The regional health system was analyzed using net-

work analysis and partitioned by relationship type, organizational sector, and geo-

graphic area. The areas of greatest activity included: collaboration and referral re-

lationships; the health and social sectors; and Spokane County and Stevens County. 

The health system was least active with: data exchange, professional education, and 

financial support relationships; the business sector; and Adams County, Lincoln 

County, and Tribal Nations. Findings can be used as a health system assessment to 

understand the region’s health system structure, including strong and weak points; 

as a planning tool to guide system improvement efforts; and as a baseline for eval-

uation of the health system over time. This study contributes to the academic liter-

ature by detailing an empirical application of network science theories and methods 

to the transformation of health systems under the Affordable Care Act.  
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2 Methods 

The network of organizations participating in the population health and social de-

terminants of health systems in BHT’s six-county region was bound using a three-

phase snowball sampling approach. Organization representatives who had formally 

engaged with BHT in some way were invited to participate in BHT’s Population 

and Social Determinants of Health Systems Survey through four primary means: 

First, through direct invitation from a BHT Community Linkage Mapping project 

team member. Second, through direct invitation from another organization repre-

sentative. Third, by on-site distribution and collection of the paper survey at BHT 

meetings. Fourth, through general BHT communication, including the BHT blog 

and newsletter. The survey was fielded from November 10, 2016 through March 6, 

2017. Upon survey close, 165 responses from individuals representing 112 organi-

zations had been collected.  

 For data collection, a survey instrument was developed which drew on var-

ious sources to inform the structure and question design [3, 4]. The survey collected 

relational and categorical data. Organization representatives were asked to respond 

to the survey from an organizational, rather than individual, perspective. There was 

no limit to the number of individuals who could respond from a single organization.  

 For analysis, Stata v. 13 was used to convert relational data from a Snap 

WebHost text file to an Excel CSV edges table. SPSS v. 22 was used to conduct 

descriptive analysis. Microsoft Excel was used to develop charts of descriptive data. 

Gephi 0.9.1 was used to conduct network analysis and develop network maps. 

ArcGIS Online was used to develop web-based, interactive, geographic network 

maps [5]. An infographic describing findings was developed in Piktochart [6]. 

3 Results 

There were 564 organizations identified as participants in BHT’s regional 

population and social determinants of health system. The system had a modularity 

of 0.2 with 62 identified communities. Organizations were categorized by sector 

based on BHT stakeholder groups: social, health, public, education, or business. 

Nearly half of the organizations identified as participants in BHT’s regional health 

system were in the social sector (44%, n=249), with the other half comprised of 

organizations in the health (19%, n=108), public (18%, n=103), and education 

(14%, n=78) sectors. Relatively few organizations from the business sector (5%, 

n=26) were reported to have participated in BHT’s regional health system in 2016. 

Of all organizations, 508 were reported to have maintained 9,039 community 

linkages in 2016. Most linkages reported in BHT’s regional health system were 

collaboration (56%, n=5,050) or referral (30%, n=2726). The remaining linkages 

were data exchange (6%, n=517), education (5%, n=473), and financial support 
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(3%, n=273). About 1 in 10 organizations (57) identified as participants in BHT’s 

regional health system had no identified linkages. On average, each organization 

maintained 31 linkages with up to 16 other organizations. Although an organization 

would only need an average of one introduction to a new organization to be linked 

to any other organization within BHT’s regional health system (average path 

length=2.3), it could take up to three introductions to make a personal connection 

with a previously unknown organization (network diameter=4). About 3% of all 

possible inter-organizational linkages were reported (graph density=0.03). 

 

 
 

Figure 1 Eastern Washington’s health system. Target counties are highlighted in teal. Each node 

represents a geocoded organization. Nodes are sized by average weighted in-degree and colored 

by sector. Edges are colored to match the sectors they link and are sized by weight. Nodes out-

side the state boundary represent organizations in other states (not shown by geocoded location). 
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1 Introduction

The origin of Official Statistics is in the census, which is as old as civilization. Measur-
ing sociodemographic properties, such as age, income and happiness, was, is and will
be of importance for social scientists, historians, policy makers and government. A cen-
sus is very valuable but its description of connections between people is very limited: it
records people living on the same address, but it fails to capture the broader network of
relationships that make up society: family, friends, neighbors, co-workers and acquain-
tances. Most demographic statistics describe (aggregates of) properties of inhabitants.
From a perspective of measuring society a network can be a source of interesting de-
mographic statistics. Is the strength of family ties regionally correlated? How diverse
are personal networks? Given the current demographic trend in most countries that the
average age is increasing, do parents live close to their children or is this distance in-
creasing?

To address these kind of analyses and questions and to scan its potential for produc-
ing official demographical statistics a directed network with family, dwelling, neighbor,
school going children and coworkers relationships was derived for the 17 million in-
habitants of the Netherlands.

2 Network derivation: Who knows whom?

A complete and accurate derivation of a network that captures relationships between
inhabitants would entail that all people that “know” each other are connected. Although
many ingredients for constructing such a network are available, a complete acquain-
tance graph is in practice not possible. What can be done though, is to derive a network
of people that are likely to know each other given auxiliary information. The resulting
network resembles the real network, having similar network characteristics and statis-
tics. The core of the network is formed by the population register which contains all per-
sons registered in the Netherlands on October 1st 2014. The additional sources defining
the edges are:

– The parent-child register is used to derive the following family relationships: ‘child-
parent’, ‘sibling-sibling’, ‘grandchild-grandparent’, ‘nephew/niece-uncle/aunt’, ‘pa-
rent-parent’, ‘cousin-cousin’.

– The household register is used to derive the ‘household member’ relationship for
all person living in the same dwelling.
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– The location of each household is used to derive ‘neighbor’ relationships, for each
person living in the ten closest households within 50 meters.

– The employment register is used to derive ‘co-workers’.
– The primary and secondary education registers are used to derive ‘children going to

the same school’. Without more information and to constrain the number of edges
only edges between persons of same age (in years) are used.

The resulting network contains 16.9 million vertices and 39.0 billion edges.

3 Preliminary results

A direct result of the derived network are family networks. Geographic distances of
family members are of interest to policy makers because older persons are relying more
and more on family care. Current research focuses on measuring ‘segregation’ in the
Netherlands, which is suspected to increase: the working hypothesis is that network
communities will be more homogeneous in income, education, ethnicity, neighborhood
and schools, indicating segregation. We are planning to apply clustering methods to
the network and investigate the dissimilarity between the clusters. Initially, we will be
comparing networks of different regions.

Figure 1 shows network communities1 in the Rotterdam area, in which only inhab-
itants of Rotterdam and their edges were selected. The Louvain method for commu-
nity detection [3] using igraph R-package [4] was applied to this subgraph with 622
thousand vertices and 171 million edges. The figure displays a scatter plot matrix with
ethnic group fractions, in which each dot identifies a community. The colors are deter-
mined using k-means clustering [1] on the ethnic fractions. It shows that not all groups
are equally ‘mixed’. For example, communities with a large number of persons with a
Turkish background (purple) have a small fraction of persons with a Moroccan back-
ground and vice versa for the clusters with a large number of persons with a Moroccan
background (red). The mixing seems to be largest for persons with a Western, Other
Non-Western and Antillean background. This is confirmed by the index of dissimilar-
ity[2] calculated for these clusters (see Table 1).

Table 1. Index of Dissimilarity for each of the ethnic groups.

Ethnicity: Native Dutch Moroccan Turkish Surinam Antilles Other Non-West Western
Dissimilarity: 0.305 0.439 0.435 0.394 0.219 0.202 0.119

4 Conclusion and discussion

The results presented are the first steps into investigating the possibilities using (de-
rived) network data for official statistics purposes. The resulting in- and out-degree

1Communities containing less than 1 thousand persons were removed from the analysis.
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Fig. 1. Scatter plot matrix showing the fractions of each of the ethnicity groups in the communities
detected in the graph. The colors are derived using k-means clustering.

distributions may be used to model networks of other countries and regions where sum-
mary statistics is available, but individual data is scarce. As for using the network to de-
tect communities, further details need to be refined. For example, how does one weight
the different types of relationships? How does one compare community structures of
different regions/time periods? Current results do show that using graph analytics meth-
ods for analyzing society are promising.
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Rich-clubness defines the extent to which a network is characterized by the presence 
of a cohort of nodes with a large number of links (rich nodes) that tend to be well con-
nected between each other, creating a tight group (club) [1]. Although different meth-
ods, null-models and statistical tests have been proposed for assessing the rich-club-
ness, a procedure that assigns a unique value of rich-clubness significance to a given 
network is still missing. 

Here we introduce three novelties. First, we designed the Cannistraci-Muscoloni 
(CM) null-model which is able to generate random networks with a lower rich-club 
coefficient, more suitable for the characterization of the rich-clubness. In particular, it 
was able to solve the main point of weakness of the Maslov-Sneppen (MS) procedure 
[2], which can produce random networks with a rich-club coefficient as high as in the 
original network, bringing to misleading conclusions (Fig. 1). Second, we introduced a 
new normalization of the rich-club coefficient using the difference rather than the ratio, 
favouring the detection of the correct peak of deviation from the null-model. Third, we 
proposed a new statistical test which is the first to assign a unique p-value to a given 
network. Furthermore, if the p-value is significant, the corresponding rich-club subnet-
work is also detected. (Fig. 2). The test presents robustness since it exploits a population 
of random peaks of deviation from the average null-model that might occur also at 
different degree values. The advantage with respect to the state-of-the-art statistical test 
[3], [4], which provides a p-value for each degree, is that the latter one can produce 
significant p-values also for low-degree cohorts (paradoxically detecting a club that is 
not rich). 

This study can have relevance for the analysis of the internal organization and func-
tion of networks arising in systems of disparate fields such as transportation, social, 
communication and neuroscience. In fact, simulations that investigate how the func-
tional performance of a network is changing in relation to rich-clubness might be more 
easily tuned controlling one unique value that is the proposed rich-clubness measure. 
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Fig. 1. We created a synthetic network for each combination of tuneable parameters of the Pop-
ularity-Similarity-Optimization (PSO) model [5] (size N, half of average degree m, temperature 
T), fixing the power-law degree distribution exponent γ = 2.5. For each PSO network we gener-
ated 1000 random networks using the two null-models discussed in this study: Maslov-Sneppen 
(MS) and Cannistraci-Muscoloni (CM). The plots report, for each different parameter combina-
tion, the rich-club coefficient (non-normalized) of the PSO network and the mean rich-club co-
efficient for each null-model, averaged over the 1000 repetitions. The figure highlights that for 
most of the parameter combinations, in particular for large network size (N) and average node 
degree (2m), the synthetic networks present fully connected k-subnetworks for high degrees, 
which might suggest the presence of rich-clubness. However, it can be noticed that also the MS 
null-model is characterized by a rich-club coefficient very close to the one of the original net-
work. This represents a relevant limitation of the MS procedure when adopted in this context. 
Networks could be classified as non-rich-club not because the rich nodes do not form a club, but 
because the rich nodes form a club also in the null-model. 
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Fig. 2. (A) Explanatory plot of the statistical test for rich-clubness. (1) Given a network, a popu-
lation of 1000 random networks are generated using the CM null-model proposed in this study. 
(2) The rich-club coefficient of the considered network is computed for each degree and then 
normalized (using the difference) by the mean coefficient of the random networks. The normal-
ized coefficient is shown in red, whereas the black ground line indicates the reference case in 
which the rich-club coefficient is equal to the mean coefficient of the null-model. (3) The rich-
club coefficient of every random network is also computed for each degree and normalized by 
the mean coefficient of the 1000 random networks. (4) The maximum value of the normalized 
rich-club coefficient (peak of deviation from the mean null-model) is computed both for the con-
sidered network (observed peak) and for the population of random networks (null distribution of 
peaks, shown in blue). Notice that to preserve clarity the 1000 normalized RC curves for the 
random networks are not reported. However, the blue line on the right shows the null distribution 
of random peaks generated by the random networks obtained by the CM null-model. The dashed 
red line represents the projection of the observed peak to the null distribution of random peaks. 
(5) A one-sided p-value is computed as the percentage of random peaks greater or equal than the 
observed peak. (B) The considered network is shown with nodes coloured by increasing log-
degree using a cold-to-warm colour map. The rich-club subnetwork is highlighted, composed by 
the nodes with degree larger than the degree of the observed peak (k > 19) in the normalized rich-
club coefficient. 
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1 Introduction

The analysis and control of dynamics on large networks is often a challenging task.
Reduction methods which can cut this complexity have intensively been developed and
see for example these recent works [1, 2]. We propose here a new approach of reduction
allowing to drive an original large arbitrary network towards a particular structure: a
scale-free network. Scale-free networks are characterized by a large number of nodes
with a small degree and some nodes with a very large degree: their degree distribution is
a power law. The scale-freeness of a network implies interesting properties: robustness
to failures, ultra-small world property [3], and interesting features for control design
[4]. Then, it appears that, for some applications, the reduction method would be more
interesting if it allows to obtain a reduced network with a scale-free structure. The
objective of the method developed here is starting from an arbitrary large weighted
and directed network and finding a reduced network with a scale-free structure, while
preserving some physical properties of the initial graph for consistency.

2 Problem formulation

The reduction is made by partitioning the initial graph into groups of connected nodes
and assigning each part as a new node in the reduced graph. By this way, the topological
structure of the graph (interconnections) is preserved. Then the problem can be viewed
as a minimization problem where we look for a partition of the initial graph G0 such
that the graph G̃ coming out of this partition minimizes the sum of two cost functions:
JSFα (G)+ Jsim(G,G0) where JSFα (G) is the scale-free error and gives indication on the
scale-freeness of the graph and Jsim(G,G0) is the similarity cost function between G
and G0 and gives an indication on the error between the graph and the initial graph. The
minimization is done under a constraint: G̃ has to preserve some physical properties.
The general problem being stated, we give some specifications to solve a particular
case:

– The scale-free error is the 2-norm difference between the degree distribution of the
graph and the power law corresponding to the desired scale-free distribution.

†Institute of Engineering Univ. Grenoble Alpes
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– The similarity cost function is written as follow:

Jsim(G1,G0) =
‖x?G1

−Proj(x?G0
)‖2

‖Proj(x?G0
)‖2

(1)

where x?G is an indicator of spectral centrality in the graph G (not detailed here),
and Proj(x) is the vector of the sum of the element of x within each clusters. This
cost function translates the closeness between the centrality in the reduced graph
and the sum of the centrality within each cluster in the initial graph.

– The only physical property we want to preserve is the mass conservation: for every
node the sum of the weights of incoming edges is equal to the sum of the weights
of outgoing edges.

3 Results: Theorem and simulations

Definition: A merging is a particular partition where only two connected nodes are
gathered. Precisely if the set of edges is V = {1, ...,n}, a merging is a partition with the
form {{1}, ...,{v− 1},{v+ 1}, ...,{w− 1},{w+ 1}, ...,{n},{v,w}} where (v,w) is an
edge of the graph.

Within the specifications given previously we have the following theorem.

Theorem 1. Let G0 be a weighted graph. For all merging M, the weights of the graph
G1 issued of the merging M of G0 can be chosen such that G1 preserves the mass
conservation property and such that the similarity cost function is null.

By exploiting this theorem, we have designed an iterative algorithm to solve the
above optimisation problem: starting from an initial large graph, we look at each step
for the best merging which is the merging whose resulting graph minimizes the scale-
free error. We do not look at the value of the similarity cost function as it is null for
all merging just by choosing the good weights. Instead of looking for the best edge
within the whole set of edges, we only search within a small randomly selected set of
edges. This choice allows to cut considerably the computation time and figure 2 shows
that it has a minor influence on the efficiency of the algorithm. The complexity of the
algorithm is O(NrN2

v ), where Nv is the number of nodes in the initial graph and Nr the
size of the random set of edges tested.
Although the algorithm does not provide the exact solution of the problem, simulations
show that the graph obtained is really close to the scale-free structure desired. Figure 1
shows the results of the simulation on the urban traffic network of Grenoble which is
originally rather far from a scale-free structure.
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Fig. 1: Top left: the initial graph of Grenoble (double-way roads are thicker than one-way ones).
Top right: result of the algorithm, a scale-free graph five times smaller than the initial one. The
graph respects the mass conservation property and allows to reconstruct the centrality of each
zone with a perfect consistency with the centrality in the initial graph. Bottom: the degree distri-
butions show the ability of the algorithm to drive the initial graph to the desired structure.
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Fig. 2: Evolution of the scale-free error through the algorithm for different values of the size of
the random set of edges: there is no significant advantage to explore a very large set of edges.
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1 Introduction

The efficiency of academic education is nowadays a matter of political, economical
and societal importance. University rankings, reviewed e.g. in many details in [4], are
among the most important tools to measure academic efficiency. The available rank-
ing approaches are based on human selection rules which can not be exhaustive or can
favor certain cultural choices and preferences. Thus it would be highly desirable to
construct an independent mathematical statistical method which ranks universities in-
dependently of any human rules. In order to fill this gap, we have recently proposed
the Wikipedia Ranking of World Universities (WRWU) [5,7] based on the statistical
analysis of networks of Wikipedia articles. Wikipedia now supersedes Encyclopedia
Britannica in size and even in accuracy of articles devoted to many scientific domains
[3]. Presently, Wikipedia contains more than 280 language editions representing dif-
ferent and complementary cultural views on human knowledge. This huge amount of
encyclopedic data encodes also hidden information about how different cultures and
societies are entangled. For all these reasons probing Wikipedia is relevant to build
rankings for various aspects of human activities, one of these being higher education.

2 Methods

The mathematical grounds of this approach are based on Markov chain theory and,
in particular, on the Google matrix analysis initially introduced in 1998 by Google’s
co-founders, Brin and Page [1], for hypertext analysis of the World Wide Web. Let’s
consider the network of the N articles of a given Wikipedia edition. The network adja-
cency matrix element Ai j is equal to 1 if article j points towards article i and equal to
zero otherwise. The Google matrix element Gi j = Si j +(1−α)/N gives the transition
probability that a random reader jump from article j to article i. The stochastic matrix
element is Si j = Ai j/∑N

i=1 Ai j if article j is not a dangling node, otherwise Si j = 1/N.
The dumping factor α = 0.85 allows the random reader to escape from dangling sub-
networks. The right eigenvector P corresponding to the λ = 1 Google matrix eigenvalue
is the PageRank vector. The vector element Pi is proportional to the number of times
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the random reader reads article i. The CheiRank vector P∗ is the λ = 1 right eigen-
vector of the Google matrix constructed with the inverted network using A ji instead of
Ai j. PageRank measures the relative influence of nodes. Recursively, the more a node
is pointed by influent nodes, the more it is influent. CheiRank measures the relative
communicative ability of nodes. Recursively, the more a node points toward important
communicative nodes, the more it is communicative. The ranking of the most influent
(communicative) universities is obtained by extraction from PageRank (CheiRank) the
articles devoted to universities.

3 Results

Table 1 (leftmost column) gives for the 2017 English edition of Wikipedia, the top10
of the most influent universities using PageRank algorithm. As a comparison, the top10
of the 2017 Academic Ranking of World Universities (ARWU) is shown in Table 1
(rightmost column). The two top10s (top100s; not shown) have 9 (61) universities in
common confirming the fact that Wikipedia ranking is indeed able to measure aca-
demic excellence. Comparing each of these two rankings with the corresponding ones
in 2013, we see that Wikipedia ranking is more robust since 9 universities are in com-
mon and keep their positions [7] and for ARWU 10 universities are in common but
only 4 keep their positions. Fig. 1 (left panel) shows the geographical distribution of
top100 universities from the 2017 English Wikipedia network PageRank analysis. As
in ARWU, Anglo-Saxon universities dominate in number. Fig. 1 (right panel) gives the
distribution of the density of 2017 English Wikipedia articles in the plane of PageRank
index K vs. CheiRank index K∗. We clearly see that the most influent universities (low
PageRank index K) are also among the top100 of the most communicative universities
(CheiRank K∗); PageRanking and CheiRanking share 41% universities in common. We
observe that top influent universities have a PageRank as low as ∼ 102 indicating the
very importance of the corresponding articles in the 2017 English Wikipedia network
(∼ 5×106 articles). Also, most of the ARWU top100 universities which are not present
in Wikipedia top100 PageRank are also not present in the top100 CheiRank, indicating
their lack of communicative ability via Wikipedia.

2017 English Wikipedia PageRanking Rank 2017 ARWU
Harvard University 1 Harvard University

University of Oxford 2 Stanford University
University of Cambridge 3 University of Cambridge

Columbia University 4 MIT
Yale University 5 University of California, Berkeley

Stanford University 6 Princeton University
MIT 7 University of Oxford

University of California, Berkeley 8 Columbia University
Princeton University 9 California Institute of Technology

University of Chicago 10 University of Chicago
Table 1. Comparison between the ranking of world universities obtained from the PageRank of
the 2017 English Wikipedia network (leftmost column) and the 2017 academic ranking of world
universities provided by the Shanghai Jiao Tong University (rightmost column).
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Fig. 1. Left panel: geographical distribution of the top100 universities obtained from the Page-
Ranking of the 2017 English Wikipedia network. Right panel: density distribution dN/dKdK∗ of
2017 English Wikipedia articles in the plane of PageRank and CheiRank indexes (K,K∗) shown
by color with dark violet for minimum and white for maximum (black for zero). Yellow disks
(green circles) indicate the top100 universities using PageRank (CheiRank) algorithm. Red points
indicate 2017 ARWU top100.

Fig. 1 shows results for 2017 English edition of Wikipedia. At the Complex Net-
works 2017 conference, we will present an exhaustive study of 24 different language
editions of Wikipedia (∼ 17×106 articles) representing about 60% of the total articles
in Wikipedia and corresponding to about 60% of the total world population. Conse-
quently, we will construct a network of culture comparing the different cultural point of
views encoded in these language editions. Aggregating rankings for the 24 Wikipedia
editions, we will provide the 2017 global Wikipedia Ranking of World Universities.
Also, using the recently developed reduced Google matrix method [2,6], we will present
hidden links existing between the most influent universities.
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1 Introduction

In the last decades, complex networks have been exploited in a wide range of applica-
tions, with an increasing interest to physical and engineering problems. Specifically, the
study of problems related to fluid flows mainly concerns two-phase flows [1] and geo-
physical flows [2], with particular attention to time-series mapping into networks (e.g.,
visibility [3]). In this work, we propose a correlation network-based investigation [4–7]
of a turbulent channel flow, with the aim to spatially characterize the flow dynamics [8],
introducing a novel statistical approach to wall turbulence analysis.

2 Database Description and Methods

The data [9] were extracted from a direct numerical simulation of a fully developed tur-
bulent channel flow at Reτ =Huτ/ν = 180, where H = 1 is the half-channel height, ν =
1/180 is the kinematic viscosity and uτ = 1 is the friction velocity. The physical domain
is (4πH×2H×4/3πH) with a grid resolution of (Nx×Ny×Nz) = (576×191×288),
where (x,y,z) are the streamwise, wall-normal and spanwise directions, respectively.
The velocity field was computed and data were acquired for 5000 time samples, with a
time-step ∆ t = 2.510−4. Firstly, we selected N′x = 144 equally spaced grid points in the
x direction and N′z = 150 consecutive grid points in the z−direction. We then assigned a
node to each selected grid point, resulting in n = (144×191×150) = 4125600 nodes.
The Pearson correlation coefficients based on the streamwise velocity component time-
series were evaluated for each pair of nodes. Although such procedure can also be
carried out for other physical quantities, the streamwise velocity is one of the most sig-
nificant variables to characterize turbulent channel flows. A spatial network was then
built, where links are active if the absolute value of the correlation coefficient is greater
than or equal to a suitable threshold, τ , which was here set equal to 0.85. A high value
of τ was chosen to highlight the strongest spatial correlations and to have a manageable
number of links. In order to take into account the non-uniform spacing of the grid in
the wall-normal direction, we assigned to each node a weight equal to the volume, Vj,
of that node. Specifically, we defined the volume-weighted connectivity [10] of node
i as VWC(i) = ∑N

j ai jVj/Vtot , where ai j are the entries of the adjacency matrix (with
aii = 1), and Vtot is the total volume of the domain. VWC(i) ranges between zero and
one, and represents the fraction of volume to which the node i is connected.
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3 Results

In Fig. 1(a) we highlight the nodes with high VWC values; in particular, we say that
a node has a high VWC value if its cumulative probability, defined as P(VWC) =

∑∞
VWC′=VWC p(VWC′), satisfies P(VWC)≤ 10−2 (corresponding to the 99th percentile),

where p(VWC) is the VWC probability distribution [11]. The nodes connected to a
higher fraction of volume tend to group into clusters elongated in the streamwise di-
rection, x, representing regions of high kinematic coherence, i.e. nodes with stronger
spatial connections. Such clusters of hubs, as also evidenced in Fig. 1(b), are present
both close to the walls (i.e., at y+ = 0,360) and at the center of the channel (i.e., at
y+ = 180), although the dynamics leading to the connections change at different wall-
normal distances. It is interesting in Fig. 1(b), the nesting behavior of high VWC nodes.
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Fig. 1. (a) View of nodes with VWC in the 99th percentile. (b) Planar section at x+ = 2000;
the colorbar refers to the full range of VWC values. The axes are reported in wall-units, i.e.
(x+,y+,z+) = (x,y,z) ·uτ/ν .
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Fig. 2. The fraction of volume of the first N neighborhoods for three pairs of source-nodes. Nota-
tion: H/L-VWC, high/low VWC values; w1/w2, walls 1 and 2; c, center of the channel.

To have a better spatial characterization, the location of progressive neighbors of
nodes at different VWC is investigated next. By doing so, it is possible to understand
how different regions in the channel are connected. To this end, we analyzed the succes-
sive neighborhoods [12] of selected source-nodes, at different wall-normal distances.
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We considered the N cumulative neighborhoods as the union of the first N neighbor-
hoods. In order to illustrate the differences in the progressive patterns of the cumula-
tive neighborhoods for different source-nodes, we selected three pairs of representative
nodes — two pairs close to the walls and one at the center —, each one with a high
and a low VWC value. Fig. 2 shows the behavior of the the fraction of the total volume
occupied by the nodes in the first N neighborhoods for the three pairs of nodes. Starting
from the source-nodes close to the wall, the expansion of the neighborhoods is clearly
much faster than the expansion of the neighborhoods of source-nodes at the center of
the channel, independently of the VWC values. However, at a fixed y+, the expansion of
the neighborhoods is slower for nodes with low VWC. In this context, an important role
is played by nodes connected with negative correlation links, since they are generally
less frequent and could suggest the presence of particular kinematic dynamics.

Summary. The present analysis can highlight spatial relations among different regions
in a novel view that relies on the network formalism. In particular, the presence of clus-
tered and elongated groups of highly connected nodes at various wall-normal distances
indicates a spatial coherence related to the streamwise velocity correlations. The analy-
sis of progressive neighborhoods, feasible only through a network approach, offers use-
ful information on the spatial propagation of high-correlation patterns. Therefore, the
proposed approach can provide new insights into the spatial characterization of complex
systems such as turbulent flows, which deserves additional extensive investigation.
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1 Introduction

Probabilistic networks where probabilities are assigned to the edges can be used to
model systems where the existence of connections between its entities cannot be de-
termined with certainty. For example, more than 50% of the edges in protein-protein
interaction networks do not correspond to actual interactions [4], edges in computer
communication networks can be subject to failures, and edges in online social networks
may not correspond to offline social interactions.

The most prevalent measure corresponding to node degree in probabilistic networks
is expected degree which is the sum of the probabilities of the edges connecting to the
node [3] [2]. In this work we show that, despite its popularity as a centrality measure
for probabilistic networks, expected degree can produce counter-intuitive results. We
then define basic properties that degree centrality measures in probabilistic networks
should satisfy, showing that expected degree and related measures do not satisfy them.
We conclude by discussing alternative approaches.

2 Limitations of existing measures

In the following we will notate P>(i, j) the probability that the degree of node i is higher
than the degree of node j — that is, P(degi > deg j), and P=(i, j) the probability that
the degree of node i equals the degree of node j — that is, P(degi = deg j).

Fig. 1(a) shows a probabilistic graph where expected degree does not succeed in
providing a satisfactory representation of node connectivity. As an example, nodes A
and D have the same expected degree (0.9). However, D’s degree can be up to four
times higher than A. Conversely, assuming probabilistic independence between edges,
P>(A,D)> P>(D,A). Expected degree does not capture any of these features. A similar
reasoning can be applied to other combinations of nodes.

While Fig. 1(a) shows that not only the total probability but also the number of edges
plays a role in characterizing node centrality, even these two statistics together are still
not enough to provide a good characterization of node degree in probabilistic networks.
For the three nodes in Fig. 1(b), and Fig. 1(c), Table 1 indicates both the expected de-
gree and the generalized degree centrality [1], a degree measure for weighted networks
considering also the number of edges. It can be noticed how the three nodes are indistin-
guishable according to these two measures. However, in Fig. 1(b) P>(A,C)< P>(C,A),
while in Fig. 1(c) P>(A,C) > P>(C,A). Similar considerations apply to other nodes in
the figures.
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(a) (b) (c)

Fig. 1. (a) A probabilistic Network, where nodes A, C and D have the same expected degree. (b-c)
Different distributions of probabilities across the edges of three nodes.

Table 1. Comparing the nodes in Figures 1(b) and 1(c). E: Expected Degree, GD: Generalized
Degree. The three nodes in each figure are indistinguishable using these statistics, even if for
some nodes there is a higher probability that its degree is higher than the others

Graph node E GD Graph node E GD

Fig 1(b) A 0.9 2α 0.91−α Fig 1(c) A 1.4 2α 1.41−α

B 0.9 2α 0.91−α B 1.4 2α 1.41−α

C 0.9 2α 0.91−α C 1.4 2α 1.41−α

3 Degree in probabilistic networks: basic properties

In the previous section we have given an intuition of the fact that expected degree does
not capture well the relationship between node degrees in probabilistic networks. A
degree function f (i) that can capture node degrees in probabilistic networks, would
ideally fulfill the following two properties. ∀i, j:

P>(i, j) = P>( j, i)⇒ f (i) = f ( j) (1)

which means that regardless of the value of the probability that degree of nodes i and j
is equal, if P>(i, j) = P>( j, i) then their degree have to be equal, and:

P>(i, j)> P>( j, i)⇒ f (i)≥ f ( j) (2)

Where, P>(i, j) + P>( j, i) + P=(i, j) = 1.

4 Towards new degree centrality measures

In our presentation, we will discuss alternative ways to define a degree centrality mea-
sure satisfying the previous properties. The main idea behind our discussion is that
degree centrality in probabilistic should be a function of (1) the total (or average) prob-
ability mass assigned to edges adjacent to the node, (2) the number of edges and (3) the
distribution of the probability mass across the edges.

A highlight of our results is presented in Fig. 2, where we compare two nodes with
extreme patterns of probability mass distribution across their edges in the case of nodes
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with two adjacent edges (this can be generalized to arbitrary degrees). In particular,
one node has its probability mass equally distributed across its edges and the second
has most of the probability mass associated to a single edge. As we can see in the
figure, the average edge probability (E/l) gives us an indication of which node has a
higher probability of having a higher degree. In particular, when E/l = 0.5, regardless
of how probabilities are distributed across edges P>(i, j) = P>( j, i). If 0 < E/l < 0.5,
P>(i, j) < P>( j, i) where i is the node with equally distributed probabilities. On the
other hand, if 1 > E/l > 0.5, P>(i, j)> P>( j, i).

Fig. 2. li = l j = 2 , Ei = E j .
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1 Introduction

Words co-occurrence networks capture relationships between words co-occurring in
a given document or phrase: each node is a word, and an edge exists if two words
both appear in the same document. Co-occurrences networks have been used, among
other things, to study the structure of human language [5], to detect influencial text
segments [7], to identify authorship signature in temporal evolving networks [1]. Here
we are interested in the analysis of the mathematical content of scientific articles, in
order to develop measures for visualising mathematical concepts that can be used to
classify scientific production in a novel way. The use of co-occurrence networks in
scientometrics is not new, for example [10] focus on weighted co-occurrences networks
of keywords to study the expansion of knowledge in nanoEHS risk literature.

Our work differs as we extend our analysis a large set of mathematical concepts,
and because we use a simplicial complex framework, as in [4], to have a better un-
derstanding of the clustering of concepts within and across different articles. Modeling
co-occurrence relations as a simplicial complex allows to go beyond the network de-
scription that reduces all the structural properties to pairwise interaction and their com-
binations, and provides a natural framework for studying higher-order relations. This
approach has proved to be very useful when the data has inherently rich structure, as in
[9].

2 Dataset

In this work we analyse the dataset of 54K arXiv articles, divided into subject sub-
sets, extracting from each article text its mathematical content. We extract mathemati-
cal concepts from Wikipedia, including 1618 expressions, and all the equations in LATEX
format.

The resulting network is very dense, hence exploratory analysis of communities
with Louvain [3] method is not very informative, as the compression of data induced
by the network approach inevitably causes loss of information about the conceptual
layers. This is a common problem with co-occurrences networks, we decided not to
address it thresholding edges below or above a certain weight, as we want to keep all the
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information, as we cannot rule out that some low-weight connections reveal important
bridges between conceptually different areas. Instead we use the Persistent Homology
method [8] to explore the higher dimensional shape of our data.

3 Results and Discussion

The concept co-occurrences network provides a low-level visualisation of the concep-
tual content of the articles, and a framework to analyse the similarities between the
content of articles, that can be used to develop a much finer classification of scientific
production than that based on journals or keyword co-occurrences networks and allows
to explore the effective distance between different fields on the basis of an objective
metric. Moreover, studying the temporal variability of both the co-occurrences and ar-
ticles networks we aim to draw a picture of the evolution of scientific disciplines, and
the emergency of new fields as the merging of previously separated areas.

Loosely on the line of Russell’s and later Wittgenstein’s logical atomism, we con-
sider the nodes of our network as the atoms of mathematical concepts which relations
are captured by their co-occurrence in a scientifically coherent document. Conceptual
atoms together with their relations originate conceptual complexes, that we visualise
as aggregations of conceptual simplices: thus, detecting higher level concepts in our
dataset is equivalent to find higher order structures on the co-occurrence network, and
study their relations.

Using a weight rank clique filtration [9, 8] on the weighted co-occurrences simpli-
cial complex, we analyse its persistent homology Hp, that detects how the pth homology
changes along the steps of the filtration. H0 detects connected components, H1 loops,
H2 voids (or 2-dimensional holes). One of the characteristics that immediately emerges
from our dataset is that there are many persistent holes of different dimensions in our
dataset. In H1 there are 11972 loops, of which only 7 die before the final step of the
filtration, while the analysis of H2 yields 22770 voids, most of which ’live’ till the end
of the filtration, and only 8 ’die’ at intermediate stages. Voids are particularly interest-
ing as, in representing lower connectivity between concepts, detect potential ’missing’
triangles of co-occurrences that can unify different areas of mathematics. Understand-
ing which is the minimum number of triangles needed is one of our questions, that we
hope to answer with further research, in order to predict which are the missing connec-
tions in those homological holes that never die that would change the structural shape
of mathematics.
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5. Ferrer i Cancho, R., Solé R.V.: The small world of human language. Proc. R. Soc. Lond. B
2001 268 2261-2265; DOI: 10.1098/rspb.2001.1800. (2001)

6. Ferrer i Cancho R., Capocci A., Caldarelli G.: Spectral methods cluster words of the same
class in a syntactic dependency network Int. J. Bifurcation Chaos. 17 2453–2463 (2007)

7. Garg, M., Kumar, M.: Identifying influential segments from word co-occurrence networks
using AHP. Cognitive Systems Research 47, 23–41 (2018)

8. Otter N., Porter M. A., Tillmann U., Grindrod P. and Harrington H. A.: A
roadmap for the computation of persistent homology. EPJ Data Science 6(17):
https://doi.org/10.1140/epjds/s13688-017-0109-5 (2017)

9. Petri G, Scolamiero M, Donato I, Vaccarino F Topological Strata of Weighted Complex
Networks. PLoS ONE 8(6): e66506. doi:10.1371/ journal.pone.0066506 (2013)

10. Radhakrishnan S., Erbis S., Isaacs J. A., Kamarthi S.: Novel keyword co-occurrence
network-based methods to foster systematic reviews of scientific literature. PLoS ONE 12(3):
e0172778. https://doi.org/10.1371/journal. pone.0172778

308

The 6th International Conference on Complex Networks &
Their Applications. Nov. 29 - Dec. 01, 2017, Lyon (France)



In-block Nested Structural Patterns in Ecological and
Social Networks
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claudio.tessone@uzh.ch,

2 IN3, Universitat Oberta de Catalunya, Spain
3 Physics Department, Université de Fribourg, Switzerland

1 Introduction

The concept of nestedness was coined in ecology to characterise the spatial distribution
of biotas in isolated, yet spatially-related landscapes, and later found to describe large
families of inter-species relations. In structural terms, a perfectly nested pattern is such
that the set of interactions of any given node is a nested subset of the connections of
larger degree nodes; see Fig. 1(left). Nestedness has imposed itself as a landmark feature
in mutualistic classes in the most variegated disciplines.

On the other side, the identification of modular patterns in networks stands as one of
the hallmarks in the area with prominent precedents in social network analysis. Besides
social systems, networks with significant community structure, see Fig. 1 (middle),
appear in multiple contexts, like biology or cognitive science. It implies the existence of
subgroups of nodes, strongly connected within but loosely connected to nodes outside.
The identification and analysis of community structure constitutes itself a sub-area of
network science. It poses challenges with respect to detection algorithms, empirical
problems, applications and conclusions derived.

Fig. 1. From left to right. Example of network with nested structure. Rows and columns have been
ordered by degree. Example of a network with community structure. High internal connectivity
between nodes of the same community and low connectivity between nodes on different commu-
nities. Example of a network with in-block nested structure. Nodes within communities exhibit
nested structure.Vertical and horizontal lines are a visual guide to show the existing modules.

Nestedness and modularity have been often treated as incompatible architectures,
since they are thought to emerge from conflicting (cooperative, competitive) dynamics.
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Thus, most studies have only focused exclusively on either of them. In this work, we in-
troduce a compact methodological framework that jointly considers both patterns block
structure and In-Block Nestedness (INS). Our findings indicate that these previously-
overlooked structures are in fact common in ecological and social systems. This opens
a new direction for the structural analysis of ecological and social systems and, at the
same time, calls for new models to explain how such structures emerge.

2 Results

Without loss of generality consider a bipartite network describing a relationship be-
tween two sets G = {s, t, . . .} and Γ = {σ ,τ, . . .} with cardinalities Nr and Nc re-
spectively. The bipartite network can be represented as a binary adjacency matrix A
whose elements are As,τ = 1 if a relationship between elements s ≤ Nr and τ ≤ Nc
exists, zero otherwise. We consider that both sets of nodes are partitioned into C dis-
joint subsets, termed blocks. This implies that for each node i, it is possible to define
a membership variable αi. Based on this, the total size of block ` can be obtained as
C(`) = ∑Nr

s=1 δ (αs, `) + ∑Nc
σ=1 δ (ασ , `), where δ is the Kronecker Delta. In addition,

Cs = ∑t δ (αs,αt) and Cσ = ∑τ δ (ασ ,ατ) give, respectively, the number of nodes in the
block nodes s and σ belong to.

We introduce the in-block nestedness fitness I , which quantifies to which extent a
network exhibits INS,

I =
2

Nr +Nc

{
Nr

∑
s,t

[
Os,t −〈Os,t〉
kt (Cs−1)

Θ(ks− kt)δ (αs,αt)

]

+
Nc

∑
σ ,τ

[
Oσ ,τ −〈Oσ ,τ〉

kτ (Cσ −1)
Θ(kσ − kτ)δ (ασ ,ατ)

]}
. (1)

where ki corresponds to the degree of the element i (regardless on whether it belongs
to G or Γ ); Θ(·) is the Heaviside step function (such that the only contributing terms
are those in which the outer index has larger degree than the inner); O·,· measures the
degree of overlap between row and column pairs as: Os,t = ∑Nr

υ=1 Asυ Atυ , and Oσ ,τ =

∑Nc
u=1 Auσ Auτ . Null models 〈Os,t〉 and 〈Oσ ,τ〉 gauge the expected overlap between a pair

of nodes belonging to a class and aims at compensating the nestedness that can be ex-
plained solely by the nodes’ degrees. The special case of a single block (i.e. global
nestedness) is denoted N . We have performed extensive analyses on synthetic bench-
mark graphs that show that optimisation of Eq. 1 leads to the correct detection of INS
structures, whereas modularity optimisation or community detection algorithms do not.

In Fig. 2A, two colour-coded scatter plots are shown for uni- (left) and bipartite
(right) networks. Strikingly, modularity Q and in-block nestedness I are not strongly
correlated in real datasets. Networks that exhibit small or intermediate values of modu-
larity (compatible with those of a random network) may show high I , regardless of the
N score. Also, large values of Q – which unsurprisingly display nestedness ≈ 0 – in-
deed exhibit both large and small I scores as well. Beyond the uncorrelated behaviour
between the three descriptors, what surfaces here is the fact that when analysing data
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Fig. 2. (A) Scatter plot confronting modularity and nestedness with the I measure (color coded).
Each point represents either an ecological, urban or social network (left panel: unipartite net-
works; right panel: bipartite networks). Note that bipartite networks have been analysed under
the formulation of Barber’s modularity. (B) Comparison of in-block nestedness value obtained
optimising modularity or directly I , as we propose.

we may be overlooking a relevant pattern – IBN structure – just because two partial
views of it (N and Q taken independently) appear to be non-significant.

Further, in Fig. 2B we show the value of I for partitions obtained by maximising
Q confronted to the maximisation of I itself. This plot evidences that modularity op-
timisation may sometimes render partitions which do have some in-block organisation
(near the diagonal), but most often it is blind to it. This result highlights that using an ap-
proach where modularity is maximised, to successively evaluate nestedness within the
blocks identified, is not able to unveil the IBN structure in most real-world networks.

Summary. In the past years the concept of nestedness has clearly overflowed the clas-
sical ecological framework: beyond mutualistic networks, we have now evidences that
nested patterns appear in diverse settings, from anthropology and sociology to econ-
omy and urban science. Parallel to the discovery of new instances of nested organisa-
tions, scholars have debated around the co-existence of two apparently incompatible
macroscale architectures: nestedness and modularity. In this regard, the discussion is
far from a solution mainly for two reasons. First, nestedness and modularity appear to
be the result of two contradictory dynamics, cooperative and competitive ones. Second,
existing methods to evaluate the presence of nestedness and modularity are flawed when
it comes to the evaluation of concurrently nested and modular structures. In this work,
we define the concept and formulation of In-block Nestedness as a structural measure
that assesses to what extent a network is composed of modules whose internal connec-
tivity exhibit a nested structure. Further, we have developed a method that allows us to
identify such structures successfully, both in synthetic and real networks.
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1 Introduction

Social media literature has long debated whether Twitter is an information diffusion
system, characterized by a skewed distribution of links and low rate of reciprocal ties
[1, 6], or a social network, structured around social relations, with a higher incidence of
reciprocal ties and a distribution of outgoing links similar to that of incoming links [5].
The debate hinges on the overall network structure observed on Twitter and is relevant
to organizations and users seeking to optimize the reach of their message in the social
network.

Here we investigate shifts in Twitter network topology resulting from the type of
information being shared. We identify communities matching areas of agricultural ex-
pertise and measure the core-periphery centralization of network formations resulting
from users sharing generic versus specialized information. We found that centralization
increases when specialized information is shared and that the network adopts decen-
tralized formations as conversations become more generic. The results are consistent
with classical diffusion models positing that specialized information comes with greater
centralization, but they also show that users favor decentralized formations, which can
foster community cohesion, when spreading specialized information is secondary.

2 Data and Methods

We start with 153 Twitter users identified by the University of California Division of
Agricultural and Natural Resources (UCANR) as important sources of information on
the topics of agriculture and environment. This initial set of users forms the seed nodes
from which we snowball data collection to the larger group of users following or be-
ing followed. Our resulting dataset restricts to messages posted in 2014. We rely on
the sampled data to graph a network of @-mentions and retweets connecting users. In
both cases, we draw an @-mention or retweet edge connecting two accounts that have
posted at least one message with specialized information at some point in 2014. These
sampling processes renders a network of 4.4M edges and 32K nodes.

We rely on the approach introduced by [4] to estimate the core-periphery structure
[3] of a network. By elaborating the dynamics of a random walker, a curve (the core-
periphery profile) and a numerical indicator (the core-periphery score C) are derived.
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The approach measures the extent to which the network is organized in a centralized
fashion or, inversely, in an homogeneous structure. Additionally, a coreness value is
attributed to each node, qualifying its position and role (Fig. 1, left).
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Figure 6: Core-periphery C scores of specialized (blue) and generic (pink) hashtag-based 

Fig. 1. Left: The core-periphery score C is the area between the core-periphery profile of a given
network and that of the complete (all-to-all) network (shaded area in the figure). The value is
normalized to 0 ≤ C ≤ 1, so that C = 0 for the complete network and C = 1 for the star network.
Right: Core-periphery scores C of specialized (blue) and generic (pink) hashtag-based subnet-
works (large dots).

3 Results

We start by identifying communities and categorizing them into specialized topical sub-
networks. Consistent with previous results [2], we find that the 10 detected communities
tweet dominant hashtags that distinguish substantive thematic communities: climate
change, food policy, water management, agriculture, plant sciences, politics, interna-
tional development, viticulture, gardening, and animal welfare. We subsequently run
multiple core-periphery analyses to test the hypothesis that higher estimates of core-
periphery structure are to be observed when, within each of the 10 communities, the
discussion shifts from specialized, agriculture-driven versus generic, non-agriculture-
related information (we rely on an unsupervised text classifiers to identify messages
as agriculture relevant). Based on such classification, we generate two subgraphs (aggie
and non-aggie) of comparable size for each community and calculate the core-periphery
score C. We find that the score of aggie subnetworks is larger in 10 cases out of 10, a
result which is strongly indicative of the overall impact of specialized information to
the network structure formed by the interaction of Twitter users.

Then, for each of the 10 communities, we select four hashtags (from the ten most
frequently used) that are particular to that community, two of which are judged to be
very specialized and two very generic. Therefore, two of the hashtag-based subgraphs
refer to specialized conversations and two refer to generic topics of conversation within
that community. We repeat the procedure for each community, hence rendering 10 × 4
subgraphs – 10 × 2 of specialized conversations and 10 × 2 of generic interactions.
This shares a resemblance with the previous reported experiment, but it is specifically
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designed to test the hypothesis that the network structure of specialized, hashtag-based
subnetworks is more centralized and that the network is increasingly structured around
a core and a periphery as the topic of conversation becomes more specialized.

The results of this last experiment confirm that increasing specialization of topics
is associated with star-shaped network formation, with the specialized hashtag-based
subgraphs exhibiting significantly higher centralization than their generic counterparts.
Figure 1 (right) unpacks these results: subgraphs of specialized conversation present
consistently higher core-periphery scores C compared with the subgraphs of generic
conversations. Indeed, the average core-periphery score for generic subgraphs is larger
than that of specialized subgraphs (the statistical hypothesis that the two means are
equal can be rejected at less than 1% significance level). Moreover, the pairwise com-
parison, community by community, of the mean of the two specialized scores against
the mean of the two generic scores yields a larger value for the former in all 10 cases.

In conclusion, the results reported herein indicate that the communities providing
specialized agricultural information become significantly more star-shaped as users
tweet, retweet, or comment on messages relaying specialized information. The shift
from more horizontal, decentralized topologies in which users interact and discuss
generic topics towards a hierarchical, star-like structures in which information cascades
from a few accounts to a large crowd of peripheral users is consistent with classical
diffusion models, which posit that decentralized diffusion system are more likely to
emerge when the innovations being diffused does not require high levels of technolog-
ical expertise. As such, Twitter networks become more centralized and structured as
an efficient information broadcast system when users change their conversation from
generic to specialized topics.
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1 Introduction

A large amount of human generated information is available online in the form of text
exchanged between individuals or groups. Examples include social network sites, on-
line forums and emails. The public accessibility of several of these sources allows us
to observe our society at various scales, from conversations among small groups of
individuals to the effects of misinformation on large communities.

To cope with the complexity of online information, researchers have typically fo-
cused on either the topology of the network, as commonly done in Network Science, or
the text exchanged among individuals, using methods from Computational Linguistics.
In both cases time has also been taken into consideration, as in Temporal Networks or
Temporal Information Retrieval.

In this work, we introduce an attributed multilayer model for temporal text net-
works, enabling the application of a wide range of existing methods to this context. Our
model can represent all the information contained in the aforementioned data sources,
including different types of text interactions, such as direct messages exchanged be-
tween individuals, multicast information targeting specific communities or broadcast
news.

Fig. 1. Codification example of online information from Twitter.

We also introduce two main approaches to analyze text networks, that we call dis-
crete and continuous. In the discrete model text messages can be classified into a num-
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ber of (possibly overlapping) groups. In the continuous approach, a comparison func-
tion generates a continuous score indicating the similarity of the text messages (e.g.,
based on their content).

Finally, we introduce various new types of projections based on the discrete and con-
tinuous models. A projection is a generic multilayer network operator that creates edges
in one layer based on the information present in another layer. We show that starting
from our unified multilayer model of text networks we can project its information into
several derived types of networks, such as communication networks, user-annotated
networks, topic-based multiplex networks and information propagation networks for
which existing analysis methods exist.

2 Results

To exemplify the potential of our model, we will present the results of the analysis of
a Twitter dataset containing all the tweets with hashtag #LTW, which was the main
hashtag used during the London Tech Week — a major technological conference held
in London from June 12 to June 16, 2017. By coding each tweet as in Fig. 1, we obtain
a multilayer network with 934 users, their follower/followed relations and the 4898
messages exchanged between them (See Fig. 2 left).

Fig. 2. Attributed multilayer model for temporal text networks (left) and one possible projection
of the text layer based on topic analysis (right).
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We can now apply a text discretization by identifying the topics of the tweets, so that
each topic is projected into a separate layer (See Fig. 2 right). This creates a multiplex
network where interactions on different topics are coded into different layers. In our
working example we have identified the topics by weighting and clustering the hash-
tags, obtaining as a result: education, womenintech, healthcare, hackathon, smartcities,
technology, startups, ai, financial, iot, menabling17, drones, industry, telecom, cloud.
So, our example tweet will be represented as two interconnected nodes present in the
healthcare and technology layers.

At this point we can apply standard multilayer methods [4] [3], obtaining as a result
information about the three components: the network structure, the topics and their time
evolution. For example, using the abacus [1] community detection algorithm for multi-
layer networks we are able to identify not only communities of users strongly connected
or sets of tweets about similar topics, but also topic-specific discussion groups.

For space reasons, here we have described a specific data analysis workflow, starting
from our general data model, applying a text discretization function, a number of pro-
jections and finally a multilayer clustering method. Using different types of projections,
or working directly with the original model, several types of text and structural analysis
can be unified under the same framework. Examples include conversation retrieval [5],
where a message ranking method is defined as a function of text, relationships between
messages and between senders/recipients, and temporal information, and text message
clustering [2] — as opposed to our working example where we cluster people using the
information exchanged between them.
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Abstract. tikz-network is an open source software project for visualizing
graphs and networks in LATEX. It aims to provide a simple and easy tool to create,
visualize and modify complex networks. The packaged is based on the PGF/TikZ
languages for producing vector graphics from a geometric/algebraic description.
Particular focus is made on the software usability and interoperability with other
tools. Simple networks can be directly created within LATEX, while more com-
plex networks can be imported from external sources (e.g. igraph, networkx,
QGIS, . . . ). Additionally, tikz-network supports visualization of multilayer
networks in two and three dimensions. The software is available at:
https://github.com/hackl/tikz-network.

1 Introduction

In recent years, complex network theory becomes more and more popular within the
scientific community. Besides a solid mathematical base on which these theories are
built on, a visual representation of the networks allow communicating complex rela-
tionships to a broad audience.

Nowadays, a variety of great visualization tools are available, which helps to struc-
ture, filter, manipulate and of course to visualize the networks. However, they come
with some limitations, including the need for specific software tools, difficulties to em-
bed the outputs properly in a LATEX file (e.g. font type, font size, additional equations
and math symbols needed, . . . ) and challenges in the post-processing of the graphs,
without rerunning the software tools again.

In order to overcome this issues, the package tikz-network was created. Since
LATEX is a standard for scientific publications and widely used, there is a high chance
that users are already familiar with the syntax and the structure of this language. Be-
side LATEX, no other software tool is needed. The commands of tikz-network are
kept simple but allow a high control over the produced output. Post-processing of the
network (e.g. adding drawings, images, texts, equations,. . . ) can be done easily, due to
the compatibility with PGF/TikZ [1]. Also, the embedding of the network visualiza-
tion into the LATEX-environment enables the use of the fonts, font sizes, mathematical
symbols, hyperlinks, references,. . . , as used in the document. Additional features are
the three-dimensional visualization of (multilayer) networks, and the compatible with
other layout and visualization tools (e.g. igraph, netwrokx, QGIS,. . . )
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2 Examples

ab
bc

bd

ae

ce

aaa

b

c

d

e \begin{tikzpicture}
\Vertex[size=.4,color=green,opacity=.9,label=a]{A}
\Vertex[x=1,y=.7,opacity=.5,label=b]{B}
\Vertex[x=2,y=1,size=.8,color=orange,opacity=.3,label=c]{C}
\Vertex[x=2,size=.5,color=red,opacity=.7,label=d]{D}
\Vertex[x=.2,y=1.5,size=.5,color=gray,label=e]{E}

\Edge[label=ab,lw=.5,color=red,bend=30](A)(B)
\Edge[label=bc,lw=.7,color=blue,bend=-60](B)(C)
\Edge[label=bd,lw=.5,color=blue,opacity=.5,bend=-60](B)(D)
\Edge[label=ae,lw= 1,color=green,bend=75](A)(E)
\Edge[label=ce,lw= 2,color=orange](C)(E)
\Edge[label=aa,lw=.3,color=black,opacity=.5,bend= 75](A)(A)

\end{tikzpicture}

Fig. 1. Example: simple network without external input

Layer β

Layer α

\SetCoordinates[xAngle = -20]
\begin{tikzpicture}[multilayer=3d]

\SetVertexStyle[MinSize = 4.5mm]
\SetLayerDistance{-5}
\SetPlainWidth{10}
\SetPlainHeight{10}

% Layer beta
\Plain[layer=2,color=orange,opacity=.6,image=field_b,

ImageAndFill,grid=1cm,InBG]
\Text[x=1.2,y=-.1,layer=2,anchor=north west,style={scale

=2.5}]{Layer $\beta$}
\Vertices[color=orange]{V.csv}
\Edges[color=black,layer={2,2}]{E.csv}
\EdgesNotInBG
\Edges[color=black,layer={1,2},style={dashed}]{E.csv}

% Layer alpha
\Plain[opacity=.6,image=field_a,ImageAndFill,grid=1cm]
\Text[x=1.2,y=-.1,layer=1,anchor=north west,style={scale

=2.5}]{Layer $\alpha$}
\Edges[color=black,layer={1,1}]{E.csv}
\Vertices[layer=1]{V.csv}

\end{tikzpicture}

Fig. 2. Example: mutlilayer network with external vertex and edge data

3 Future work

Though the core of the package already exists, further work is required for the devel-
opment of new features and tools. A special focus is made on interfaces between other
network visualization tools.

Since tikz-network is an open source software project, any community feed-
back or suggestion are welcome, in order to improve the library and adapt to the needs
of the users.
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1 Introduction

The main topological properties of a transportation network can be characterized using
different criteria such as structure, the degree distribution of nodes and connectivity.
In literature ([2]), Efficiency is a property of a network that measures the ‘straightness’
for a walker in a graph to reach nodes in the network. Efficiency, in its static form, has
been widely utilized in several spatial networks like communication, urban and physical
networks. In this study, we aim to apply a similar definition for transportation network
and compute the changes over time of this corresponding connectivity measure, that we
called dynamical efficiency, considering average link speed in a city during a congestion
period. We show how these new measures of traffic performance at the network level
provide a better understanding of congestion evolution compared to state of the art
measures and can be utilized to evaluate various management techniques. It describes
not the simple link congestion level but how the link is good for the mobility in relation
with the network also in heavy traffic condition. Results analysis (i) of a large number
of taxis from a megacity in China are presented.

2 Efficiency and betweenness: from static to time depending
definition

Let G (N,V ) be a graph of N nodes and V links that represents a spatial network. Ac-
cording to the literature ([2]) we could define efficiency for G like average ratio between
the euclidean distance and the shortest path between each pair of nodes in N.

The main idea of this paper is to extend this analysis to a dynamical case where the
length of links can change or, like in the transportation network, the average speed of
links may vary in time because of some congestion. This is not common in the literature
of networks, where the link speeds are fixed (see for example [2]) or, like in [6], network
disruptions are considered but not their degradation.

In order to take into account this effect we define ([1])

E(t) =
1

N(N−1) ∑
i, j∈N

τFF
i j

τST P
i j (t)

, E(i, t) =
1

N−1 ∑
j 6=i∈N

τFF
i j

τST P
i j (t)

resp. global dynamical efficiency and local dynamical efficiency at time t for link i,
where τFF

i j is the shortest time path (STP) between node i and j under free flow sce-
nario and τST P

i j (t) is the STP calculated with the experienced speed at time t, i.e. using
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the average link speeds from available data. In the full paper, we will also take into
consideration the changes in the distribution of betweenness centrality and so, the use
of a road network under traffic congestion.

3 Results
We have tested our algorithm with some data of the traffic condition of Shenzhen
(China) during the morning peak hour (6am - 8am). Our available dataset consists on
link speed estimations based on GPS signals (with a frequency of 30s) of about 20k
taxis active in the monitored period (for more detail see [4]). For each link and every 5
minutes we have the average speed of all taxis passed through it in the last 5 minutes.
Thanks to this speed estimation we compute the travel time for each link l in the net-
work, that is travel time(l, t) = link length(l)/speed(l, t) from 6am to 8am (in total 25
speed records for each of the 580 links). We, therefore, compute the local dynamical ef-
ficiency E(i, t) for each node i and every 5 minutes window t = 6am,6 : 05am, . . . ,8am.
Then, in Figure 1 we assigned to each link the average value of its two extreme nodes.
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Fig. 1. Contour plot of local D-efficiency for Shenzhen downtown during the morning peak hour every 20min form 6:20am
to 8am from top-left to bottom-right. The link are colored based on their D-efficiency in tree equal categories: green (high
D-efficient E > 0.4), yellow (average D-efficient), red (low D-efficient 0 < E < 0.33). In the bottom panel the evolution of
the average D-efficiency during the peak hour.

This type of analysis results seems to be suitable and befitting for typical trans-
portation data, like GPS points, loop detectors, etc.. In fact, we show that even if data
are limited and/or noisy the global picture of the networks efficiency is still consistent.
This is because for each node i are considered all shortest time path from i to every other
node j in the network, and so the value of its local dynamical efficiency is averaged and
does not depend directly just on its speed value. The other important feature that with
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this measure we highlight is the clear appearance of the connected congested compo-
nents and their propagation through the city (see Figure 1). This last fact allows, among
others, traffic engineers to intervene with perimeter controls techniques in order to mit-
igate the traffic (see for example [5]). Due to the characteristic of this measurement,
the city results divided into clusters of congestion with no need of costly clustering
algorithms.

4 Heuristics
All our results derive in an immediate way from a unique simple algorithm, that is the
computation of STP for each pair of nodes and for each time slot (commonly 5-15
minutes each) we are interested in. This imply that in large networks, or for a long time
period, the computational cost increases exponentially.

In order to avoid this cost, we consider how to exploit the specific dynamics of the
urban traffic in, at least, two solutions that can still give a good representation of traffic
conditions with less computational effort. As first approach, we can compute only the
STP between all pairs of nodes distanced less than r meters. It means to compute the
STP from each node i = 1, . . . ,n to every node j ∈Ni(r) = { j ∈N : d(i, j)≤ r}. In order
to guarantee that Ni(r) 6= /0 for each i∈N we have to take care that r >maxi min j d(i, j).

Moreover, the results shown in the full paper confirm that the dynamical efficiency
depends mainly on the local traffic condition. This max-radius approximation is sup-
ported also by some recent papers (for example [3]) that show that the length trip prob-
ability distribution in a city follows the law (P(r) = 1

rγ with γ ≈ 3) and so it makes sense
to stop the computation of the STP for a radius r big enough to consider the most part
of them.

A second approach is based on the knowledge of the origin-destination matrix de-
mand. The main idea is to take into account this information and give a proportional
weight wi j at their estimated demand in the efficiency formula for each pair of nodes

(i, j), that is Ew(i, t) = 1
∑ j 6=i∈N wi j

∑ j 6=i∈N wi j
τFF

i j

τSP
i j (t)

. The advantages of this approach is

that very often the demand between many nodes is zero or negligible. The decision to
take into account only the OD pair reduces the computational cost and also provides a
measure of efficiency of urban system not only in term of network but in term of users.
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1 Introduction

In this paper we ask two questions: who is the most important painter and who was
the most influential. For example, many people will recognise the impressionist Paul
Cézanne as a famous master in the history of art. Sources of his inspiration can be
traced two hundred years back, in the Baroque painter Jean-Baptiste-Siméon Chardin
(less well known, but clearly highly influential), who belonged in a completely different
artistic movement and period.

(a) Chardin (1728) (b) Cézanne (1898)
Table 1. Example of how Chardin’s still life works were influential for impressionists, such as
Cézanne. Note the angled knife on the left of the paintings, used by Chardin as a trick to give a
sense of depth in his paintings, also observed in Cézanne’s work.

In our work we wish to approach artistic influence from a networks perspective.
We begin by forming a new dataset of Western art painters, using data from the Web
Gallery of Art (www.wga.hu) and Wikipedia. Similar studies of networks have argued
that community structure in person networks is strongly associated with professional
similarities, such as the work by Gleiser and Danon on jazz musicians [3] or the work
by Goldfarb et al. which also performs Wikipedia analysis [4].

Our first question on importance of painters can be studied using standard centrality
measures. However, our investigation of influence led us to produce some new network
tools. First we had to adapt network community detection methods to produce better
results by exploiting metadata as well as network topology. Secondly, we compared
community aware centrality measures with traditional centrality measures in order to
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identify influential nodes, as we argue that to identify truly influential nodes in a net-
work we have to look beyond the cluster where they belong.

2 Methods

Community detection in social networks has typically been performed using external
metadata to a certain extent. While in early studies metadata were used as a ground truth
in order to assess the quality of a community partition, in more recent works metadata
are used together with the network structure to identify a partition of a network into
communities [5–7].

In social networks metadata refer to attributes and characteristics that the nodes
have, including their personal, professional, demographic and social identities. In our
context of Western art painters, metadata are used to detect communities correspond-
ing to artistic genres and the countries where they were active. A standard Louvain
modularity [1] split into communities reveals clusters already centred largely (but not
exclusively) around artistic genres, see Figure 1.

Our aim is to take metadata into account to assess this partition. More generally,
we consider that every node in a network has an associated vector of metadata, Xi =(

x(i)1 , . . . ,x(i)n

)
. Given a partition of a network C into communities {cα}, we define two

measures. The first, cluster homogeneity

hC (c) =
1
M ∑

i, j∈c
S(Xi,X j) (1)

is a measure of how similar the metadata of nodes in a particular cluster c are, where
M is cluster size and S(x,y) an appropriate similarity function. The second measure,
configuration entropy

eC (ξ ) =− ∑
cα∈C

pα(ξ ) log pα(ξ ) (2)

measures how fragmented a specific configuration vector ξ ∈ Rn of metadata is, where
pα is the probability of finding that configuration in cluster α .

We can then use these two measures to assess whether a community partition of a
network is underdetecting or overdetecting communities; in the former case we look at
the structure within clusters, in the latter we look at different groupings of clusters.

In the context of our painters metadata correspond to two categories, as extracted
from the WGA, the artists’ movements and their activity locations, and we consider a
finer partition of the network as well as the standard Louvain partition.

3 Results

Among our results we discuss how a standard and finer partition into communities help
us discover which nodes in the network have influence beyond their own communi-
ties. In the context of painters this means artists whose work had an impact in dif-
ferent genres, possibly in different artistic periods. To quantify this we look at standard
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Fig. 1. Partition of the painter network into Louvain communities and correspondence of clusters
with artistic movements.

community-based measures and propose new ones, variations on the standard centrality
measures which take the community structure into account.

For example, the mixing parameter [2], µi =
kout

i
ki

is an intuitive measure in terms
of the degree. We also propose looking at variants of other centrality measures, such
as betweenness bcC (i) = ∑k,l:δc(k),c(l)=0

σkl(i)
σkl

and closeness centrality ccC (i) = 1
∑ j/∈c(i) di j

where we focus only on paths starting and finishing in different communities.
By looking at nodes who score poorly in the traditional measures but highly in

the modified community-aware ones, we are able to uncover a more subtle notion of
influence in a person network.

Acknowledgement. MK would like to thank the A.G. Leventis Foundation for the
financial support.
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Production network of a country constitutes the backbone of its economy. Such a
network exhibits a scale-free degree distribution, disassortative mixing and a promi-
nent community structure [2]. Communities are the building blocks of such network
and play pivotal roles in its economic activity. Previous studies on the communities in
the Japanese production network, based on modularity maximization [1], have shown
that the communities are characterized by firms location and industrial sector [3, 4].
However, modularity maximization technique for community detection in production
network considers only the topology of the network and do not capture the dynamical
behaviour in the network, as the capital flows between firms. Because the links in a
production network represent the flow of capital from one firm to another, it is more
appropriate to use the “Infomap” algorithm [5, 6] for community detection. Infomap
algorithm capture more complex structures in the network than techniques based solely
on the network topology.

We present an analysis of a production network based on a large-scale nationwide
inter-firm relationship data from Japan. To define the network, each firm is treated as
a node, and a directed link of the form A → B indicates that A is a supplier firm for
firm B. The production network exhibits a scale-free degree distribution, hierarchical
clustering and disassortative mixing, consistent with previous studies. We conduct de-
tailed investigations to characterize the communities, which are uncovered by applying
Infomap algorithm [6] on largest weakly connected component of the production net-
work, having N = 1,234,687 nodes and L = 5,481,403 directed links. The analysis of
the empirical production network reveals 311 communities and 8054 inter-community
links at the top community level. To determine the statistical significance of our re-
sult, we compare it with the result obtained from an identical analysis of a ‘null model’,
which is a maximally random network with the same nodal in- and out-degrees. In stark
contrast with the empirical result, the maximally random network is found to contain
62,917 ± 120 communities and 4,234,729 ± 1,552 inter-community connections. As
seen from Fig. 1 (left), the community size distributions for the empirical network and
the maximally random network are found to be distinctly different in nature. Whereas
the empirical network has a broad distribution of community sizes with a wide range
of values spanning several orders of magnitude, the maximally random network has a
comparatively narrow distribution in which the largest community size is ∼ 1,000.

We investigate the topological features within each community in the production
network. The link density within a community is the ratio of the number of internal links
to the maximum possible number of links. The link density ρ within a community of
size s can be calculated as ρ = e/s(s−1), where e is the number of links within the com-
munity. The scaled link density ρ̄ within a community is defined as ρ̄ = ρs = e/(s−1).
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Fig. 1. (left) Distributions D(s) of community sizes s for the empirical production network with
directed links (filled circles) and for its randomized counterpart (open circles). Communities are
detected in the largest weakly connected component of the network. Logarithmic binning is used
for the horizontal axis. (right) Scatter plot of the intra-community scaled link density ρ̄ versus the
community size s. The dotted lines represent two limiting cases: ρ̄ = s (clique) and ρ̄ = 1 (tree).

A value of ρ̄ = 1 corresponds to a community with a tree-like structure with unidirec-
tional links, and ρ̄ = s corresponds to a complete graph structure, i.e., a structure in
which every node is connected to all other nodes in the community. Fig. 1 (right) shows
a scatter plot of the scaled link density ρ̄ versus the community size s. It is evident
that the network structures within the communities are far from being complete graph
structures; indeed, they are very close to an ideal tree-like structure when the commu-
nity size is small (s < 1,000). However, beyond (s > 1,000), the scaled link density
gradually increases as the community size increases.

Rank Size Over-expression of sectors Over-expression of prefectures
1 233, 294 Manufacturing, Electronics, Water transport, Wholesale,

etc.
Urban prefectures (Tokyo and its neighboring prefec-
tures, Osaka, Aichi, Hyogo, etc.)

2 139, 380 Agriculture, Food, Fisheries, Road freight transport, Co-
operative associations, N.E.C., etc.

Rural prefectures (Aomori, Miyagi, Shizuoka, etc.)

3 59, 906 Construction, Real estate, Banking, etc. Tokyo and its neighboring prefectures, Osaka
4 47, 849 Manufacture of textiles, rubber, leather, etc. Tokyo, Osaka, Kyoto, Aichi, etc.
5 44, 349 Medical services, Research institutes, Chemical prod-

ucts, etc.
Hokkaido, Tokyo, Hiroshima, etc.

6 43, 397 Retail trade (machinery and equipment), Automobile
maintenance, Transport, Insurance institutions, etc.

Many (22) prefectures

7 43, 018 Multiple sectors Hokkaido
8 38, 819 Multiple sectors Tokyo
9 33, 654 Information services and many others Tokyo, Kanagawa, Osaka
10 33, 563 Construction and others Gifu, Aichi, Mie
Table 1. Brief summary of our results on the over-expression of sectors and prefectures in the ten
largest communities

Our study also shows that a large fraction (∼ 40%) of firms with relatively small in-
or out-degrees have customers or suppliers solely from within their own communities,
indicating interactions with a highly local nature. The interaction strengths between
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communities as measured by the inter-community link weights exhibit a highly hetero-
geneous distribution.

A deeper characterization of the obtained communities is derived using a rigorous
statistical procedure [7] to show the over-expression of prefectures and sectors. A brief
summary of the over-expression of prefectures and sectors in the ten largest communi-
ties is tabulated in table 1. We conclude that different communities are characterized by
distinct features related to different sectors and prefectures.

Our results suggest that the production network exhibits many statistically signif-
icant structural patterns which might be useful to study GDP fluctuations, risk propa-
gation and cascading failure in the network. In future, we would like to generalize the
applied technique to characterize the communities at all levels.
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Affinity propagation (AP) is a state of the art algorithm for data clustering [1], how-
ever the numerous attempts to test its performance for community detection in real 
complex networks [2]–[5] have been attaining results very far from the state of the art 
methods [6] such as Infomap [7] and Louvain [8]. Yet, all these studies agreed that the 
crucial problem is to convert the network topology in a ‘smart-enough’ dissimilarity 
matrix that is able to properly address the message passing procedure behind affinity 
propagation clustering. 

The former solutions were based on engineering by hand or making attempts to ‘try’ 
some topological similarity measures (converted in dissimilarity matrices) already 
known in network science, but these efforts were not guided by any network science 
concept or notion to tailor the dissimilarity measure as a geometry that favours the mes-
sage passing procedure of affinity propagation. The dissimilarity measures most em-
ployed in previous studies are shortest path (SP) [3], Euclidean shortest path (ESP) [3], 
common neighbours (CN) [2] and Jaccard (J) [2]. 

Here we propose a rationale according to which the graph dissimilarity should ap-
proximate the distances on the hidden nonlinear manifold that characterizes the graph 
geometry [9], [10]. The fact that the network topology emerges from this hidden geom-
etry is the reason why many networks can efficiently send messages according to a 
greedy routing procedure [9]. This greedy message propagation is facilitated by the 
hyperbolic and tree like structure of many real complex networks [9]–[12]. 

Our results demonstrate that the two dissimilarity topological measures inspired by 
our strategy [13], Repulsion-Attraction (RA) and Edge-Betweenness-Centrality (EBC), 
boost affinity propagation performance to levels that slightly outperform current state 
of the art methods for community detection. This is confirmed not only on the original 
real networks (Table 1), but also when their topology is perturbed by noise simulated 
by random deletion of links (missing topological information) (Table 2) or random ad-
dition of links (spurious topological information (Table 3). 
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Louvain 0.46 0.55 0.41 1.00 0.96 0.50 0.93 0.64 0.68 

J-AP 0.67 0.50 0.44 1.00 0.96 0.37 0.89 0.34 0.65 

ESP-AP 0.57 0.38 0.37 0.96 0.96 0.52 0.92 0.47 0.64 

CN-AP 0.11 0.40 0.52 0.90 0.30 0.48 0.88 0.45 0.51 

SP-AP 0.73 0.43 0.23 0.68 0.15 0.45 0.63 0.29 0.45 
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Table 1. The table reports the Normalized Mutual Information (NMI) computed between the 
ground truth communities and the ones detected by every community detection algorithm for 8 
real networks. NMI = 1 indicates a perfect match between the two partitions of the nodes. The 
methods are ranked by mean performance over the dataset. The table contains also some statistics 
for each network: number of nodes N, number of edges E, clustering coefficient C, power law 
degree distribution exponent γ, half of average degree m and number of ground truth communities 
NC. The networks are ordered for increasing size N and ties are solved considering the number 
of edges E. 

 

 

 

Method Karate 
Opsahl 

8 

Opsahl 

9 

Opsahl 

10 

Opsahl 

11 
Polbooks Football Polblogs Mean 

EBC-AP 0.75 0.47 0.40 0.98 0.92 0.56 0.89 0.68 0.71 

RA-AP 0.64 0.53 0.42 1.00 0.96 0.55 0.91 0.57 0.70 

Infomap 0.54 0.55 0.49 1.00 0.96 0.50 0.92 0.51 0.68 

Louvain 0.49 0.51 0.42 1.00 0.96 0.49 0.90 0.63 0.68 

Table 2. For each real network, 100 perturbed networks have been generated removing at random 
the 10% of links. The table reports the Normalized Mutual Information (NMI) computed between 
the ground truth communities and the ones detected by every community detection algorithm for 
the 8 real networks, averaged over the 100 iterations. NMI = 1 indicates a perfect match between 
the two partitions of the nodes. The methods are ranked by mean performance over the dataset. 

 

 

 

Method Karate 
Opsahl 

8 

Opsahl 

9 

Opsahl 

10 

Opsahl 

11 
Polbooks Football Polblogs Mean 

EBC-AP 0.59 0.48 0.41 0.97 0.93 0.51 0.89 0.53 0.66 

RA-AP 0.60 0.51 0.42 0.98 0.95 0.56 0.91 0.35 0.66 

Louvain 0.45 0.51 0.42 0.98 0.96 0.49 0.90 0.41 0.64 

Infomap 0.53 0.55 0.00 0.98 0.00 0.50 0.92 0.31 0.47 

Table 3. For each real network, 100 perturbed networks have been generated adding at random 
the 10% of links. The table reports the Normalized Mutual Information (NMI) computed between 
the ground truth communities and the ones detected by every community detection algorithm for 
the 8 real networks, averaged over the 100 iterations. NMI = 1 indicates a perfect match between 
the two partitions of the nodes. The methods are ranked by mean performance over the dataset. 
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NetGloVe: Learning Node Representations for
Community Detection

Kumaran Gunasekaran1∗, Jeyavaishnavi Muralikumar1∗, Sudarshan Srinivasa
Ramanujam1∗, Balasubramaniam Srinivasan1∗, and Fragkiskos D. Malliaros1,2

1 Department of Computer Science and Engineering, UC San Diego, USA
2 Center for Visual Computing, CentraleSupélec and Inria, France

{kugunase, jmuralik, sus046, bsriniva, fmalliaros}@eng.ucsd.edu

1 Introduction and Problem Statement

Community detection is a fundamental task in network analysis, with plenty of applica-
tions in social networking, biology and neuroscience. In the related literature, a variety
of algorithms and methodologies have been proposed to identify the community struc-
ture of networks, including graph partitioning methods, hierarchical graph clustering,
modularity optimization and spectral techniques (such as spectral clustering and mod-
ularity optimization).

The recent advances in representation learning techniques, have allowed us to rep-
resent graphs (or nodes) as vectors in a lower dimensional space, that can further be used
in graph mining and learning tasks. That way, instead of “manually” extracting features
that can be utilized by a graph learning algorithm, we can learn informative and dis-
criminative feature representations by solving an optimization problem that takes into
account the structural properties of the graph. To this direction, several network feature
learning algorithms have been proposed, including node2vec [1] and LINE [4].

The goal of this work is to propose NetGloVe, a new representation learning method
for graphs inspired from the domain of Natural Language Processing (NLP), and to
examine its application to the task of community detection.

2 Feature Learning with NetGloVe

In this paper, we propose NetGloVe, a node representation learning method inspired by
GloVe (Global Vectors for Word Representation) [3], a word embeddings technique in
NLP. GloVe uses a log bilinear model to derive vector representations of words, taking
into consideration both the word co-occurrence statistics as well as the words context.
GloVe is comparable, if not superior, to the Skip-gram model, which considers only the
words local context to derive the word representation. Our goal here is to extend GloVe
to the context of graphs, by finding a suitable analogy for the word-word co-occurrence
matrix used by GloVe. Our intuition is that, nodes that belong to the same communities
would have similar embeddings, and thus would be clustered together. That way, we
have employed the inverse of the shortest path distance between individual pairs of

∗Equal contribution; the authors are listed in alphabetical order.
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(a) Zachary’s karate club (b) Les Misérables

Fig. 1. Community detection results using the NetGloVe embeddings for (a) Zachary’s karate
club and (b) Les Misérables networks.

nodes in the graph, to populate GloVe’s co-occurrence matrix – as we wanted to weight
higher nodes that are at close proximity. Thus, the loss function of the node embedding
scheme is derived as follows:

J = ∑
i

∑
j|di j<k

f
(

1
di j

)(
wT

i w j−
1

di j

)2

, (1)

where f corresponds to a weighting function, wi and w j correspond to node vectors and
di j corresponds to the distance between nodes i and j.

3 Experimental Results and Discussion

In our preliminary empirical analysis, we evaluate NetGloVe in the task of commu-
nity. In particular, we apply NetGloVe to learn feature vectors (i.e., node embeddings)
for the nodes of a network, and then we perform k-means clustering to extract the un-
derlying communities. For demonstration purposes, we have applied NetGloVe to the
well-known Zachary’s karate club and Les Misérables networks, and the results are
depicted in Fig. 1.

Our main experimental evaluation results for NetGloVe are based on artificial net-
works produced by the LFR benchmark generator [2], where we observe the perfor-
mance of different methods for a range of mixing parameters. We have used several
state-of-the-art baseline methods, including popular representation learning methods
(node2vec [1] and LINE [4]), as well as more traditional community detection algo-
rithms (Louvain modularity optimization and spectral clustering). The performance
is measured using the normalized mutual information (NMI) criterion between the
ground-truth community structure given by the benchmarks and the actual clustering
results produced by NetGloVe and the rest baseline methods.

Figure 2 depicts the NMI score obtained by NetGloVe and the baseline methods, on
artificial networks with 1,000 nodes, average degree equal to 20 and maximum degree
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Fig. 2. Comparison of community detection methods for LFR graphs with average degree equal
to 20 and maximum degree 50.

equal to 50 (average over multiple realizations of the benchmark graphs). For all the
representation learning methods (NetGloVe, node2vec and LINE), we set the number
of dimensions to d = 64 (i.e., each node is represented as a vector v ∈ Rd). Lastly, the
mixing parameter µ of the generator (x-axis), signifies the ratio of external to internal
edges in the graph, with respect to community structure. We observe that NMI declines
steeply for all methods for values of µ greater than 0.6, as the community structure
becomes less well-defined. Moreover, we can see the NetGloVe performs as good as the
rest representation learning methods (Node2vec and LINE) for lower values of µ , and
better for higher values of mixing parameter µ – which makes it suitable for community
detection in graphs with not well-defined community structure.

Future Work. As future work, we plan to evaluate the performance of NetGloVe on
real-world networks with ground-truth community structure. Another future research
direction of particular importance is to examine the performance of the features pro-
duced by NetGloVe to supervised learning tasks over graphs, including the ones of link
prediction and node classification.
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1 Introduction

One of the tasks related to the study of the of complex networks is the problem of re-
vealing communities structure. Algorithms to split all vertices into groups, named com-
munities, so that the vertices of each group are more closely related to each other than
to the rest of the graph are widely investigated nowadays. This is so-called problem of
community detection in graphs of interacting objects. But the most common algorithms
to reveal communities has a property of ”picking up junk”. Depending on the initial
network analysis purposes, that can be either successful or unsuccessful partition.

In this paper the term ”web of interrelated objects” implies a graph of users that was
obtained from the open API of various social networks. Let graphs vertices correspond
to the user accounts, while edges — depending on a social network — represent either
a ”friendship” relation, then it is a non-oriented graph, or a ”follower” relation, which
makes the graph oriented. We consider some features and possible modifications of
the popular algorithm for detecting communities — the Blondel algorithm, and present
a combined algorithm for detecting intersecting and nested communities in graphs of
interacting objects. For the last one Blondel algorithm and another one, based on the
search for k-cliques, are taken.

2 Features of Blondel algorithm

A popular method for detecting communities is the Blondel algorithm[1], based on the
maximization of Newman-Girvan modularity[2], which is defined as follows:

Q = ∑
i, j
[
Ai j

2m
− did j

4m2 ]δ (Ci,C j), (1)

Here A is the graph adjacency matrix; di is the degree of the vertex i, and m is the
number of edges in the graph; Ci — the community that contains the vertex i; δ is the
delta function.

The algorithm is agglomerative, because it combines current vertices to new super-
vertices step by step in a such way, so that the increase of modularity must be maximal.

∗Supported by Russian Foundation for Basic Research grants N16-29-09546 and N16-07-
00641

336

The 6th International Conference on Complex Networks &
Their Applications. Nov. 29 - Dec. 01, 2017, Lyon (France)



This loop breaks when we cannot find a way to increase the modularity. As can be seen
from the description of the algorithm, it is necessary to calculate the change of mod-
ularity for each vertex when you transfer it from its community to the community of
each of the rest neighbour vertices. The modularity change in this case consists of two
components: the change that comes from the removal of vertex i from its own commu-
nity Ci (in this case we associate the vertex with the new community Ck, which contains
only this vertex) and the change from adding the vertex i to the new community C j.

Since the Blondel algorithm optimizes the modularity functional, the results of ap-
plying this algorithm are related to certain properties of modularity. Let us consider the
expression for the modularity change that comes from transferring the vertex i from the
trivial community, that consists only of this vertex, to the community C:

∆Q =
kC

i
m
− ΣC

tot ·di

2m2 (2)

where kC
i is the sum of the edge weights of the edges that are incident to the vertex

i and to the community C; m is the sum of the edge weights of the graph; ΣC
tot is the

sum of the degrees of the vertices that belong to the community C; di is the degree of
the vertex i. We obtain the following criterion for transferring a vertex from a trivial
community to a community C:

kC
i −

ΣC
tot ·di

2m
> 0 (3)

Moreover, a partition that maximizes the modularity functional on a simple con-
nected graph does not contain trivial communities. It turns out that the leaf vertex in the
graph is always connected with its only neighbour community, since otherwise this ver-
tex would lie in a trivial community. And the presence of trivial communities decreases
the value of modularity. When we consider two related communities with degrees of
each being less than

√
2m, their union will increase the modularity. It is the so-called

resolution limit of modularity [5] — in a non-weighted, non-oriented graph partition
that has maximal modularity, there can not exist two related communities with degrees
of each being less than

√
2m. One of the possible solutions for detecting small commu-

nities is the modularity parametrization.
In addition to the properties above, there is another important characteristic consid-

ered in [6]. It is when we choose which of the already formed communities we want to
add a vertex to, the algorithm is implicitly based on the total weight of the edges that
are incident to the vertices of these communities. Therefore it is not uncommon that
the algorithm does not add a vertex that has the highest degree to the community with
which it has the most number of common edges. It follows that the vertices that are ad-
jacent to a large number of leaves, which unite with them in one community due to the
absence of trivial communities, are added to the communities with a small total weight.
These properties lead to a partition, which can be called ”junk box”. Due to the prop-
erties above, it is reasonable to consider some modifications of the Blondel algorithm
that allow to ”pick up junk” less.

Due to the modularity resolution limit, the highest level of the hierarchy of the
Blondel algorithm partition does not contain communities that are smaller than a certain

337

The 6th International Conference on Complex Networks &
Their Applications. Nov. 29 - Dec. 01, 2017, Lyon (France)



size, even if the latter are poorly connected with the rest of the network. However,
community data can be detected at lower levels of the hierarchy. So in Fig. 1 it can
be seen that a separate community marked by a blue circle, on the second level of the
hierarchy, unites with the central community (large community at the bottom of the
figure).

Fig. 1. The first (left) and second (right) levels of the Blondel hierarchy

Another technique, which purpose is to reduce the influence of ”picking up junk”
when working with subgraphs, is to consider the degrees of vertices in the original
graph instead of the degrees of the vertices of the subgraph. To test this modifica-
tion, subgraphs of the generated LFR models were obtained by breadth-first search
from the random vertex. Comparison of two different approaches — with considering
real degrees of vertices and without — shows a significant advantage of the consid-
ered modification. For LFR-graphs with number of vertices greater than 4000 the NMI
(Normalized Mutual Information) measure of expected partition and that one without
considering real degrees is getting less than 0.7, while NMI of expected partition and
that one with real degrees consideration is higher than 0.85.

Another method is to use the CPM algorithm [7] after the Blondel one. However,
if Blondel’s method identifies a finite community that does not split into parts in terms
of a real network, then it is no longer useful to run CPM on it. Therefore, we apply
CPM algorithm to each separate C community identified by Blondel method only if the
percentage of vertices with high connection centrality does not exceed a predetermined
value that depends on the size of the community C. As a result of using CPM, vertices
that are not included in cliques are cut off, and there is a problem of assigning them
to the community. The solution is a system of two new parameters io pt and mo pt of
the combined method. Depending on their values, not only the cut off vertices are re-
distributed, but also small communities. This allows to partially influence the resulting
structure, and in some cases — to avoid combining graph sheets or small communities
into large meaningless communities. In Fig. 2 the Blondel result on the graph G of real
network with 158 vertices and 1352 edges is shown.
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Fig. 2. Communities of G graph obtained by the Blondel algorithm

After applying combined method steps on the graph G, the four communities are
transformed into 28 as follows. Within the three meaningful dense communities, mini-
mal changes occur. Algorithm found vertices less connected to the others in them. The
fourth community includes leafs of this ego-graph G, and combined method identified
4 communities and 14 individual communities.

Fig. 3. Communities of G graph obtained by the combined method
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3 Results

In this paper authors examined one of the popular hierarchical agglomerative algorithms
for detecting communities — the Blondel algorithm. Some properties of this algorithm
and the partition of the graph into communities obtained after its application have been
described in detail. Moreover, qualitative flaws, which can be critical depending on
the initial purpose of network analysis, have been indicated. Possible modifications
that can help to obtain other representative results are proposed. In particular, the real
degrees of vertices in the subgraph are considered. These variations were tested not
only on the generated graphs of the LFR model, but also on real data obtained from
social networks. Another approach for revealing intersecting and nested communities,
called ”combined method” is also proposed. It allows you not to ”pick up junk” due
to algorithm parameters that are responsible for working with small communities and
distribution of the cut off vertices.

Summary.
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1 Methods

The community structure plays an important role in the dynamics and evolution of com-
plex networks [3]. Loosely speaking, a community is qualitatively defined as the group
of vertices whose interconnected edges are much denser than the edges connecting ver-
tices outside of the group. Sometimes, it is desirable to find out the local community
starting from a given vertex without knowing the global structure. Some algorithms
exist [1] [2] [4] [5] whose outputs are deterministic subsets of vertices, which means
whether a vertex is in another vertex’s local community is binary.

Two vertices can have dissimilar connection strength to another vertex even though
they are both in its local community. In social networks, there is a difference between
acquaintances and close friends. To assess it quantitatively, we propose an iterative
stochastic agglomerative procedure to search for local community of a starting vertex
v0. Suppose the local community in the current step is C with neighboring set U [2].
The boundary set B includes those vertices in C that have at least one neighbor in U .
See Figure 1. The local modularity of C is defined as [2]

R =
the number of edges with both ends in C

the number of edges with one or more ends in C
,

which indicates the strength of bounding in C . At each iteration, a new vertex could
be added to the community or an vertex currently already in the community could be
removed. For each member v j in U , we compute the change ∆RA

j if v j is added to C .
Meanwhile, we also compute the change ∆RR

k if each vertex vk in C (except v0) is re-
moved from C . Let ∆R = {∆RA,∆RR} be the changes of all candidate vertices. Instead
of choosing the one with the largest increase ∆R, we select a vertex in a probabilis-
tic way. First, a tolerance parameter ε > 0 is introduced which specifies the maximum
allowed reduction in R between iterations. All vertices with ∆R < −ε (points below
the dashed line in Figure 2) will not be considered. We randomly select one from the
remaining vertices with probability (∆R j +ε)/∑k(∆Rk +ε). Vertex with the largest in-
crease will have the largest chance to be selected, but other vertices are not completely
eliminated, even though their chances are lower. The iterations keep running until no
vertices could be added or removed from C , or R varies little for a certain number of
iterations. The subset C at that moment is then a realization of the local community of
v0.

The procedure above will be repeated for a number of times to get different real-
izations of v0’s local community. For each vertex v j in the network, we compute the
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Fig. 1. A synthetic network. The starting
vertex is 1. The current local community C
includes the red squares and the neighbor-
ing set U are the blue circles. The bound-
ary B is equal to C in this case.
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proportion of times that it is included in those realizations, denoted by Pvov j , the inclu-
sion probability of v j in the community of v0, whose value indicates how likely v j is
connected to v0 through its local community structure.

In a deterministic community detection algorithm, if two vertices have the same ∆R,
a random tie breaker must come into play. As result of that, different communities may
be detected subsequently. It is not the case in our algorithm since the selection is done
stochastically. Additionally, parameter ε controls the tightness of the local community.
A small ε will generally result in a local community containing vertices with high inclu-
sion probabilities. A larger value of ε , on the other hand, allows the algorithm to probe
a larger fraction of the network. More vertices will be included in the local community,
and more structures of the network can be revealed.

2 Results

Figure 3 shows a synthetic network with known underlying community structure. It was
generated by merging two dense subnetworks {1,2, . . . ,20} and {21,22, . . . ,40} using
a few interconnected edges. We start from vertex 1. After simulating 100 realizations,
we get the inclusion probabilities which are shown by the darkness of vertex colors in
Figure 3 and also in Figure 4. It is shown that the community structure can be recovered
nicely by the algorithm. The inclusion probabilities give us extra information on how
close a given vertex is connected to the starting point.

The method is also applied to the famous Zachary’s karate club data [6]. Vertex
1 (the instructor) is the starting point and its local community is shown in Figures 5.
There is a strong similarity between the actual fission of the club Figure 5(a) and the
output from the algorithm Figure 5(b). A cutoff probability of 0.9 gives us exactly the
real split of the club into two smaller groups. An interesting point is that vertices 9
and 10 have intermediate probabilities, which lie between the two main structures and
are often misclassified by community detection methods. The local community starting
from vertex 9 contains most of the vertices, all with similar probabilities.
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Fig. 3. A synthetic network with known
community structure. The darkness of color
represents the inclusion probability of being
in the local community of vertex 1 . Darker
means higher probability.

Fig. 4. Plot of inclusion probabilities from
Figure 3.
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Detecting Dynamic Communities in Social Networks
Using Viterbi and Evolutionary Algorithms
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1 Introduction

Finding communities of connected individuals in social networks is important for un-
derstanding our society and interactions. Recently attention has turned to discovering
the dynamics of communities that change over time. In contrast to existing methods,
which treat this as a coupled optimisation problem or post-process communities de-
tected from single snapshots (see e.g., [1]), we formulate the problem in a hidden
Markov model (HMM) framework, which allows the most likely sequence of com-
munities to be found using the Viterbi algorithm.

2 Hidden Markov Model and Evolutionary Algorithms

At each time step t = 1, . . . ,T we model the nodes N in an graph Gt as belonging
to unobserved communities Ct

i , i = 1, . . . ,Kt . Observations comprise the links (edges)
between some of the nodes, so that the entire observation at time t is captured by the
adjacency matrix At of the graph Gt .

Our model for the transition probability between states encodes the belief that tran-
sitions between similar states are more likely than those between dissimilar states;
that is, the network tends to evolve slowly making small transitions. Let ct be the N-
dimensional vector specifying to which community each node belongs at time t. Then
we model the probability of a transition from ct−1 to ct as:

p(ct |ct−1) ∝ exp{γ NMI(ct ,ct−1)}, (1)

where NMI(ct ,ct−1) is the Normalised Mutual Information [2], which is commonly
used to compare the similarity of cluster or community configurations and γ > 0 parametrises
the strength of the temporal coupling.

The emission probability of observing a particular adjacency matrix models how
well a particular community structure ct fits the observed adjacency matrix At . For
example, the modularity Q(c) is a popular measure for evaluating community structure
[5] and the emission probability is modeled as:

P(At |ct) ∝ exp{β Q(ct)}. (2)

where β > 0 sets the discriminative power of the emission probability.
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Fig. 1. Synthetic networks. NMI between candidate partitions located by the MOEA and the true
partition at each timestep (blue circles). NMI between the true partitions and the Viterbi optimal
path are shown as red squares. Left: SYN-VAR-3. Right: SYN-BD.

The straightforward application of HMM-based filtering and smoothing algorithms
is hampered by the vast number of possible states—partitions of nodes into communi-
ties —for any real network. To combat this we use a multi-objective evolutionary algo-
rithm to locate a small number of probable states at each time step. Within the space
of these probable states we then use the Viterbi algorithm to find the most probable
sequence of states, that is the most probable sequence of communities.

In order to find probable candidate states we simultaneously optimise two objectives
as functions of the community structure ct . Communities are characterised by dense
connections within each community and sparse connections between them. The first
objective (the intra-score) therefore quantifies the density of links within communities,
while the second objective (the inter-score) measures the inter-community sparsity. We
use the MOEA/D decomposition algorithm [8] to locate an approximation to the Pareto
front, the optimal trade-off set between the two objectives. This algorithm is able to
locate a wide range of network partitions that are close to the true partition, as measured
by the NMI between a partition and the true partition.

The Viterbi dynamic programming algorithm locates the sequence of states/partitions
c1,c2, . . . ,cT that maximise the probability p(c1,c2, . . . ,cT |A1,A2, . . . ,AT ) [6]. Impor-
tantly, the algorithm does not require the constants of proportionality in (1) and (2).

3 Results

Figure 1 shows illustrative results on two synthetic networks for which the true partions
are known. The networks in Figures 1a (SYN-VAR-3, [4]) and 1b (SYN-BD, [3]) com-
prise 256 and 1000 nodes respectively, with community structures that evolve over 10
and 5 time steps. As the figure shows, the MOEA at each timestep has located candidate
partitions, some of which are quite distant from the true partition c?t as measured by the
NMI between c?t and the candidate partition (blue circles). However, the Viterbi algo-
rithm has successfully identified a sequence of partitions that are close to the true par-
tition (red squares). In Figure 1a the located sequence is identical to the true sequence
as indicated by the NMI scores of 1. Candidate partitions are more difficult to locate
for the SYN-BD “birth-death” network, because many nodes are “weak” in the sense
that they have a high proportion of connections to nodes outside their community rather
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Fig. 2. Weekly MP Twitter communities 16-05-2016 and 16-06-2016. Nodes represent MPs and
edges indicate Twitter interactions. Colours indicate distinct communities: blue: remain Labour;
pink: Scottish Nationalist Party; orange: remain Conservative; green: leave Conservative.

than intra-community connections. Nonetheless, the Viterbi algorithm has located the
sequence of partitions that are closest to the true evolving community structure.

We applied our algorithm to the evolving network Twitter connections between UK
Members of Parliament (MPs) in the 85 consecutive weeks from December 2014 to
August 2016, the period including a general election and the Brexit referendum held
in June 2016 [7]. This network consists of 648 nodes corresponding to the MPs and
a link between nodes is made when one MP names another in at least one tweet that
week. Figure 2 shows a visualisation of the Viterbi path communities for the four weeks
immediately preceding the Brexit referendum. Initially four main communities may be
identified: Labour Party remainers, the Scottish Nationalist Party and together with the
remain and leave factions of the Conservative Party. As the referendum approaches,
the Conservative and Labour remain groups merge, eventually forming a single Twitter
conversation including leave MPs.

Acknowledgement: We are grateful to the authors of [7] for the MP Twitter data.
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1 Introduction

The analysis of temporal networks [4] has a wide area of applications in a world of tech-
nological advances. An important aspect of temporal network analysis is the discovery
of community structures [8]. Real data networks are often very large and the communi-
ties are observed to have a hierarchical structure referred to as multi-scale communities.
Changes in the community structure over time might take place either at one scale or
across all scales of the community structure.

The multilayer formulation [5] of the modularity maximization (MM) method [8]
introduced in [7] captures the changing multi-scale community structure of temporal
networks. This method introduces a coupling between communities in neighboring
time layers by allowing inter-layer connections, while different values of the resolu-
tion parameter γ enable the detection of multi-scale communities. However, the range
of parameter values γ must be manually selected. When dealing with real life data, com-
munities at one or more scales can go undiscovered if appropriate parameter ranges are
not selected.

Our recent work on multi-scale community detection in temporal networks [6] pro-
poses a novel Temporal Multi-scale Community Detection (TMSCD) method, which
overcomes the obstacles mentioned above. This is achieved by using the spectral prop-
erties of the temporal network represented as a multilayer network. In this framework
we select automatically the range of relevant scales within which multi-scale commu-
nity partitions are sought.

2 The Method of Temporal Multi-scale Community Detection
(TMSCD)

The proposed TMSCD method relies upon the notion of spectral graph wavelets [3], and
is a multilayer extension of the multi-scale community detection procedure via spectral
graph wavelets developed in [10].

First, we build a multilayer representation of the temporal network considering new
inter-layer weights connecting nodes in neighboring time layers. This introduces depen-
dence between neighboring time points. Second, we apply the definition of a spectral
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graph wavelet [3] at every node for each time layer. The main idea of the spectral graph
wavelet approach is that wavelets at small scales span the local neighborhood of nodes,
while wavelets at larger scales span an increasing number of neighboring time layers.

The most essential part in [3] is the design of a wavelet filter function g. The crux
of the TMSCD method is the construction of a B-spline based wavelet filter function g
adapted for multi-scale community detection in temporal networks. By arguments from
Perturbation theory [1] we consider the separate layers as disconnected components,
while the inter-layer weights as perturbations. In this way, when studying the spectral
properties of the supra-Laplacian (the Laplacian of the multilayer formulation), we take
into account the fundamental difference between within-layer and inter-layer edges.

By Perturbation theory the eigenvectors corresponding to the smallest eigenvalues
of the supra-Laplacian are linear combinations of the eigenvectors (corresponding to
the 0 eigenvalues) of the Laplacian matrices of the separate time layers. From spectral
graph theory [2], it is known that an eigenvector corresponding to the 0 eigenvalue of
the Laplacian matrix is not informative of the community structure. For this reason, the
eigenvectors of the supra-Laplacian matrix, which can be obtained as approximations
of these eigenvectors, cannot be used to identify within-layer communities. Hence, we
propose a procedure for the selection of certain larger eigenvalues, which are “informa-
tive” of the prevalent community structure over time. Thus we reconsider the role of the
Fiedler vector in community detection for temporal networks.

The contribution of the eigenvectors at different scales s is controlled by a B-spline
based wavelet filter function g, whose few parameters are automatically selected. The
filter puts more weight to smaller “informative” eigenvalues when large scale commu-
nities are sought, and more weight to larger eigenvalues when small scale communities
are sought.

A series of simulations on various benchmarks presented in [6] show the com-
petitive performance of TMSCD to MM. These simulations show that the proposed
inter-layer weights perform better than fixed inter-layer weights. Another advantage of
TMSCD over MM is the automated selection of scales’ ranges at which multi-scale
communities should be sought.

3 Application to Primary School Data

Here we present for the first time initial results from applying the TMSCD method to
the temporal social patterns appearing in a primary school [9]. Data on face-to-face
interactions between 242 students and teachers from 10 classes were collected for two
days, which we subdivide into 36 intervals of 30 minutes. For each interval, the network
of interactions has a link between two individuals if those individuals had at least one
contact during the corresponding interval.

After applying the TMSCD method to this temporal network, we assess the statis-
tical significance of the communities at each scale, which identified two stable scales
of partitions, Fig. 1(a). For the number of communities at each time point for the two
visualized partitions and the number of singletons see Fig. 1(b).

For the smaller scale, consecutive time intervals which overlap with pre- and after-
lunch class periods group students in around 9−10 communities. This means that each
class is in its own community and communication takes place between class peers.
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Fig. 1. Results from applying TMSCD to temporal social patterns appearing in a primary school.

Fewer defined communities appear during lunch and at the beginning/end of the school
day when many students walk around and no long face-to-face contact is observed.
The large scale captures the split between lower grades (first, second and third) and
higher grades (fourth, fifth and sixth), or between lower (first and second), middle (third
and fourth) and higher (fifth and sixth) grades. Overall, these results demonstrate the
strength of TMSCD to detect multi-scale communities in temporal networks. Future
work involves more thorough real life applications and improvements of the scalability
issues of the method. The author ZK acknowledges partial support by grant no. I 02/19
of Bulgarian NSF.
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9. Stehlé, J., Voirin, N., Barrat, A., Cattuto, C., Isella, L., Pinton, J.F., Quaggiotto, M., Van den

Broeck, W., Régis, C., Lina, B., Vanhems, P.: High-Resolution Measurements of Face-to-
Face Contact Patterns in a Primary School. PLoS One 6(8), e23176 (aug 2011)

10. Tremblay, N., Borgnat, P.: Graph Wavelets for Multiscale Community Mining. IEEE Trans.
Signal Process. 62(20), 5227–5239 (oct 2014)

349

The 6th International Conference on Complex Networks &
Their Applications. Nov. 29 - Dec. 01, 2017, Lyon (France)



A comparison of hierarchical community detection
algorithms

Zhao Yang1, Juan I. Perotti2, and Claudio J. Tessone1,2

1 URPP Social Networks, University of Zurich, Andreasstrasse 15,
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In this study, for the first time we perform an extensive analysis of state-of-the-
art hierarchical community detection algorithms. Three hierarchical community detec-
tion algorithms have been chosen, which are: Infomap [1], a recursive application of
Louvain method for the generation of hierarchies [2] [3] and the Minimum Descrip-
tion Length implementation of the Hierarchical Stochastic Block Model (HSBM)[4].
To do so, we introduce a novel benchmark graph with ground truth which preserves
several properties of real-world networks with hierarchical community structure. It is
able to generate networks that have (i) an arbitrary number of hierarchical levels; (ii) a
power-law degree distribution; (iii) a power-law community size distribution; and (iv)
the smallest or at least reasonable sizes possible. We argue that most of the existing hi-
erarchical benchmark models can not generate graphs with power-law community size
distribution. To quantify the performance of the above mentioned algorithms, we re-
sort the recently introduced hierarchical mutual information metric [3]. This allows us
quantification quality of the algorithms in recovering the hierarchical community struc-
ture. We also demonstrate that these benchmark graphs exhibit a variety of topological
transitions between co-existing ground truths.

In order to construct the benchmark graph (termed RB-LFR) we start from a stan-
dard non-hierarchical LFR benchmark network, which we consider as the seed net-
work motif for an adapted Ravasz-Barabási procedure for constructing hierarchical net-
works [5][6]. We have used the latter because it has clear defined hierarchical struc-
ture and it can be extended to the multiple levels. The networks produce two different
well-defined ground truths, and the mixing parameter controls a topological transition
between them. Taking the two-level RB-LFR benchmark graphs as an example, when
the mixing parameter of the seed LFR benchmark is small, its community structure and
that of its replicas are well-defined. On the first level, the RB-LFR benchmark displays
as many communities as the seed LFR has, i.e. C communities. Each community in this
first layer contains one community of the seed LFR together with all its replicas. At the
second level, each community of the first one contains R+1 sub-communities – one for
each replica plus the seed one – summing a total of C× (R+1) sub-communities in the
complete network. When the mixing parameter µ is increased, the community structure
of the seed LFR becomes more fuzzy and harder to detect. This also happens to the
seed and all replicas communities with the RB-LFR benchmark. This happens while
the number of inter-layer links remain the same regardless of µ . Therefore, the seed
LFR and the replicas may be interpreted as R+ 1 communities at the first layer. Each
of them has as many sub-communities at the second level as the seed LFR had, i.e. C.
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Again, the total number of sub-communities at the second level is (R+1)×C but, this
time, such a number is reached through different means. If the mixing parameter of the
seed LFR becomes too large, then the communities become impossible to detect and
the community structure of the RB-LFR benchmark network has a single level.

The results of our tests are shown in Fig. 1. In the left panels the accuracy of the dif-
ferent community detection algorithms are quantified by the average value of the NHMI
(i.e. Normalized Hierarchical Mutual Information) computed between the detected hi-
erarchical community structures and the different ground truths. In the center column,
the similarity is quantified with the average NMI (i.e. Normalized Mutual Information)
computed between the detected partitions at the second level and those exhibited by the
different ground truths. In the right panels, the similarity is quantified by the difference
HMI - MI between the HMI computed for the full hierarchies and the MI computed for
the partitions at the first level. The tested methods are Infomap, Louvain, and HSBM
from top to bottom. Taking the top-left panel as an example: Infomap can unveil the
community structure until µ ≈ 0.6. For µ < 0.1, it detects the first type of ground truth,
and for 0.2 < µ < 0.6, it detects the second type of ground truth. We observe a clear
transition between the ground truths; in both regions, the NHMI reaches values close to
1 making apparent that the algorithm gives a description of the hierarchy very close to
the ground truth. For large µ , Infomap detects a flat community structure. This result
showcases that the RB-LFR benchmark shows a clear hierarchical community structure
which can be recognized successfully by Infomap. Comparing panels (a) to (d), and (g)
of Fig. 1, we observe that the new benchmark poses a challenging task that can test
the performance of the algorithms, and that the capabilities of the different algorithms
depend non-trivially on the network topology. We note here that the poor performance
of the HSBM is most likely related to its approach, i.e. a bottom-up approach, while the
other two methods are taking the top-down approaches to build the hierarchies. Finally,
the difference HMI - MI is shown in Fig. 1c, f, & i. It gives the contribution that the
second level has on the HMI. In other words, it quantifies how accurately the algorithms
detect the second level and how relevant is the corresponding contribution as measured
by the HMI. It is clear that such contribution is non-negligible, showing the convenience
of HMI as a measure for the comparison of hierarchical community structures, when
compared to the traditional MI.

To conclude, we have found that the newly introduced RB-LFR benchmark graphs
pose challenging tests to state-of-the-art hierarchical community detection algorithms.
More specifically, the tests on the two-level RB-LFR benchmark graphs indicate that In-
fomap outperforms the other two methods in terms of accuracy. Our benchmark graphs,
while parsimonious, exhibit a rich phenomenology including a variety of topological
transitions between co-existing ground truths. Additionally, our tests have also vali-
dated that the recently introduced Hierarchical Mutual Information (HMI) suits better
for the comparison of hierarchical partitions than the traditional Mutual Information
(MI) does.
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Fig. 1. Average NHMI, NMI, and (HMI - MI) as a function of the mixing parameter, µ at the left,
middle and right panels, respectively. From top to bottom, the methods are Infomap, Louvain,
and HSBM. Averages are computed over 10 different network realizations with the same set of
parameters of the seed LFR benchmark.
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The effective structure of complex networks: Canalization in the dynamics of 
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Abstract: 

Network Science has provided predictive models of many complex systems from molecular biology to 
social interactions. Most of this success is achieved by reducing multivariate dynamics to a graph of 
static interactions. Such network structure approach has provided many insights about the organization 
of complex systems.  However, there is also a need to understand how to control them; for example, to 
revert a diseased cell to a healthy state in systems biology models of biochemical regulation.  Based on 
recent work [1,2] we show that the control of complex networks crucially depends on redundancy that 
exists at the level of variable dynamics. To understand the effect of such redundancy, we study 
automata networks−both systems biology models and large random ensembles of Boolean networks 
(BN).  In these discrete dynamical systems, redundancy is conceptualized as canalization: when a subset 
of inputs is sufficient to determine the output of an automaton. We discuss two types of canalization: 
effective connectivity and input symmetry [2]. 

First, we show that effective connectivity strongly influences the controllability of multivariate dynamics. 
Indeed, predictions made by structure-only methods can both undershoot and overshoot the number 
and which sets of variables actually control BN. Specifically, we discuss the effect of effective 
connectivity on several structure-only controllability theories: structural controllability (SC), minimum 
dominating sets (MDS), and feedback vertex sets (FVS) [1,3]. While SC , MDS and similar theories assume 
linear dynamics, their application to real-World networks that are not expected to be linear is 
widespread from systems biomedicine to network neuroscience. Therefore, using BN to study their 
ability to predict control is very reasonable, as BN are one of the simplest nonlinear dynamical systems 
known; if prediction is poor for BN (in both realistic biochemical regulation models and theoretical 
ensembles [1]) there is no reason to think prediction would be better for real-World networks that are 
very likely to be nonlinear too. 

To understand how control and information effectively propagate in such complex systems, we uncover 
the effective graph that results after computation of effective connectivity. To study the effect of input 
symmetry, we further develop our dynamics canalization map, a parsimonious dynamical system 
representation of the original BN obtained after removal of all redundancy [2]. Mapping canalization in 
BN via these representations allows us to understand  how control pathways operate, aiding the 
discovery of dynamical modularity [4] and robustness present in such systems [2]. We also demonstrate 
that effective connectivity is a tuning parameter of BN dynamics [5], leading to a new theory for 
criticality, which significantly outperforms the existing theory in predicting the dynamical regime of BN 
(chaos or order). Input symmetry is also shown to affect criticality, especially in networks with large in-
degree. Moreover, we argue that the two forms of canalization characterize qualitatively distinct 
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phenomena, since Boolean functions cover the space of both measures and prediction performance of 
criticality is optimized for models which parameterize the two forms separately [6].  Finally, we will 
showcase a new Python toolbox that allows the computation of all canalization measures, as well as the 
effective graph and the dynamics canalization map. We will demonstrate it by computing the 
canalization of a battery 50+ systems biology automata networks.  

 

Figure 1: (1a) Arabidopsis Thaliana gene regulatory BN model [7] of cell-fate determination during floral organ specification; 
nodes denote genes, directed edges indicate that source gene regulates expression of target gene [3]. (1b) Effective graph of 
Thaliana BN shown in 1.a; most edges are much less effective in regulation than original model predicts, with various edges 
being completely (FUL → LFY,  AP1 → LFY, AP2 → TFL1 ) or almost completely redundant (AG → AG,  SEP → AG; both with less 
than 1% effectivity) in controlling the network, which is not taken into account by structural controllability theories leading to 
erroneous predictions about controllability [1,3]. (2a) Phase diagram in the k-p (in-degree per bias) space, showing the 
dynamical regimes of ensembles of BN samples; green pie slices denote the proportion of BN with ordered dynamics, and red 
indicates proportion of BN with chaotic dynamics; critical boundaries displayed for best model in this space (bold) and existing 
theory of criticality (dashed) [5]. (2b)  Phase diagram in the ke-p (effective connectivity per bias) space; critical boundary 
displayed for best model in this space (bold) [5]; the best model using effective connectivity (2.b) significantly outperforms the 
classification performance of best model in space displayed in 2a, with more than a 40% performance increase [5], which can 
be clearly grasped by visually comparing misclassifications in 2.a and 2b. 
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1 Introduction

Many complex systems of future consist of networks of interacting humans and au-
tonomous agents. This heterogeneous set of agents often come together to collectively
perform a set of complex distributed tasks. Performance of such networks depends
strongly on the level of efficient coordination among constituting agents [1]. Having
autonomous technology agents enables designers of such networks to use them in order
to steer coordination behavior of the network as a whole, by manipulating the strategic
behavior of human agents.

In this study, we use this lens to establish new roles for robots as social media-
tors between people to improve collective performance of heterogeneous networks in
solving a decentralized complex problem (i.e., Vertex-Covering Problem). For the con-
stituent agents, we consider randomness and patience levels as two defining dimensions
of heterogeneity for a network. The patience level models the extent by which agents
balance long-term higher efficiency and short-term rapid improvement in performance.
Randomness provides a cascade of benefits by creating more exploring opportunities
for the network as a whole [2]. Through agent-based simulation, we study the role of
randomness and patience level in shaping coordination, and using these two parameters
in order to improve the coordination efficiency of the network as a whole.

2 Method
To implement this study, we selected the Vertex Covering Problem, one of the bench-
mark complex problems in computer science. A vertex cover of a network is a set of
nodes such that each edge in the network is incident to at least one vertex of the set. A
large number of algorithms have been suggested for solving this NP-complete problem;
but for the sake of this study, we need to select an algorithm that is decentralized in
nature in order to make it suitable for a collective task. The algorithm also needs to be
compatible with the heuristics by which human agents approach solving the problem.

To satisfy these two conditions, we created a new decentralized heuristic algorithm.
Unlike most similar problems in which agents are placed on network nodes, we consid-
ered agents to be placed on the edges, coordinating with each other to choose a set of
covering nodes.

More precisely, in an iterative process, each edge in the network chooses one of its
endpoints as a covering node. A node is exempted from the set of covering nodes if it is

356

The 6th International Conference on Complex Networks &
Their Applications. Nov. 29 - Dec. 01, 2017, Lyon (France)



not selected by any of its incident edges. As such, coordination becomes critical since
edges incident on the same node need to coordinate with each other to exempt their
common endpoint.

To assess the performance of the proposed method we used the relative metric with
an exponential penalty for error. We consider Cπ = e[

V
V∗ −1] in which V ∗ denotes the

minimum number of covering nodes, and V shows the number of covering nodes the
method suggests. Efficiency is inversely proportional to Cπ , with 1 representing the
maximum efficiency. We performed an agent-based simulation based on the proposed
algorithm on a variety of network structures. Our results show a Goldilocks effect for
both of randomness and patience in the coordination process. For high randomness
levels, agents explore the solution space almost steadily and the changes could not be
followed up by the neighbors. For low randomness, edges do not explore the solution
space enough and may trap in sub-optimal solutions. As for the effect of patience, higher
patience restrains the agents from reaching a consensus since each agent waits for other
agents to comply with its strategy; while for lower patience, deficient coordinations
linger on for a long time.

We further tested the effect of heterogeneity of randomness and patience on coordi-
nation. For this, we simulated the process for different sample groups. The results show
that in case we distribute the agents randomly, heterogeneity is not beneficial for coor-
dination. In the next step, we developed allocation policies based on agents intrinsic pa-
rameters and network structure. We used some network metrics like edge-betweenness
and edge-centrality to establish agent distribution policy.

Fig. 1. The result of the process for a modular network; Red nodes has been exempted. Distribu-
tion policy has been applied for the module with green nodes.

The results indicate that with the same average parameters using the locating policy
heterogeneous community outperforms the homogeneous one. In the next step, we es-
tablished a policy to improve the overall performance using robots. To replicate humans
behavior, we used model-free learning as a popular class of Reinforcement Learning al-
gorithms. Model-free directly estimates the state-action values based on the historical
returns [3]. Assuming that humans use a myopic policy with a low randomness, we in-
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jected some noise to the system by locating robots with exceedingly high randomness,
as 10-15% of all community members in the network.

The robots were fabricated with varying levels of behavioral randomness. We also
used three different policies for locating robots on the network. In the first policy, we
randomly assigned robots to edges. In the two other policies, we selected edges incident
on the nodes with lower and higher centralities, respectively. The results showed that in
all three cases adding robots boosts the performance; however, for the case where we
place the robots on peripheral edges, improvement is more significant.

(a) (b)

Fig. 2. The average performance of 10000 random networks with 40 nodes (a) The results of
using fabricated robots with three different allocation policy for robots (b) The results of different
overall impatience levels; Each impatience level favors a different randomness level

3 Summary of Results
The proposed method shows the power of coordination among myopic autonomous
agents to solve computationally infeasible problems. Specifically, this work demon-
strates two key results; first of all, we showed that there are an optimal randomness
and patience level for any network structure. This means that as the designer of such
networks, we can boost the system-level performance using robots with a carefully fab-
ricated level of randomness and patience level. Secondly, even though heterogeneity in
patience and randomness is not beneficial in general, the performance can be improved
by choosing the network location of agents based on their types. Although these re-
sults are for a specific complex task, we can expect that the obtained results could be
generalized to a wide variety of coordination problems in heterogeneous networks.
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Abstract. To identify the key factors of sustainability, we study local, regional
and global ecological models and the related scientific papers and strategical doc-
uments. We extract networks from causal-loop diagrams of ecological models and
generate graph-based representations of texts to evaluate the similarity of dif-
ferent knowledge representations, identify the most relevant variables and study
their effect on the controllability and observability of ecosystems. In a case study,
we explore the similarity of the clusters of the extracted networks to the analyse
the importance of water-related variables.

Because the variables in a complex ecosystem are strongly interdependent, it is
hard to identify which inputs contribute to an observed output, and what is the
real importance of a variable in an ecosystem. Our goal is to provide a better
understanding of these interactions by the simultaneous structural analysis of dy-
namical models and the related texts of sustainability.
We identify state variables that have a central role in controllability and observ-
ability of state space models identified from causal loop diagrams. To perform
controllability and observability-specific analysis and evaluate measures of node
centrality we developed a NOCAD MATLAB toolbox [1].
We enrich this analysis with expert knowledge represented by graphs extracted
from scientific papers and strategical documents of sustainability and look for
similar patterns in these networks. To demonstrate the applicability of the pro-
posed approach, we highlight the effect of the water-related state variables in
complex ecosystems and show how these are discussed in the Sustainable devel-
opment goals of the United Nations (see Figure 1.).
Using our methods, we can determine the most relevant state variables and the
critical intervention and measurement points. We study well-known dynamical
models of water resources (like ANEMI, shown in Figure 2.) to demonstrate the
applicability of the methodology. Water-related state variables were identified
as important parts of every model. Results from specialized, local models high-
lighted that the water quality is the most critical problem.
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Fig. 1. We extract networks from the bag of words models of scientific papers, sustainability
reports and strategic documents. The figure illustrates the similarity of the Sustainable develop-
ment goals of the United Nations and the Laudato Si encyclical letter. The extracted keywords
demonstrate how the viewpoints of UN and Pope differs.

Fig. 2. Causal-loop diagram of the ANEMI model of water resources that we transform into state-
space model to analyse the controlability, observability, and importance the variables.

The developed methodology can be used to determine the most relevant state vari-
ables and critical intervention and measurement points. The comparative analysis
of models and the related texts provides suggestions for model improvement. We
hope that the simultaneous analysis of causal loop models and expert knowledge
represented by texts can open new possibilities in decision-making.

Acknowledgements We acknowledge the financial support of EFOP-3.6.1-16-
2016-00015 Smart Specialization Startegy (S3) - Comprehensive Institutional
Development Program at the University of Pannonia. The work of Gyula Dorgo
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1 Introduction

Complexity theory has been used to study a wide range of systems in biology and nature
but also business and socio-technical systems, e.g., see [2]. The ultimate objective is to
develop the capability of steering a complex system towards a desired outcome. Recent
developments in network controllability [3] concerning the reworking of the problem of
finding minimal control configurations allow the use of the polynomial time Hopcroft-
Karp algorithm instead of exponential time solutions. Subsequent approaches build on
this result to determine the precise control nodes, or �drivers, in each minimal control
configuration [6], [1]. A browser-based analytical tool, CCTool1, for identifying such
drivers automatically in a complex network has been developed in [5].

One key characteristic of a complex system is that it continuously evolves, e.g.,
due to dynamic changes in the roles, states and behaviours of the entities involved.
This means that in addition to determining driver nodes it is appropriate to consider
an evolving topology of the underlying complex network, and investigate the effect of
removing nodes (and edges) on the corresponding minimal control configurations. The
work presented here focuses on arriving at a classification of the nodes based on the
effect their removal has on controllability of the network.

2 Results

Methodology. We consider three categories in terms of cardinality of the maximum
matching, CMM: a node is delete-redundant, iff CMM is unchanged; delete-ordinary, iff
CMM is reduced by one; and, delete-critical iff CMM is reduced by more than one.

We applied the following adaptation of the algorithm found in [4], [3], [5] for clas-
sifying nodes based on the effect their removal has on controllability of the network.

1. Find one maximum matching of the graph G(V,E) by applying Hopcroft-Karp.
– Convert the graph into a bipartite graph: Gb (V+, V−, E) where V+ is the out-set,

and V− the in-set
– Run the Hopcroft-Karp algorithm on the bigraph Gb to find a maximum match-

ing (denote as MMG) and denote the size of MMG as CG

1Available at: http://cctool.herokuapp.com
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2. Obtain sets of matched nodes and S-matched nodes of G with respect to MMG
– A set of matched nodes in V− is one of matched nodes of G (denote as M−)
– A set of matched nodes in V+ is one of S-matched nodes of G (denote as M+)
– Denote a set of matched or S-matched nodes of G as M (M = M+∪M−)
– Nodes that are not contained in the set M are not S-redundant and are therefore

delete-redundant
3. Pick one node in M and identify the category of the node

– Pick one node n in M and denote the node in V+ as n+, and in V− as n−
– Create a subgraph Sb by removing all edges incident with node n+ and n−
– Create a matching MS by removing matched edges incident with nodes n+, n−
– Find a maximum matching of Sb and denote the size as CS
• Find an augmenting path with regards to MS in subgraph Sb
• If there is an augmenting path, use it to augment MS
• Once more, find an augmenting path and augment MS
• Augmented matching MS is a maximum one of Sb

– Identify the category of the node n
• If CS = GS then n is delete redundant
• If CS = GS−1 then n is delete ordinary
• If CS = GS - 2 then n is delete critical

4. Repeat step 3 until all nodes in M are identified by using MMG and Gb

where a matched node is the end point of a matched link; an S-matched node is the
start point of a matched link; an S-redundant node is a node that is always a matched
node or an S-matched node, in all maximum matchings; and, a node is a delete redun-
dant node if and only if the node is not an S-redundant node.

Fig. 1. Distribution of node categories (N = 1000)

Summary. Fig.1 shows the distribution of the different categories of nodes considered.
If the edge probability increases, all nodes tend to be delete-ordinary, while delete-
redundant nodes disappear gradually. When the edge probability exceeds a threshold,
the fraction of delete-critical nodes, which was increasing, starts to rapidly decrease.

Fig.2 shows the initial state of the network (top left) and the effect of remov-
ing different categories of nodes. Our experiments showed that when 3 delete-critical
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Fig. 2. Node classification based on impact on network controllability

nodes are removed the number of driver nodes increases by 3. When 4 delete-redundant
nodes are removed the number of driver nodes decreases by 2 while removing 8 delete-
ordinary nodes results in no change in the number of driver nodes.

In terms of robustness of the node categories devised, we note the following results.
When some nodes are removed from the network, all node classifications are sta-

ble with delete-redundant nodes being the most unstable. When the edge probability
increases, the delete-ordinary nodes are the most stable. When 10% of the nodes are
removed from the network, then over 70% of the nodes’ categories are not changed.
Also, the delete-ordinary category is the most stable one.
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Abstract. We investigate the stability of networks that emerge from simulations
optimizing an efficiency function which can be related to both the behaviour of
organizations and to the Hamiltonian of spin-glasses. Using this quantitative ap-
proach we find a number of expected and highly non-trivial results for the ob-
tained locally optimal networks, stability increases with growing efficiency, the
same perturbation results in a larger change for more efficient states, due to the
huge number of possible optimal states only a small fraction of them exhibits
resilience.

1 Introduction
Stability is one of the most essential features of complex systems ranging from
ecological to social, communication and economic networks [1]. Stability of a
system can be investigated from several perspectives including the perhaps two
most essential ones: resistance and resilience. In Ref. [4] we introduced a model
in order to interpret the apparently glassy behaviour of hierarchical organiza-
tions and their corresponding network of interactions. The model leads to a com-
plex behaviour of the efficiency function associated with the performance of net-
worked organizations resembling the phenomena displayed by the so called spin
glass model [2]. Here we address the question of central importance: how stable
is the network structure against perturbations? What is the relation between effi-
ciency and stability? The stability of locally optimal states of directed complex
networks is examined by adding perturbations (noise) to the system. While af-
ter optimization the structure of the network freezes in one of its locally optimal
states, the effect of noise relocates links in the system. Change in efficiency [3]
is studied between local and noisy states and are compared for different values of
noise. Network resistance against perturbation is investigated by measuring the
number of steps that should be taken before disturbing efficient state. Network re-
silience is considered by looking at the ability of the system to return to its local
optimal state after turning off the noise.

2 Method
In Ref. [4], an efficiency function is developed for a typical organization which
is built from interacting individuals with different abilities ai.

Ee f f =
1
N ∑

i j
Ji jaia j, (1)
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Fig. 1. (a) Kn(the number of steps that noise is turned on until the first change in efficiency occurs)
versus efficiency . (b) Average of efficiency difference ⟨∆E⟩ between optimal and unstable states
versus efficiency in two different values of noise (temperature).

where N is the number of nodes. Directed edges between individuals have signs
corresponding to their harmonic (Ji j = +1) or antagonistic (Ji j = −1) relation,
(Ji j = 0) if the two nodes are not connected. Efficiency function is maximized
in order to find local optimal states of the networks using Monte Carlo simula-
tion. Network efficiency and its corresponding structure has a glassy behavior
meaning that it does not converge to a unique efficient state. Maximizing the ef-
ficiency function leads to complex behavior and hierarchical structures emerge
during the process of searching the optimal states. The distribution of local max-
ima of efficiencies and their corresponding global reaching centrality (GRC) or
level of hierarchy (method for calculating GRC is discussed in Ref. [3]) values
indicates that optimal states fall into two categories with high and low GRC [4].
The question is how much these local optimal states are stable, from resistance
point of view against external perturbation and also their ability to return to their
optimal state after turning off the noise (resilience). External perturbation can be
a noise in local optimal state of the system, optimal states are achieved through
Monte Carlo simulation by randomly relocating the position of the edges in tem-
perature close to zero. In each Monte Carlo step, the efficiency is calculated. If
the efficiency is higher than the previous step it is accepted and if it is lower,
it is accepted by Boltzmann probability (exp(− ∆Ee f f

T )). To reach the saturated
highly efficient state, temperature (T ) in Boltzmann probability should be close
to zero. After reaching the optical states where efficiency saturates, we increase
temperature to implement the noise which increases the Boltzmann probability.
The noise is kept on until efficiency changes. Then the difference between effi-
ciencies in two states (optimal and unstable states) as well as the number of steps
taken to see the first change in efficiency are calculated.

3 Results

We start our interpretation of the results in Figure 1-a. by the observation that
for a given noise (perturbation) higher values of Kn imply higher stability and
vice versa. Networks with higher efficiencies need more steps to deviate from
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Fig. 2. (a) Average efficiency difference between two local optimal states ⟨∆E⟩ before turning
on the noise and after its turn off versus efficiency, these results were obtained for three different
initial full graphs. (b) Probability density function of ⟨∆E⟩ is skewed with a peak close to zero.

its optimal state and exhibit a higher level of resistance against external pertur-
bation. According to Figure 1-b, for systems with higher efficiency the absolute
value of ⟨∆E⟩ (reaction) of the system is larger in response to a perturbation.
Since we already established that higher efficiency translates to higher stability
we can conclude based on our findings so far the following: Systems with higher
stability are less susceptible to external perturbation but once the perturbation is
large enough, they undergo a more pronounced change. The networks resilience
is shown in Figure 2. To model this, we start with an optimal state and turn on the
noise changing T from nearly zero to T = 0.1. After 32 steps, noise is switched
off and the system is allowed to recover from its unstable state and converge to a
local optimal state again. For larger efficiencies the network returns to the same
initial optimal states ⟨∆E = 0⟩ after turning off the noise (high resilience). Pos-
itive values of ⟨∆E⟩ demonstrate networks switch to a more efficient state after
turning off the noise. Figure 2-b shows probability density function of ⟨∆E⟩ with
positive skew and a high peak close to zero.
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1 Introduction

The network of interactions in complex systems, strongly influences their resilience,
the system capability to resist to external perturbations or structural damages and to
promptly recover thereafter [1]. The phenomenon manifests itself in different domains,
e.g. cascade failures in computer networks or parasitic species invasion in ecosystems
[2]. Understanding the networks topological features that affect the resilience phe-
nomenon remains a challenging goal of the design of robust complex systems [3]. For
this purpose, we introduce the concept of non-normal network, namely a network whose
adjacency is a non-normal matrix [4] and provide an algorithm for building networks
with such property [5]. We prove that the non-normality character of the network of
interactions amplifies the response of the system to exogenous disturbances and can
drastically change the global dynamics. To illustrate the power of non-normal network,
we provide an illustrative application to ecology by proposing a mechanism to mute the
Allee effect, the phenomenon according to which for initial low densities the species
is not able to survive. This manifestation of unexpected species invasion eventually de-
scribes a new theory of patterns formation involving a single diffusing species inspired
by a transient instability principle.

2 Results

The non-normal assumption is thus responsible for unexpected outcomes on the dy-
namics, constituting hence a basis for the resilience of networked systems being related
to the structural property of the network. To illustrate the potentiality of this mechanism
we describe a major application in ecology, the Allee effect [6], whose dynamics can
be described by the following diffusively coupled equations:

dxi

dt
= rxi (1− xi)

(xi

A
−1
)
+D

M

∑
j=1

Li jx j,∀i , (1)

where xi denotes the species density in the i-th patch, r the reproduction rate, A the
Allee coefficient, D the diffusion coefficient and L the Laplacian matrix.

If the network of interactions is normal and the initial conditions do not exceed the
Allee threshold, xi(0)< A,∀i, then the species goes extinct and diffusion cannot prevent
it. Conversely if the underlying network belongs to the family of non-normal networks,
the system fate turns upside down and the population will survive reducing thus the
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system resilience. The explanation for this behavior can be found in the competition
between the diffusion mechanism and the reproduction rate. It can happen that the initial
transient amplification induced by the non-normality is strong enough to surpass the
Allee threshold, at least in some of the patches, and consequently the system saturates
avoiding the extinction. A schematic illustration of the resilience response of the Allee
model on a non-normal network is presented in Fig. 1. This theoretical approach can be
used to describe different scenarios in ecology like the introduction of new individuals
in a particular habitat for the goal of species conservation or biological control from
invasive species [7]. Often, the achievement of such goals is strongly conditioned by
the Allee effect.

The previously discussed model where the non-normality facilitates the survival of
the species and avoid the Allee effect does in fact, yields a non homogeneous non-linear
pattern. One of the mostly diffused mechanism responsible for the pattern formation, is
the one introduced by A. Turing in his seminal paper on morphogenesis [8]. According
to him in order to be able to realize the celebrated Turing patterns, the minimal requi-
sites are the presence of at least two species, the “activator” (capable to trigger their own
growth) and the “inhibitor” (antagonist to the former, impede any further growth once
diffusing), and moreover the ratio of their diffusion coefficient (inhibitor vs. activator)
should be larger than some threshold. In the new scenario of non-normal networks, this
topological feature of the network of interactions will force the inhibitors in some of the
nodes, to initially increase their concentration until they saturate in the non-linear phase.
What is remarkable is that the species which apparently tends to go extinct because of
the negative growth rate, exploit a faster diffusion process that makes the species to
spread before the individuals counteract, and eventually lead to self-organization. This
is thus a new mechanism, different form the Turing one, capable to explain the pat-
tern formation process, observe moreover that one species is enough to activate this
phenomenon, provided it diffuses on a non-normal network.

We have also developed a method to generate non-normal networks based on the
Newman-Watts mechanism [9]. More precisely, taking a random weighted directed
ring, acting as the backbone, we add long-range links with random weights consid-
erably smaller than the ones of the ring, reflecting thus the observation that the small-
world topology is widely spread in Nature: direct interaction between far away nodes, is
less probable and weaker with respect to closer ones. The adjacency matrix results thus
almost triangular, a structure that closely resembles the Jordan blocks of the canonical
form of a non-normal matrix [4].

Summary. We studied the role of non-normal topology in the resilience phenomenon of
dynamical systems defined on directed networks. In the case of non-normal networks,
unexpectedly, small perturbations will follow an initial amplification that can lead the
system to a new state, possibly far from the initial one. Once the non-normality guides
the system toward a non-homogeneous equilibrium state, the process at work can be
cast in the framework of patterns formation driven by dynamical instability. The single
species case hereby presented shows the impact of the network topology on the self-
organization process, allowing the formation of patterns beyond the Turing mechanism.
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Fig. 1. Resilience and the Allee effect. (a) The Allee effect states that for x(0) < A the species
fails to survive. (b) Non-normal (red) versus normal (blue) system. (c) Bifurcation diagram of the
networked Allee model shows that for the non-normal systems (red) the survival zone is strongly
increased. (d) Turing pattern mechanism versus the non-normal one.
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1 Introduction

Bounding robustness in complex networks has gained increasing attention in the litera-
ture. Network robustness research has indeed been carried out by scientists with differ-
ent backgrounds, like mathematics, physics, computer science and biology. As a result,
quite a lot of different approaches to capture the robustness properties of a network have
been undertaken. Traditionally, the concept of robustness was mainly centered on graph
connectivity. Recently, a more contemporary definition has been developed. According
to [16], it is defined as the ability of a network to maintain its total throughput under
node and link removal. Under this definition, the dynamic processes that run over a net-
work must be taken into consideration.
In this framework several robustness metrics based on network topology or spectral
graph theory have been developed ( see [4], [8], [9], [13]). In particular, we focus on
spectral graph theory where robustness is measured by means of functions of eigenval-
ues of the Laplacian matrix associated to a graph ([10] and [19]). Indeed, this paper
is aimed to the inspection of a graph measure called effective graph resistance, also
known as Kirchhoff index (or resistance distance), derived from the field of electric cir-
cuit analysis ([14]). The Kirchhoff index has undergone intense scrutiny in recent years
and a variety of techniques have been used, including graph theory, algebra (the study
of the Laplacian and of the normalized Laplacian), electric networks, probabilistic ar-
guments involving hitting times of random walks ([6] and [7]) and discrete potential
theory (equilibrium measures and Wiener capacities), among others. It is defined as
the accumulated effective resistance between all pairs of vertices. This index is widely
used in Mathematical Chemistry, Computational Biology and, more generally in Net-
work Analysis in order to describe the graph topology.
It is worth pointing out that the Kirchhoff index can be highly valuable and informative
as a robustness measure of a network, showing the ability of a network to continue per-
forming well when it is subject to failure and/or attack. In fact, the pairwise effective
resistance measures the vulnerability of a connection between a pair of vertices that
considers both the number of paths between the vertices and their length. A small value
of the effective graph resistance therefore indicates a robust network. Several works
studied indeed the Kirchhoff index in networks that are topologically changed. For ex-
ample, Ghosh et al [12] study the minimization of the effective graph resistance by
allocating link weights in weighted graphs. Van Mieghem et al in [20] show the rela-
tion between the Kirchhoff index and the linear degree correlation coefficient. Abbas
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et al in [1] reduce the Kirchhoff index of a graph by adding links in a step-wise way.
Finally, [17] focuses on Kirchhoff index as an indicator of robustness in complex net-
works when single links are added or removed. In particular, being the calculation of
this index computationally intensive for large networks, they provide upper and lower
bounds when an edge is added or removed. Some of them are based on the relation with
the algebraic connectivity ([11]), another measure of network robustness.
In this paper, we discuss a methodology aimed at obtaining some new and tighter
bounds of this graph invariant when edges are added or removed which takes advantage
of real analysis techniques, based on majorization theory and optimization of functions
which preserve the majorization order, the so-called Schur-convex functions. One ma-
jor advantage of this approach is to provide a unified framework for recovering many
well-known upper and lower bounds obtained with a variety of methods, as well as pro-
viding better ones. It is worth pointing out that the localization of topological indices
is typically carried out by applying classical inequalities such as the Cauchy-Schwarz
inequality or the arithmetic-geometric-harmonic mean inequalities. Within this topolog-
ical robustness framework, we propose to use our bounds, obtained by these techniques,
for robustness assessment of complex networks. Further research regards a generaliza-
tion to weighted and/or directed networks and the analysis of the correlation between
alternative topological metrics.

2 Preliminaries

Let us first recall some basic concepts from graph theory (for more details we refer the
reader to [5] and [18]). In this paper we consider a simple, connected and undirected
graph with n nodes and m edges. Let π = (d1,d2, ..,dn) be the degree sequence of G,
where d1 ≥ d2 ≥ ·· · ≥ dn, di is the degree of vertex vi and ∑n

i=1 di = 2m. A(G) is the
adjacency matrix of G and λ1 ≥ λ2 ≥ ... ≥ λn is the set of (real) eigenvalues of A(G).
The matrix L(G) = D(G)−A(G) is called Laplacian matrix of G, where D(G) is the
diagonal matrix of vertex degrees. Let µ1 ≥ µ2 ≥ ... ≥ µn be the eigenvalues of L(G),

where
n
∑

i=1
µi = 0 and

n
∑

i=1
µ2

i = 2m. We now present some basic facts about majoriza-

tion theory. The main references about majorization order and Schur convexity are the
classical book [15] and the paper [2] for the notations and techniques.

Definition 1. Given two vectors y, z ∈ D = {x ∈Rn : x1 ≥ x2 ≥ ...≥ xn}, the majoriza-
tion order y E z means:





〈
y,sk〉≤

〈
z,sk〉 , k = 1, ...,(n−1)

〈y,sn〉= 〈z,sn〉

where 〈·, ·〉 is the inner product in Rn and sj = [1,1, · · · ,1︸ ︷︷ ︸
j

,0,0, · · ·0︸ ︷︷ ︸
n− j

], j = 1,2, · · · ,n.

Given a closed subset S ⊆ Σa = D∩{x ∈ Rn
+ : 〈x,sn〉 = a}, where a is a positive real

number, let us consider the following optimization problem

Minx∈S φ(x). (1)
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If the objective function φ is Schur-convex, i.e. x E y implies φ(x)≤ φ(y), and the set
S has a minimal element x∗(S) with respect to the majorization order, then x∗(S) solves
problem (1), that is

φ(x)≥ φ(x∗(S)) forall x ∈ S.

It is worthwhile to notice that if S′ ⊆ S the inequality x∗(S)E x∗(S′) holds and thus

φ(x)≥ φ(x∗(S′))≥ φ(x∗(S)) forall x ∈ S′. (2)

On the other hand, if the objective function φ is Schur-concave, i.e. −φ is Schur-
convex, then

φ(x)≤ φ(x∗(S′))≤ φ(x∗(S) forall x ∈ S′. (3)

A very important class of Schur-convex (Schur-concave) functions can be built
adding convex (concave) functions of one variable. Indeed, given an interval I ⊂ R,
and a convex function g : I → R, the function φ(x) = ∑n

i=1 g(xi) is Schur-convex on
In = I× I×·· ·× I︸ ︷︷ ︸

n−times

. The corresponding result holds if g is concave on In.

In [2], the extremal vectors for some closed particular subsets S ⊆ Σa have been
computed.

3 Theoretical and numerical results

We assume to obtain a graph G′(n,m+ h) by adding 1 ≤ h ≤ n(n−1)
2

−m links to

the graph G(n,m). By using majorization techniques we are able to find the extremal
vectors of some suitable subsets of Rn that encode information about the spectrum of
the Laplacian matrix. In this way, by exploit the fact that the Kirchhoff index is a Schur-
convex function we can find the following bound:

R(G
′
)≥ n

(
1

d1 +1
+

1
d2

+
(n−3)2

2m+2h−1−d1−d2

)
. (4)

In a similar way, we define G
′′

the graph obtained by removing 1 ≤ h ≤ n− 1−m
links from G(n,m) and we can derive:

R(G
′′
)≥ n

(
1

d1 +1−2h
+

1
d2−2h

+
(n−3)2

2m−2h−1−d1−d2 +4h

)
(5)

We now compare our bounds with those in [17], where the following lower bounds
are provided, when h = 1:

K(G′)≥ K(G)

1+
nρ
2

, (6)

where ρ is the diameter of G,

K(G′′)≥ n(n−1)2

2(m−1)
. (7)
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In tables 1 and 2 we show that the proposed bounds (4) and (5), evaluated for h = 1,
are tighter than the bounds (6) and (7).

n K(G) K(G′) Our bound (4) Bound Wang et al. (6)
10 19.86 18.97 16.53 1.81
20 48.71 47.80 43.57 1.57
30 66.21 65.70 60.80 2.14
40 78.64 78.49 75.63 1.92
50 106.76 106.59 102.06 2.09
100 191.36 191.28 188.38 1.89
200 409.23 409.19 405.21 2.04
500 1001.28 1001.26 997.12 2.00
1000 1999.25 1999.24 1995.26 2.00

Table 1. Comparison between lower bounds of K(G) after one link addition. Graphs are randomly
generated by using Erdös-Rényi (ER) model varying the number of vertices n and with probability
p = 0.5.

n K(G) K(G′′) Our bound (5) Bound Wang et al. (7)
10 19.86 21.17 17.78 17.61
20 48.71 49.26 44.31 44.02
30 66.21 66.69 61.16 60.94
40 78.64 78.81 75.87 75.67
50 106.76 106.92 102.28 102.08
100 191.36 191.43 188.49 188.41
200 409.23 409.27 405.28 405.21
500 1001.28 1001.29 997.15 997.10
1000 1999.25 1999.26 1995.27 1995.24

Table 2. Comparison between lower bounds of K(G) after one link removal. Graphs are randomly
generated by using Erdös-Rényi (ER) model varying the number of vertices n and with probability
p = 0.5.

Additionally, we show that these bounds are effective also when more than one links
is added or removed.
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Risk assessment is a key aspect of the design and operation of engineering infras-
tructures. It has led to the development of the 3Rs risk management strategy, which
builds upon the notions of network redundancy, resilience and reliability.

Reliability is defined as the study of both the probability and consequences of net-
work component failure. However, as a result of the lack of universally accepted prob-
abilistic approach to component failure, explicit consideration of reliability in water
supply network design has proven a challenging issue [2]. To overcome the statistical
limitations of reliability measures [6], our work focuses on the consequences of com-
ponent failure and the capacity of the system to cope with them, which are assessed by
the notions of resilience and redundancy.

The redundancy of a network derives from its connectivity properties and its analy-
sis is supported by graph theory. Despite providing valuable insight into the network’s
structure, graph theoretic metrics do not allow to quantitatively assess the capacity of
network paths. Hydraulic resilience analyses, on the other hand, use hydraulic simu-
lation results to measure link capacities and derive the demand a network can meet
under failure conditions [6]. In practice, however, hydraulic data is subject to quality
and availability restrictions. The computational complexity of repeated hydraulic sim-
ulations also grows exponentially with the size of the network, due to the non-linearity
of water distribution systems. These limitations can make the use of hydraulic metrics
unpractical for the assessment of the resilience of real-life water distribution networks.

This paper introduces a surrogate measure of hydraulic resilience called water flow
edge betweenness centrality (WFEBC) that aims to overcome the current limitations
of both graph theoretic and hydraulic metrics. Water flow edge betweenness centrality
builds upon the latest developments in graph theory, to which it integrates elements of
physical characteristics of water supply networks. Inspired by Newman’s random walk
betweenness centrality measure, WFEBC takes an alternative approach to traditional
shortest-path betweenness measures [3], which constrain the flow to the geodesic paths
of the network, yielding a more realistic representation of the flow conditions. Due to
space constraints, the reader is referred to [5] and [1] for the mathematical definition of
current flow betweenness centrality. The main contribution of this work is the introduc-
tion of the following modifications to Newman’s definition, allowing for its application
to the criticality analysis of water distribution systems:

– The adjacency matrix is weighted: the random walks are computed on edges weighted
by resistance coefficients derived from the physical laws conditioning flow dynam-
ics in the network.
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– Whereas the original definition of current flow betweenness centrality relies on
the computation of random walks between all pairs of nodes in the network, the
calculation of WFEBC requires that source and target nodes belong to restricted
sets defined in accordance with the physical nature of the nodes in the real system.

– The unit supply between a given pair of source-target (s-t) nodes is weighted by the
estimated demand of the target node as well as the relative capacity of the source
node, compared to the total capacity of the network.

This allows WFEBC to go beyond traditional redundancy analysis and provide a
measure of the capacity and criticality of a network’s edges.

WFEBC was applied to the analysis of Net3, a case study network of 92 nodes,
5 sources or reservoirs and 119 links provided with the open-source hydraulic solver
software EPANET 2.0 [4]. The measures of water flow edge betweenness centrality
of the links (Figure 1) are compared to the results of a hydraulic resilience analysis
performed on the network, using reserve capacity [7] as an index for link criticality.
The darker the edge, the more critical.

Branches of tree structures connecting leaf nodes and bottlenecks of customer sup-
ply are excluded from the analysis: disconnections of single customers, regardless of
their importance, causes the reserve capacity of the network to drop to 0, inconsistently
granting highest criticality levels to links on the extremities. Moreover, due to their par-
ticular nature, the impact of the failure of such links is easy to comprehend from visual
inspection of the structure of the network: assessment of their criticality is left to engi-
neering judgment, based on the importance of the disconnected customers of amount of
unmet demand.

The analysis of the reserve capacity and WFEBC values of the remaining links
shows that:

– The hydraulic criticality analysis identifies 17 links of which a failure causes the
reserve capacity of the network to drop significantly. Likewise, the graph theoretical
analysis of Net3 correctly identifies the same 17 links as having the highest WFEBC
values, with only slight variations in their ranking order.

– The remaining links show indiscernibly high (resp. low) values of reserve capacity
(resp. WFEBC), their failure still allowing the network to meet up to 190% of
the its nominal demand. Being almost all equivalently critical with regards to both
metrics, their rankings show little correlation.

The results of the application of WFEBC to the analysis of Net3 are summarized by
Figure 2, which compares the degrees of criticality of network links for reserve capacity
and WFEBC.

To assess the added value of WFEBC compared to existing graph theoretic metrics,
the shortest-path betweenness centrality values of the edges of the network are also
calculated. The results show that, unlike WFEBC, shortest-path betweenness centrality
fails to account for alternative paths and to identify some of the most critical links con-
necting the sources to the rest of the network as, by definition, it does not discriminate
between source and target nodes.

The properties of WFEBC allow for two applications, depending on the level of
knowledge the operator has of the network:
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Fig. 1. WFEBC of Net3 links. The darker the
link, the more central it is.
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Fig. 2. Hydraulic criticality degree plotted
against WFEBC criticality degree for Net3
links

– If the information required to run the hydraulic model and carry out a critical
link analysis of the network is available, then computing an initial measure of the
WFEBC provides a first level of understanding of the network’s resilience and re-
duces the set of candidate links for further criticality analysis.

– On the other hand, WFEBC is also a self-standing metric that can be used to carry
out resilience analyses when little is known about the system’s dynamics or when
the confidence in the hydraulic model is too low.

Further work could include integrating WFEBC results in various network optimi-
sation or hydraulic model calibration problems.
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Social relationships that are strong and supportive are fundamentally impor-
tant for health and well-being, in both humans and other primates [1, 2]. While
close, emotionally intense relationships provide support and cohesion, weaker
ties have been associated with beneficial diversity and access to resources out-
side one’s everyday social circles. At the same time, maintaining social ties comes
at a cost: time and cognitive resources are finite [3]. This cost is particularly high
for close relationships [4]. Therefore personal networks typically have only a few
close ties and many weak ties. This is visible both at the level of entire social
networks [5] as well as in how individuals structure their personal networks[6].

In Ref. [6], it was shown that people allocate their mobile telephone calls to
their alters rather inhomogeneously: a few closest alters get a disproportionate
fraction of calls. Further, each individual was seen to have their own social sig-
nature that quantifies this inhomogeneity. Social signatures measure the fraction
of communication targeted at alters of each rank, when the alters are ranked ac-
cording to this fraction. In other words, they depict rank-frequency relationships
of alters. Social signatures persist in time, even when there is heavy turnover in
the ego network.

Besides calls, social relationships are shaped and maintained through many
other communication channels. Since channels are different in their nature and
functionality, people do not use them interchangeably. Several factors contribute
to the choice of channel for each communication event, from the type of rela-
tionship to the aim of communication.

In order to understand the properties of ego networks and social signatures
better, it is therefore important to look at data from multiple channels of com-
munication. Comparing and combining information on different channels can be
problematic because of their intrinsic differences. We suggest a method for con-
structing weighted ego networks from time-stamped communication data that
makes different channels comparable (see Fig. 1), and allows constructing multi-
channel social signatures. We observe that the two social signatures that reflect
call and SMS ego networks are very similar for each ego. At the same time,
their composition in terms of alters may largely differ, which makes this ego-
level similarity unexpected. Moreover, we observe that both single-channel and
multi-channel signatures are persistent in time as observed earlier for calls-only
signatures.
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Fig. 1. Social signatures constructed from calls, texts, and both calls and texts show
similar shapes. A) and B) The numbers of one-hour time bins that contain calls or
texts are used as link weights in egocentric networks; these are more comparable than
numbers of calls and texts whose ”units” do not match because one conversation may
require large numbers of texts but just one call. C) Shapes of call, text, and mixed
signatures for one individual (fraction of link weight as a function of alter rank). D)
Distances between call and text signatures of individuals versus cross-individual dis-
tances show that each individual’s call and text signatures tend to be similar. Inset:
small values of Jaccard indices between sets of called and texted alters indicate differ-
ences in the composition of call/text ego networks.

Our results point towards the possibility of individuals having intrinsic ways
of shaping their personal networks that are reflected on any of the communication
channels they use; at the same time, the choice of channel for each of their alters
appears independent of these ways.
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The emergence of collective social behavior in various social groups has attracted a
lot of attention of researchers from the field commonly known as computational social
science [2, 1, 5]. They combine the techniques from different areas of science, includ-
ing statistical physics, complex network theory, and computer science, to quantitatively
describe the dynamics and structure of various social groups, and to discover the under-
lying mechanisms. The abundance of data about human online behavior has enabled ex-
tensive studies of human activity patterns, social networks structure, as well as the emer-
gence of collective behavior in online social groups. On the other hand, the growth and
evolution of offline social communities, especially those with event-driven dynamics,
have attracted a relatively little attention, mostly due to the lack of data. Many offline
social groups have event-driven dynamics, i.e., their members meet and build social
connections during the events which are well localized in time and space. These groups
have an important role in every society since they include all spheres of social com-
munity life, for instance, social support groups, political campaigns and movements,
leisure groups such as book clubs [7], or professional groups such as conferences [6].
Although these groups are inherently different considering their topic, type of activity
or profile of their members, they all have event-driven dynamics which is responsible
for the universal patterns of member’s participations in group activities [6, 7].

Here we demonstrate this universality by analyzing the data from two different types
of social groups: series of scientific conferences [6], which are representatives of event-
driven professional social groups, and four leisure groups from Meetup platform [7].
We collected and curated the data for six different series of conferences from various
fields of science [6]: American Physical Society March Meeting (APSMM), Ameri-
can Physical Society April Meeting, Society for Industrial and Applied Mathematics
Annual Meetings, Neural Information Processing Systems Conference, International
Conference on Supercomputing, and Annual International Conference on Research in
Computational Molecular Biology. The data for four large Meetup groups, each of them
belonging to a different category and having a different type of activity, have been
collected using Meetup API [7]: Geamclt group is made of foodie thrill-seekers, Veg-
asHiker (LVHK) group consists of hikers, Pittsburgh-free people search for free social
events, and TechLife Columbus a technology-related community. For both social group
types, we collected the list of their members, and events (conferences or meetups de-
pending on the type of social group), as well as the attendance list for each event.
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Fig. 1. (top) Probability distributions P(x) of total number of participations x, for APSMM (left)
and LVHK (right). Blue circles and green triangles in the left panel correspond to simulations and
numerical solution of non-linear Polya urn model for APSMM. Solid line represents best fit to
truncated power law distribution x−α e−βx. (bottom) Dependence of members average degree 〈q〉
and strength 〈s〉 (left), and non-weighted 〈ci〉 and weighted clustering coefficients 〈cW

i 〉 (right) on
number of attended group events x for group LVHK.

This has allowed us to analyze in detail the participation patterns of members of these
groups. Specifically, we have calculated the distributions of the total number of partic-
ipations, the number and the time lag between two successive participations. All these
distributions exhibit truncated power-law behaviour with the value of power-law expo-
nent between 1 and 2, see Figure 1 (top). We model these event-driven dynamics using
non-linear Polya urn model and show that the probability of member to attend the next
event depends on the balance between the number of previously of attended and non-
attended events through positive feedback mechanism. This suggests that event-driven
dynamics is strongly influenced by social factors, such as members association with the
community and inclusiveness of social groups.

To further explore this hypothesis, we analyze the evolution of ego-social networks
of members of four Meetup groups. We map the data to a bipartite network of mem-
bers and events, where the link between nodes i and j indicates the participation of
member i in the event j. The social network between members of one Meetup group
is obtained by projecting the appropriate bipartite network to members partition and
filtering out the redundant links using the technique based on configuration model of
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random bipartite networks [4, 3]. Then, we study the evolution of average local features
of ego-networks, such as degree, strength, weighted and non-weighted clustering co-
efficient, with the number of attended events, see Figure 1 (bottom). Our results show
members increasing engagement in the group activities is primarily associated with the
strengthening of already existing ties and increase in the bonding social capital.
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giona@ethz.ch

1 Introduction

The internet age has brought with it a host of data, opening up vast new research pos-
sibilities for political scientists, and social scientists in general. However, these new
possibilities also entail some methodological problems. First and foremost, there is the
issue of external validity - in how far does our online data allow us to make any con-
clusions about the ’real world’? All too often online traces are naı̈vely equated with
offline behavior. In political science, it is of course mostly the offline behavior - voting,
lawmaking, governing - which we are really interested in.

2 Data and Methods

In this study, we overlay two datasets, both containing behavioral data of Swiss politi-
cians. The first dataset – Politnetz – captures their online behavior on a Swiss
political debate and networking platform. On Politnetz, politicians, as well as nor-
mal citizens can take a stand on various policy issues and debate them with each other.
Crucially, they can also establish support-relations with each other, similar to the estab-
lishment of ’friendship’ links on Facebook.

The second dataset captures politicians’ offline behavior directly at their workplace,
the Swiss parliament. More precisely, it contains their co-sponsorship relations, with
which a parliamentary delegate can express support for the legislative proposal of other
delegates. It has been shown previously that co-sponsorships are relevant indicators of
political alliances, and can predict parliamentary voting behavior [3, 6, 4, 5].

Our offline dataset can be represented by a directed multi-edge network, where
nodes are politicians and edges represent co-sponsorships links. It is multi-edge, be-
cause a delegate i can co-sponsor more than one legislative proposal of a delegate j
during a legislation. In contrast, our online dataset is a directed, dichotomous network of
support-links, meaning that these links can only be made once. Crucially, we can match
politicians present in both datasets constructing a multiplex network, where one layer
is the co-sponsorship network and the other layer is built from the support-relations
expressed on the online platform.

In this paper we address the following question: can we predict the extent that a
politician i co-sponsors a politician j in parliament by the information contained in the
Politnetz support links? In other words: does online support tell us anything about
’real world’ support?
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To conduct analyses like this, where the dependent variable is not an individual
property, but a multi-edge network, our chair recently developed a method for multiplex
network regression, based on generalized hypergeometrical ensembles [2, 1]. Analo-
gously to simple linear regression, this method can determine the influence of one or
several independent variables on a multi-edge network, where such independent vari-
ables can be other multi-edge, dichotomous, or weighted networks. Like linear regres-
sion, it returns the significance values for the parameters, and allows for the computation
of a pseudo-R2 for the estimation of model quality.

Different from standard linear regression, it takes into account the intrinsic interde-
pendency of observations typical of networks and relational datasets. It accomplishes
this by estimating the amount of edges between nodes i and j that we can expect at
random, given the in- and out-degree of both i and j. It then estimates in how far the
independent variable(s) can explain deviations from this random estimate.

In a first step, we will use our network regression method to regress the dichotomous
network of Politnetz support links on the multi-edge co-sponsorship network from
the Swiss parliament. Our hypothesis is: If politician i established a support relation to
politician j on Politnetz, there will be more co-sponsorship relations from i to j in
the parliament than expected at random.

In a second step, we will introduce a somewhat more sophisticated model. Instead
of simply using Politnetz support links as independent variables, we will use them
to determine similarity between politicians. Two politicians shall be maximally similar
if they give their support to the same people on Politnetz, and maximally dissimilar
if they give it to completely different people. For this purpose, we use Jaccard similarity.
The similarity between two politicians i and j is defined as follows, where Si (S j) refers
to the set of politicians supported by i ( j respectively):

J(i, j) =
|Si∩S j|
|Si∪S j|

=
|Si∩S j|

|Si|+ |S j|− |Si∩S j|
(1)

The matrix of similarities between all pairs of politicians is then used as indepen-
dent variable, with the hypothesis being: If two politicians i and j are more similar
with respect to whom they are supported from on Politnetz, there will be more
co-sponsorship relations between i and j in the parliament than expected at random.

3 Outcomes

The first network regression model, using Politnetz support links as independent
variable, retrieved a significant effect (β = .6,p < .001). However, the pseudo-R2 is
only .003. Thus, we have to conclude that, even though there is a statistically signif-
icant positive effect of Politnetz support links on parliamentary co-sponsorships,
the explanatory value of the model is vanishingly small.

The second model, using Politnetz support based Jaccard similarity as indepen-
dent variable, also retrieved a statistically significant, positive effect (β = .3,p < .001).
This time, however, the new model also has considerable explanatory power, with a
pseudo-R2 of .152.
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4 Conclusion

The question ’can we predict offline political support with online behavioral traces’
cannot be answered with a simple yes or no. What our study shows is that naı̂ve assump-
tions, such as ’online support equals offline support’, may fail. While online support-
links do have an influence on co-sponsorships in the Swiss parliament, they do not
explain co-sponsorships. This, however, does not mean that online behavioral traces
have no explanatory power: If we use Politnetz support links to determine political
similarity between politicians, and if we further assume that political similarity leads
to more parliamentary co-sponsorships, we can construct a model with much better ex-
planatory power. We are looking forward to extracting more independent variables from
the Politnetz dataset and integrating them into our model, as well as to applying our
method to different contexts.
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José Manuel Galán University of Burgos, Spain
Edoardo Gallo University of Cambridge, UK
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Bruno Gonçalves New York University, USA
Przemyslaw Grabowicz Max Planck Institute for Software

Systems, Germany
Steve Gregory University of Bristol, UK
Thilo Gross University of Bristol, UK
Jelena Grujic Vrije Universiteit Brussel, Belgium
Jean-Loup Guillaume L3i - Université de la Rochelle, France
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