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2 CHAPTER 1. INTRODUCTION

In 1965, George Moore predicted in a now-famous paper [1] that the
number of components per integrated circuit would double each year in the
next decade. When this came true, the prediction became Moore’s Law,
albeit with a revised number of a doubling every two years [2]. Moore’s
Law held up over the next decades by reducing the minimum feature size,
or critical dimension, imprinted on the chips, which is directly related
to the ever-increasing performance of all kind of computers. The critical
dimension is proportional to the wavelength of the light used in lithogra-
phy, and inversely proportional to the numerical aperture [3]. Since the
early 1990s, a wavelength of 193 nm is used, and the critical dimension
is decreased by increasing the numerical aperture and by other, process-
related, techniques (e.g. refs. [4, 5]). The next step in decreasing the
minimum feature size is by reducing the wavelength used in the lithogra-
phy machines, into the extreme ultraviolet (EUV) range around 10 nm [6].
In this wavelength range, no lenses and only multilayer Bragg reflector-
based mirrors are available as optics [7]. These mirrors have a very narrow
bandwidth and limit the choice in light sources. The best-reflecting mir-
rors are Mo/Si-multilayer mirrors [8, 9]. These mirrors reflect light around
13.5 nm with a bandwidth of roughly 2 percent [10].

For 13.5 nm, the most viable candidate as light source is a laser-
produced plasma (LPP) of tin droplets (see figure 1.1) [11, 12]. The
droplets are irradiated by a relatively low-energy infrared laser pulse, a
so-called pre-pulse. This pre-pulse deforms the droplet into a pancake-like
shape. This shape enhances the laser absorption efficiency for a more in-
tense laser pulse, the main pulse. The main pulse obliterates the droplet
and ionizes the tin atoms, leading to a dense plasma. The plasma consists
mainly of tin ions with charge states ranging from 8+-14+. The tin ions
have strong atomic transitions for all those charge states from the con-
figurations 4p64dm−14f, 4p64dm−15p, and 4p54dm+1 towards the ground
electronic configuration 4p64dm (where m ranges from 0 for Sn14+ to 5
for Sn9+), all in a narrow wavelength range around 13.5 nm [13, 14]. Be-
cause the ions have such strongly overlapping transitions, regardless of the
charge state, an efficient generation of EUV light is possible. The EUV
light is collected by the collector mirror, which focuses the light towards
the lithography machine. Several multilayer mirrors transport the light to
the wafer whereupon the features are imprinted.
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Figure 1.1: (top) Schematics of the formation of the laser-produced plasma
in the 13.5 nm EUV source. The irradiated tin droplets form a EUV-
emitting plasma. The EUV light is collected and reflected by the collector
mirror and is transported towards the rest of the lithography machine.
(bottom) A relatively low-energy pre-pulse deforms the droplet, in order
to enhance the laser absorption efficiency of the target for the high-energy
main laser pulse.

A point of concern in EUV light sources is the debris generated by
the plasma, which may damage plasma-facing material and equipment
such as the multilayer mirror [15]. Two types of debris are present: large
tin particles with diameters up to several micrometers, and tin ions and
atoms with a wide range of kinetic energies [16]. The debris may damage
the collector mirror directly or form a non-uniform coverage layer on top
of its surface [17], which may decrease the reflectivity of the mirror and
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reduce its lifetime [18]. The micro-particles are largely mitigated by using
a droplet as a target because it is a mass-limited target, for which is shown
that they completely vaporize during plasma formation [19]. The origin
of micro-particles and their interactions with solid state targets are out of
the scope of this work.

The second type of debris is tin atoms and ions emitted by the plasma
each time a LPP is formed, as the plasma is not contained. These ions
are highly charged and can attain energies up to tens of keV [11]. The
debris has therefore to be mitigated, to reduce its impact on plasma-facing
materials [20]. The most promising mitigation technique is to stop both
neutral as well as ionic debris with a hydrogen background gas [21, 22].
One would like to keep the H2 pressure as low as possible not to reduce
the transmission of the desired EUV light, and to limit the generation of
additional hydrogen ions [23] which can interact with the surroundings,
too. It is therefore important to have just sufficient mitigation of the
atomic and ionic debris.

1.1 Thesis aim and outline

Due to the transient nature of the plasma in EUV light sources in combi-
nation with its unique temperature and density (see figure 1.2) the under-
standing of the fundamental physics is rudimentary. The first aim of this
thesis is to address the plasma expansion mechanisms leading to produc-
tion of energetic ions. By investigating the ionic yields and their energy
distribution for different drive-laser settings we get more insight in the
characteristics of the plasma.

The second aim of this thesis is to get a better understanding of the ion-
surface interactions. Especially for relatively heavy ions such as tin, effects
of their interactions with surfaces are mainly assessed with help of simula-
tions which by and large lack experimental benchmarking of for example
the interaction potentials. We investigate experimentally tin ion-surface
interactions and make a comparison with standard simulation packages,
which helps to determine to which energies the ionic debris has to be
decelerated in order to not damage plasma-facing materials.

In chapter 2, I will discuss laser ablation experiments conducted at a
laser facility at AMOLF, Amsterdam. We used a pulsed laser with pulse
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Figure 1.2: An overview of the density and temperature for several kinds of
plasma. The plasmas in EUV sources have a combination of temperature
and density not seen in other plasmas.

lengths in the range of femtoseconds and picoseconds to ablate a solid tin
target. The kinetic energy of the ions formed in this process are measured
over a wide range of energies and pulse lengths, and after the ablation ex-
periments the amount of ablation (crater formation) is determined through
optical inspection. In this way, we got a better understanding of the ion-
ization and ablation mechanisms, and we determined the energies of the
tin ions which are to be used in the ion-surface interaction experiments.

In chapter 3, the results of the ablation of the solid Sn target are
combined with the results of the ablation of a tin droplet. Two plasma
expansion models are tested against the ion energy distributions from these
experiments, and the similarities and differences of the results obtained
from the different targets are investigated.

In chapter 4, I will give an overview of the interactions relevant to
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understand the results of ion-surface experiments. I will also describe the
ZERNIKELEIF facility for low energy ion beams at the Zernike Institute
for Advanced Materials (University of Groningen) with emphasis on the
equipment especially built to accommodate tin ion-surface experiments.

The results of tin ion backscattering experiments on molybdenum are
discussed in chapter 5. This includes the comparison to the results of a
widely used simulation package called SRIM. The aim of this chapter is to
investigate whether the interaction between a heavy ion with keV kinetic
energies and a target with a similar mass is properly understood and how
reliable these simulations are.

Chapter 6 consists of a study into the simulations program SDTrimSP,
which is an alternative for SRIM in simulating ion-surface interactions. We
compare for these simulations the agreement with the experimental data
and the differences and similarities with the results of SRIM. SDTrimSP
shows some promising results and is worthwile to use in later simulations
of ion-surface experiments.



Chapter 2

Ion distribution and

ablation depth

measurements of a fs-ps

laser-irradiated solid tin

target1

This chapter describes the results of laser ablation of a solid tin target
with a fs-ps laser system. The ion yield and energy distributions are mea-
sured for various detection angles in a pulse length range from 500 fs to
4.5 ps and a fluence range from 0.9 to 22 J/cm2. The target is investi-
gated with a optical microscope to measure the ablation depth and volume.
We find that the ion yield increases while the depth decreases for longer
pulse lengths, which we attribute to laser absorption by the plasma vapor
in front of the target. The maximum ionization fraction found is 5-6%,
which is considerably lower than the typical ionization fractions found for
nanosecond-pulse ablation.

1M.J. Deuzeman, A. S. Stodolna, E. E. B. Leerssen, A. Antoncecchi, N. Spook, T.
Kleijntjens, J. Versluis, S. Witte, K. S. E. Eikema, W. Ubachs, R. Hoekstra, O. O.
Versolato, J. Appl. Phys., 121, 103301 (2017)

7
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2.1 Introduction

Ultrafast lasers, with pulse durations in the femtosecond-picosecond range,
are used in a wide range of applications, such as micromachining, thin
film deposition, material processing, surface modification, and ion beam
generation (refs. [24]-[32]). More recently, these lasers have attracted
attention for their possible applicability in the field on tin-based plasma
sources of extreme ultraviolet (EUV) light for nanolithography. There
they could be used for generating a fine-dispersed liquid-metal target [33]
before the arrival of a high-energy main-pulse responsible for the EUV
emission, enhancing laser-plasma coupling [14]. The utilization of a fs-ps
laser system could strongly reduce fast ionic and neutral debris from EUV
sources compared with nanosecond-pulses [34], enabling better machine
lifetime [11].

Since the 1990s many experiments have been performed and models
developed [25, 26] for laser-matter interaction at this particular time scale.
Target materials used are metals such as gold, silver, copper and aluminum
(refs. [28], [34]-[42]), and non-metals such as silicon (refs. [43]-[46]) and
metal oxides [47, 48, 49], among others [50, 51]. Most of these studies are
conducted in a femtosecond pulse length range from 50 fs up to approxi-
mately 1 ps and a pulse fluence up to 10 J/cm2. In almost all studies the
wavelength of the laser is in the infrared, where commercial laser systems
are readily available. The focus is often either on ablation depth or ion
distributions (energy, yield or angular), with a few exceptions such as the
work of Toftmann et al. [34] which addresses both. A detailed study of
laser ablation of the relevant element tin, including both depth and ion
emission distribution, has not yet been performed in the fs-ps domain.
Such a study, however, is indispensable for exploring EUV plasma sources
in the short-pulse regime.

In this work, we present for the first time a systematic study of the laser
ablation of a solid tin target by an 800-nanometer-wavelength laser, where
we combine ablation depth and volume measurements with ion distribu-
tion measurements. We determine the angle-resolved yield and energy dis-
tributions of the produced plasma ions through time-of-flight techniques.
The depth of the ablation crater was established in addition to the ion
measurements using a high-numerical-aperture optical microscope. We
varied the laser pulse length between 500 fs and 4.5 ps, a range which is
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minimally investigated. In this pulse length range lies a transition regime
in which the transfer of laser energy from the heated electrons to the lat-
tice starts playing a significant role [26, 27]. Recent work using ultrafast
laser pulses to irradiate molten-tin microdroplets hinted at a dramatic
change in laser-metal coupling at 800 fs pulse length, resulting in a si-
multaneous sharp increase in droplet expansion velocity [33] and a strong
dip in the yield of fast ionic debris [52]. This makes it highly desirable
to provide further data in this pulse length regime. In our experiments,
we additionally study the influence of pulse fluence in detail, covering a
range from 0.9 to 22 J/cm2, similar as in refs. [33, 52], broader than most
studies of ablation of solid targets. At the high end of this fluence range,
the total volume of ablated material reaches ∼104 µm3, which is similar
to the volume of a tin droplet used in state-of-the-art plasma sources of
EUV light and therefore provides an interesting comparison.

Figure 2.1: The outline of the setup (top view) used for the experiments.
The four dark black spots mark the positions of the Faraday cups (FCs):
one at 2◦ and three at 30◦ with respect to the normal of the target. Two of
the 30◦-FCs and the 2◦-FC are in the horizontal plane, one of the 30◦-FCs
is out of plane. The laser beam (red), horizontally polarized, is incident on
the target under normal angle. A schematic cut-through of a home-made
FC is also shown. The outer guard shield has a diameter of 6 mm, the
inner suppressor shield a diameter of 8 mm. The ion currents are obtained
from the collector cone.
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2.2 Experimental Setup

A solid planar polycrystalline 99.999% pure tin target with a 1-millimeter-
thickness is irradiated by a pulsed 800-nanometer-wavelength Ti:Sapphire
laser (Coherent Legend USP HE). The laser beam is incident on the tar-
get at normal incidence. The target and detectors is kept at a vacuum of
10-8 mbar. The laser pulses have a Gaussian-shaped temporal and spa-
tial profile. All pulse lengths presented in this work are the full-width at
half-maximum (FWHM) of the pulse in time-domain. The pulse duration
has been changed between 500 fs and 4.5 ps by varying the group velocity
dispersion in the compressor of the amplified laser system. The result-
ing pulse duration was measured using a single-shot autocorrelator. The
beam profile of the pulses are slightly elliptical, with a FWHM of 105±5
µm on the long axis and 95±5 µm on the short axis. The peak fluence, the
maximum fluence attained in the center of the Gaussian pulse, is calcu-
lated using these widths and the pulse energy. This fluence is varied with
a λ/2 wave plate in combination with a thin-film polarizer, which leaves
the spatial profile of the laser beam unchanged. The pulse repetition rate
of 1 kHz is reduced with pulse-picking optics to an effective rate of 5 Hz to
enable shot-to-shot data acquisition and controlled target movement be-
tween the laser pulses. The polarization of the laser light is horizontal (see
figure 2.1). As the pulses are incident on the target at normal incidence,
no dependence on the polarization is expected.

Time-of-flight (TOF) ion currents are obtained from Faraday cups
(FCs) set up around the target, one at 2◦ from the surface normal and
at a distance of 73 cm, two at 30◦ and 26 cm (in horizontal and vertical
position) and one at 30◦ and 24 cm (also in the horizontal plane). Three
FCs are home-made and consist of a grounded outer guard shield, an inner
suppressor shield, and a charge-collector cone (cf. inset in figure 2.1). A
voltage of -100 V on the suppressor shield inhibits stray electrons entering
the collector cone and secondary electrons, which may be produced by
energetic or multi-charged ions [53], from leaving it. To further reduce the
chance of stray electrons arriving at the collector, a bias voltage of -30 V
is applied to the collector cone itself. The other FC (at 30◦ and 24 cm)
has a different design (model FC-73A from Kimball Physics) and can be
used for retarding field analysis. Checks with retarding grids using this
FC indicate that ions with energies below 100 eV, the vast majority of the
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ions, are mostly singly charged. The charge yield measured with a FC can
thus be regarded as a direct measure of the ion yield. Only at the highest
observed kinetic energies could traces of higher charge states be found. In
the conversion from a TOF- to a charge versus the ion energy-signal, the
signal is corrected for the non-constant relation between bin size in the
time- and in the energy-domain using

SE = | dt
dE

|St =
t

2E
St, (2.1)

in which SE and St are the signals in respectively the energy domain
and the time domain, and t and E respectively denote the TOF and the
ion energy. Signals are corrected for the solid angle of the detectors and
for the finite response RC-time of the circuit. The total charge yields
are determined by integrating the charge over the full spectrum. Unless
otherwise specified, we use the average of the total charge yield for the
three 30◦-FCs.

To enable depth measurements and to prevent severe target modifi-
cation by the laser, which would influence the measurements, the target
is moved after every 30 pulses. The first pulses on a fresh spot on the
target generate signals with a small TOF, indicative of light elements or
high-energy tin atoms. Early studies, employing ion energy analyzers,
identify these pulses as light elements contaminations [34, 36]. Energy-
dispersive X-ray spectroscopy measurements reveal that areas on our tin
target unexposed to laser light contain a substantial amount of oxygen and
other low-mass elements, such as carbon and nitrogen. These elements are
only barely visible, if at all, for an irradiated target area. Therefore, we
conclude those fast ion peaks correspond to contamination of the surface
by low-mass atoms. To avoid the inclusion of this contamination in the
results, spectra and charge yields are considered only after cleaning the
surface by the first nine shots. In the experiments, we average over five
shots (shots no. 10-14) per target position as well as over 30 separate
target positions, i.e. 150 shots in total. Shots later than shot no. 14 are
excluded from our analysis to prevent target surface modification effects,
which become apparent in the measurement of ion distributions after 20
shots (with a conservative safety margin). We verified that these effects
do not change the depth of the hole and confirmed the linear dependence
of the depth on the number of shots for the first 30 shots.
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Following the charge yield experiments, the target is inspected by
means of an optical microscope. The microscope has a 50x imaging objec-
tive with a numerical aperture (NA) of 0.42, yielding a depth of focus of
3 µm and enabling the determination of crater depth by straightforward
optical inspection of a selected number of holes. The same microscope,
equipped with a 5x imaging objective and a motorized stage for auto-
mated focus scanning to provide a complete picture of the hole, is used
for an automated ablation volume determination by means of the focus
variation technique [54] which combines the images acquired by the micro-
scope with computational techniques to provide 3D reconstructions of the
ablated sample surfaces. A 2D Gaussian fit to the reconstructed surface
profile is performed, and the integral of the fitted curve then provides an
estimate of the ablated volume.

2.3 Results & Discussion

Pulse length dependence

Figure 2.2 shows the charge-per-energy signal for two FCs for varying pulse
lengths, ranging 500 fs to 4.0 ps. Most of the charge is due to relatively
low-energy ions, in the range of 10-100 eV. The peak energy (the energy
of the maximum yield) does not substantially change for changing pulse
length and is located near 30 eV. Most of the ions are directed backwards
with respect to laser beam, i.e. normal to the surface of the target, in line
with the model of Anisimov et al. of the ion plume dynamics during laser
ablation [25]. The ratio of total charge yield of the 30◦-FCs to the yield
of the 2◦-FC is constant in the investigated pulse length range at a value
of 0.14 (see figure 2.3), implying an angular distribution which does not
depend on the pulse duration.

Rates of multiphoton ionization processes, in which multiple photons
are directly absorbed by a single atom, are heavily dependent on the laser
intensity. For laser intensities above 1014 W/cm2, multiphoton ionization
is dominant in laser ablation [55]. The maximum examined peak intensity
in this work is 4.1 × 1013 W/cm2, at a peak fluence of 22 J/cm2 and
with a pulse length of 500 fs. Therefore, we expect that multiphoton
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ionization has a negligible role in the laser ablation and that the ablation
and ionization in the surface is dominated by electron impact mechanisms
[55]. These mechanisms are dependent on the total energy put in the
system and not on the intensity, barring potential larger heat conduction
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Figure 2.2: Charge yields as a function of the ion energy for the 2◦-
FC (upper set of lines) and one of the 30◦-FCs (lower set of lines).
Five pulse lengths are shown: 500 fs (black), 1.2 ps (red), 2.0 ps (blue),
3.0 ps (green) and 4.0 ps (orange). The measurements were performed
with a constant peak fluence of 17 J/cm2.
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Figure 2.3: The ratio of the yields of the 30◦-FCs to the 2◦-FC versus the
pulse length. The black line depicts the average ratio for all pulse lengths.

losses for longer pulse lengths [37, 56]. The relative insensitivity of our
observations to the length of the laser pulse in the studied range confirms
that laser intensity itself, at a given fluence, does not play a dominant
role.

Figure 2.2 also shows that ion yields increase with pulse length for all
ion energies. The upper panel of figure 2.4 shows the total charge collected
on the 2◦-FC together with the ablation depth for each pulse length. The
charge yield increases linearly from 3.2 µC/sr at a pulse length of 500
fs to 3.9 µC/sr at 4.0 ps. In contrast, the ablation depth exhibits the
opposite trend. It decreases for increasing pulse length from 2.4 (500 fs)
to 2.1 (4.0 ps) µm/shot. However, the ablation volume is constant (see
lower panel of figure 2.4), within the measurement uncertainties, because
of an increase in hole radius compensates decreasing depth. The increase
in accumulated charge does therefore neither have its origin in an increase
of ablated material (cf. figure 2.4), nor in a broadening of the angular
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Figure 2.4: (upper) Total charge yield at the
2◦-FC (open circles, right axis) and the depth at the center of the
holes (closed squares, left axis) as a function of pulse length. The
measurements were performed at a constant peak fluence of 17 J/cm2.
(lower) The ablation volume obtained from the focus variation technique
[54] as a function of pulse length at the same constant peak fluence. The
error bars indicate 1-standard deviation of the mean on either side. Two
data points where no reliable estimation was possible are excluded.
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ion distribution (cf. figure 2.3). A possible explanation could be local
screening of the laser light by vapor absorption [37, 56]. For longer pulses,
more and more ablated material (ions, electrons, and neutral particles)
will partially block the target surface from these laser pulses. Instead of
ablating the surface, this laser light will be absorbed by the vapor. For
gold, Pronko and coworkers [27] used numerical simulations to show that
the fraction of laser light absorbed by vapor increases from 0 to almost
20% between 100 fs and 10 ps, respectively. This results in a decrease of
the amount of ablated material because part of the laser light does not
reach the target, while the vapor may be further ionized.

Concluding, we find that a longer pulse length results in a gradual
increase in ionization, but a gradual decrease in the ablation depth at the
center. The total amount of ablated material did not change. We observe
no indications of a maximum or minimum such as found by Vinokhodov
et al. [33, 52]. This could possibly be attributed to the difference in target
morphology in the comparison: Vinokhodov reported on results obtained
on liquid tin droplets, whereas our work focuses on planar solid tin targets.
The angular ion yield distribution is constant in the pulse length range
of 500 fs to 4.0 ps. For the observed range, shortening the pulse length
results in fewer ions.

Peak fluence dependence

In addition to the pulse duration, experiments for a varying pulse flu-
ence are conducted. These measurements are performed at 1.0 and 4.5 ps
pulse length. Figure 2.5 shows the ion spectra at 2◦ and 30◦ angle for all
examined pulse fluences. The bulk of the ions have low energy, with a
broad peak around 30 eV. More charge is collected as the pulse fluence
increases for all ion energies. Particularly noticeable is the increase in the
yield of high-energy ions. The yield at 40 eV ion energy increases approx-
imately 10 times, whereas that at 400 eV increases by a factor of about
300, comparing the signals on the 2◦-FC for the highest (22 J/cm2) and
the lowest (2.6 J/cm2) peak fluence (cf. figure 2.5). For the 30◦-FCs an
additional shoulder at a higher ion energy (several hundred eV) is visible.
This shoulder shifts towards higher energies for increasing pulse energy.
At the high end of the fluence range the larger low-energy peak attains
such heights and widths that the high-energy shoulder becomes indistin-
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Figure 2.5: Charge yield as a function of the ion energy for the 2◦-FC
(upper panel) and one of the 30◦-FCs (lower panel) for increasing peak
fluence, from 2.6 to 22 J/cm2 in steps of 1.8 J/cm2 at a constant pulse
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guishable from it. This high-energy feature is also visible in other ablation
experiments with pulse durations in the fs-ps range [36, 38] and has been
ascribed to the occurrence of an ambipolar field, resulting from a space-
charge layer formed by electrons above the surface. This field accelerates
some of the ions towards higher energies. It increases with temperature
and the gradient of electron density [57].

Nolte and coworkers [37] showed that the ablation depth has a loga-
rithmic dependence on the laser fluence for pulse lengths up to a few ps.
Typically two regions are present: a low-fluence region, in which the op-
tical penetration of the laser light defines the ablation, and a high-fluence
region, in which the electron thermal diffusion is leading. The low-fluence
region has a smaller ablation depth than the high-fluence region. The pre-
cise location of the boundary between these regions is dependent on the
target material and the laser characteristics. In both regions, the depth
follows the generic equation [26]

D = a ln

(

F

Fthr

)

, (2.2)

in which D is the ablation depth, a the ablation constant, F the laser
fluence and Fthr the threshold ablation fluence.

We measured the depth of the hole at its center as a function of the
peak fluence (see the upper panel of figure 2.6). For both pulse lengths,
the results show a clear logarithmic dependence separated in two regions,
with the high-fluence region starting around 6 J/cm2. A fit of the re-
sults for the low-fluence region shows that, within the uncertainties of the
measurements, the ablation constant and threshold are the same for both
pulse lengths. The ablation constant is 0.3 µm for both pulse lengths,
while the ablation thresholds are 0.44 and 0.38 J/cm2 for 1.0 and 4.5 ps,
respectively. In the high-fluence region the thresholds are found to be 3.0
and 2.4 J/cm2 for 1.0 and 4.5 ps, respectively. Such a decrease of the
threshold is in agreement with the numerical simulations of Pronko et al.
[27]. The ablation constant is slightly higher for the 1.0 ps case at 1.2 µm,
against the 1.0 µm found for 4.5 ps.

These ablation thresholds for tin are similar to those found with a
similar experimental approach for iron by Shaheen et al. [43, 58] with
0.23 and 2.9 J/cm2 for the low- and high-fluence regions, respectively (for
a lower pulse length of 130 fs). In comparison to other metals such as
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Figure 2.6: (upper) The ablation depth at 1.0 (filled squares) and 4.5
ps (open circles) as a function of the peak pulse fluence. The lines repre-
sent fits of equation 2.2 through the data. Points at 6 J/cm2 are included
in both fit ranges. Thresholds are 0.44 (1.0 ps) and 0.38 J/cm2 (4.5 ps)
for the low fluence region and 3.0 (1.0 ps) and 2.4 J/cm2 (4.5 ps) for the
high fluence region. As a reference these thresholds are also shown be-
low (middle) Total charge yields for the 2◦-FC at 1.0 (filled squares) and
4.5 ps (open circles). The error bars are smaller than the symbol size.
(lower) The ratio of the yields of the 30◦-FCs to that of the 2◦-FC at
1.0 (filled squares) and 4.5 ps (open circles). The data point at 0.9 J/cm2

is omitted due to low signal quality.
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gold, silver, aluminum and copper, tin has higher thresholds [34, 37, 39].
The high-fluence threshold of gold, for example, is reported to be 0.9
J/cm2 at roughly 150 fs [39, 43] and 1.7 J/cm2 at almost 800 fs [39].
The theoretically expected ablation thresholds are dependent on target
properties, such as optical penetration depth, thermal conductivity, and
density [37, 39], and laser properties such as the pulse duration [37, 39, 56].
This large parameter space makes our experimental findings particularly
valuable, as no straightforward predictions can be made.

The charge yield at the 2◦-FC (middle panel of figure 2.6) increases
for increasing pulse fluence, from the noise level below 0.1 to 4.1 (1.0 ps)
and 5.2 µC/sr (4.5 ps). A noticeable difference with the results for the ab-
lation depth is the higher ”threshold” above which appreciable ionization
is apparent in our measurements. At the lower fluences, the tempera-
ture of the surface is too low to generate an observable amount of ions
and mostly neutral particles are emitted. Above a certain fluence ions
are generated and the charge yield gradually increases above that fluence,
following a roughly linear or logarithmic dependence. The charge yield re-
sults for both pulse lengths are very similar. In agreement with the above
discussed pulse length results, the yield for the 4.5-picosecond pulses is
slightly higher. As the charge yield at a certain angle is determined by
several factors which are not necessarily constant for the pulse fluence,
such as the volume of ablated material, angular distribution, and ioniza-
tion fraction, there are no clear expectations for the fluence dependence.
For these same reasons, a good comparison between studies in the avail-
able literature is also difficult to realize. Toftmann and coworkers [34] find
a linear dependence for the total yield up to 2 J/cm2 whereas Amoruso et
al. [35, 36] find a logarithmic dependence up to 3 J/cm2.

While changing the pulse length does not influence the angular ion
distribution, the pulse fluence certainly does. The lower panel of figure
2.6 shows the ratio of the 30◦-FC yields to the 2◦-FC yield for both pulse
lengths. The ratio increases from 0.02 near threshold to almost 0.2 at the
highest fluence. At the lower fluences the ratio is fairly constant but it
increases rapidly for higher fluences, indicating a rapidly broadening of
the angular distribution. There is no appreciable difference between the
ratios for the 1.0- and 4.5-picosecond signals.

Following Anisimov’s model [25, 57], the angular distribution of the
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Figure 2.7: (upper) The value of k of the angular distribution (cf. equation
2.3) versus the peak fluence for 1.0 (filled squares) and 4.5 ps (open circles)
pulse length. The value of the dashed line represents the value of k for
which the distribution is isotropic. (middle) The total charge yield over
the whole hemisphere out of the target plane for 1.0 (filled squares) and 4.5
ps (open circles), obtained using k and the total charge yield of the 2◦-FC
(cf. equation 2.4). (lower) The ionization fraction for 1.0 (filled squares)
and 4.5 ps (open circles), obtained with the total charge yield and the
ablation volume. The error bars indicate the 1-standard deviation of the
mean, as obtained from error propagation (cf. figure 2.6).
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plasma vapor from laser ablation in terms of the yield Y (θ) per unit surface
at a certain polar angle θ with respect to the yield at 0◦ is described by

Y (θ)

Y (0)
=

[

1 + tan2(θ)

1 + k2 tan2(θ)

]3/2

, (2.3)

assuming cylindrical symmetry around the target normal and introduc-
ing the parameter k. This formula is adjusted to the hemispherical case
[57] from the seminal planar surface case [25]. A large value of the scal-
ing parameter k indicates that the angular distribution is sharply peaked
in the direction along the target normal, while a k equal to 1 describes
a fully isotropic distribution. The values of k can be obtained from the
charge yield ratios depicted in figure 2.6 (lower panel) and are plotted in
figure 2.7 (upper panel). We find that k decreases from roughly 8 to 3 in
the examined fluence range. A similar study on the ablation of silver [34]
found similarly large values for k (6.2 and 4.0 depending on the axis of
the elliptic spot size) at 500 fs pulse length and a fluence of 2 J/cm2. This
same study reports values for k between 2 and 3 for ns-pulses, similar to
studies of Thestrup et al. in the nanosecond-range [59, 60]. Those studies
found a decreasing k for increasing fluence, similar to our findings in the fs-
ps-range. Additionally, they generally found that ion distributions from
nanosecond-laser ablation are much broader than those of femtosecond-
laser ablation. For tin, studies with ns-long pulses indeed found similarly
broad angular ion distributions [61, 62].

To obtain the total charge yield Ytotal of all ions emitted from a pulse
in terms of the yield at 0◦, and k, we integrate equation 2.3 over the
relevant half hemisphere resulting in

Ytotal =
2πY (0)

k2
. (2.4)

The results of the total yield are shown in figure 2.7. For the ex-
amined fluence range, the total yield increases from near-zero to ∼3 µC,
corresponding to 2× 1013 ions, assuming singly-charged ions. The combi-
nation of increasing charge yield measured at the 2◦-FC and a broadening
angular distribution results in a very rapidly increasing total charge yield.
The total charge yield combined with the volume measurements enable
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the determination of the ionization fraction, i.e., the amount of elemen-
tary charge per atom (see lower panel of figure 2.7). The relation between
ablation volume and laser fluence follows from the well-known dependence
of the ablation depth on this fluence. The theoretical description for Gaus-
sian pulses, however, is slightly modified [63, 64]. Experiments in the fs-
range, on other elements than tin, report ionization fraction values of 1%
[34] at 2 J/cm2 (at 500 fs pulse length) to ∼3-4% [65] at 5 J/cm2 (50 fs).
We find similar values, reaching 5 and 6% in our fluence range for 1.0 and
4.5 ps respectively. This is significantly lower than the ionization frac-
tion of several 10% observed in nanosecond laser ablation (at fluences of
∼ 2 J/cm2) [57, 59].

2.4 Conclusions

We have studied the influence of two laser parameters on the ion charge
yield and energy distribution, as well as the ablation depth and volume.
A high-energy ion peak is visible for low fluences, in agreement with the
available literature. Variation of the pulse duration from 500 to 4000
fs results in a small increase of the ion charge yield, while the ablation
depth decreases slightly. A possible explanation is the screening of the
target by the plasma plume. The total ablation volume remains constant.
Interestingly, we do not observe the abrupt changes in either depth or
ion yield that were hinted at in refs. [33, 52]. The ion yield angular
distribution does not change appreciably as a function of pulse length.
The ablation depth follows a two-region logarithmic dependence on laser
pulse peak fluence, in agreement with the existing theory. We find ablation
thresholds of 0.44 (at a pulse length of 1.0 ps) and 0.38 J/cm2 (4.5 ps) for
the low-fluence region and 3.0 (1.0 ps) and 2.4 J/cm2 (4.5 ps) for the high-
fluence region, close to literature values for other metallic elements. The
”threshold” at which ionization is apparent is higher, from there on the
ion charge yield increases in step with fluence. The angular distribution is
sharply peaked backwards along the target normal at the lower fluences,
but rapidly broadens for the higher fluences. The total ionization fraction
increases gradually and monotonically with the fluence to a maximum
of 5-6%, which is substantially lower than typical values for nanosecond-
laser ablation. Short-pulse lasers such as those employed in this work
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can be utilized to generate a fine-dispersed target for plasma sources of
EUV light [33]. We demonstrated that such short pulses produce less fast
ionic debris, compared to nanosecond-ablation [57, 59], impacting plasma
facing materials. Our results further enable a detailed understanding and
optimization of laser parameters with respect to ablated tin mass, ion
yield and energy, and emission anisotropies. These results as such are
of particular interest for the possible utilization of fs-ps laser systems in
plasma sources of EUV light for next-generation nanolithography.
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Chapter 3

Sn ion energy distributions

from laser produced

plasmas1

The ion energy distributions measured in chapter 2, and newly-measured
distributions for picosecond pulses on droplets and nanosecond pulses on
solid targets are investigated to determine the driving plasma expansion
mechanisms. The energy distributions are compared to existing models
using a hydrodynamic approach. For picosecond pulses there is a good
agreement for the experimental distributions with the solution of a semi-
infinite simple planar plasma configuration with an exponential density
profile, both for a solid as a droplet target. The distributions from ns-long
pulses agree, however, more with the solution for a mass-limited model
and a Gaussian-shaped initial density profile.

1A. Bayerle, M.J.Deuzeman, S. van der Heijden, D. Kurilovich, T. de Faria Pinto, A.
Stodolna, S. Witte, K.S.E. Eikema, W. Ubachs, R. Hoekstra, O.O. Versolato, Plasma
Sources Sci. Technol., 27, 045001 (2018)
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3.1 Introduction

Plasma expansion into vacuum is a subject of great interest for many
applications ranging from ultracold plasmas [66, 67] over laser acceler-
ation [68, 69] to short-wavelength light sources [11, 70]. For such light
sources driven by laser-produced plasmas (LPPs) the optics that col-
lect the plasma-generated light are exposed to particle emission from the
plasma. The impinging particles may affect the performance of the light-
collecting optics.

Charged particles from LPPs can be monitored by means of Faraday
cups (FCs) - a robust plasma diagnostics tool. Faraday cups can be used
to characterize the angular distribution of ion emission of metal and non-
metal LPPs [34, 60]. Faraday cups in time-of-flight mode can be used to
measure the energy distributions of the ions emanating from the plasma
interaction zone [38, 62, 71]. Because of its relevance to extreme ultravi-
olet nanolithography, LPP of Sn has been subject to similar studies, in
which the kinetic energy and yield of the Sn ions together with extreme-
ultraviolet light output is characterized [72]. Indications of a set of laser
parameters was reported for which a dip in the Sn ion yield might occur
[52]. Both droplet and planar targets have been investigated [73] but no
unique optimal conditions have been found so far (see also chapter 2).

In order to understand the ion energy distributions from LPPs, a theo-
retical framework based on hydrodynamic expansion has been established
early on [25, 74]. The theoretical framework has been expanded ever since.
Nevertheless, benchmarking the energy distribution functions derived in
the different studies with experimental data on LPPs remains scarce. To
the best of our knowledge only two groups report the comparison of the
results of hydrodynamics models to ion energy distributions measured by
FCs [57, 75].

Laser-produced plasmas can be created over a vast space of laser and
target parameters. Here we address the energy distributions of emitted
ions in a substantial subset of this space, namely pulse lengths ranging
from sub-ps to almost 10 ns and laser peak fluences up to 3 kJ/cm2. The
plasma is produced on solid-planar and liquid-droplet targets irradiated by
infrared lasers. The measured results are used to benchmark two analyti-
cal solutions of hydrodynamics models of plasma expansion into vacuum
[75, 76]. The intended accuracy of this comparison between theory and our
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experiments is not expected to be able to discern any effects beyond those
predicted by these single-fluid single-temperature hydrodynamic plasma
models, such as the possible presence of a double layer [76, 77, 78]. First,
the solution to a semi-infinite simple planar model assuming an expo-
nential density profile of the plasma [76] shows good agreement with the
experimental results of LPP by ps-laser pulses. Second, the ion energy dis-
tributions obtained by exposing solid Sn targets to 6-ns laser pulses agrees
best with the solution to a modified hydrodynamics model [75]. In that
work, a different density evolution of the expanding plasma is derived,
starting out from a Gaussian density profile instead of the exponential
profile used in the work of Mora [76]. In addition, the modified model
takes into account the dimensionality of the plasma expansion.

In section 3.3 the experimental setups used to produce Sn plasmas
by pulsed lasers are described. The ion energy distributions are shown
in section 3.4. We compare the ion energy distributions with the results
of theoretical studies on plasma expansion into vacuum which are briefly
reviewed in the following section 3.2.

3.2 Theoretical models

Plasma expansion into vacuum traditionally is treated by a hydrodynamic
approach [74]. A typical initial condition consists of cold ions with a charge
state Z and a hot gas of electrons with energies distributed according to
Maxwell-Boltzmann [79]. The electron cloud overtakes the ions during
expansion leading to an electrostatic potential that accelerates the ions.
The hydrodynamic equations of plasma expansion can be solved by a self-
similar ansatz with the coordinate x/R(t), where x is is the spatial coordi-
nate and R(t) = cst [76] or R(t) ∝ t1.2 [75] is the characteristic system size
growing with the sound speed cs. Many theoretical studies that are based
on such a hydrodynamics approach solve the problem of plasma expan-
sion into vacuum by making different assumptions, for example isothermal
or adiabatic expansion [80] or a non-Maxwellian distribution of the elec-
trons [81, 82]. Here we focus on two studies published by Mora [76] and
Murakami et al. [75] where we assume that the charge state Z can be
interpreted as an average charge state. This presents a strong simplifi-
cation especially in our rapidly expanding laser-driven plasma containing
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multiply charged ions (e.g., see refs. [83, 84]). Our FC technique cannot
resolve ions by their charge and the measured distribution is in fact a
convolution of distributions of ions of the various charge states. These en-
ergy distributions may be expected to depend on charge state Z (see, e.g.,
refs. [77, 85]) and the collected charge on the FC is Z times the amount
of ions captured.”

Nevertheless, it is instructive to compare the charge-per-ion energy dis-
tributions measured on FCs with the solutions to these single-fluid single-
temperature hydrodynamic plasma models in terms of emitted particle
number per energy interval. In Mora [76] the particle energy distribution
is found to be

dN/dE ∝ (E/E0)
−1/2 exp

(

−
√

E/E0

)

, (3.1)

while Murakami et al. [75] derives

dN/dE ∝
(

E/Ẽ0

)(α−2)/2
exp

(

−E/Ẽ0

)

, (3.2)

under inclusion of higher dimensionality α and Gaussian evolution of the
density.

The respective ion energies are characterized by E0 or Ẽ0. The char-
acteristic energy dependents on the charge state Z of the ions and the
electron temperature Te. In the first equation the characteristic ion en-
ergy E0 is given by

E0 = ZkBTe, (3.3)

with kB the Boltzmann constant. The ion energy in equation 3.2 is given
by

Ẽ0 = mṘ2(t)/2 = 2ZkBTe ln (R(t)/R0), (3.4)

with m the ion mass and R0 the initial size. A higher E0 or Ẽ0 mean there
are relatively more high-energy ions, with a higher mean charge state and
a higher electron temperature.

Both models assume Boltzmann-distributed electron energies and isother-
mal expansion of the plasma. Additionally, in ref. [75] the solution (our
equation 3.2) is extended and smoothly connected with a solution of an
adiabatically expanding plasma. The resultant ion energy spectrum is
given in the same form as our equation 3.2 only with a slight modification
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in the characteristic energy scale Ẽ0 → fẼ0. For simplicity, we use the
solution in their first step to analyze our experimental results.

One essential difference between the two models is the functional form
of the density evolution of the expanding plasmas. In ref. [76], the charge
density is obtained as a perturbation of the initial charge density, which
then evolves as n ∝ exp (−x/R(t)) (see also ref. [86]). In ref. [75] the
authors argue that for longer pulse lengths or limited target masses this
perturbation assumption is not valid. They obtain a Gaussian form for
the charge density profile [87, 88]: n ∝ exp (−(x/R(t))2). This density
profile results in a different high-energy tail of the ion distribution. The
dimensionality is captured by the parameter α. If α = 1, the expansion
is planar otherwise the expansion is cylindrical or spherical for α = 2 and
α = 3 respectively.

3.3 Experimental setup

We use two setups to create laser-produced plasmas of Sn and measure the
energy distributions of the emitted ions. Figure 3.1a. shows the schematic
representation of the setups. The first setup contains a solid Sn plate of
1mm thickness as a target. In the second experiment the targets are free
falling droplets of molten Sn with a diameter of 30µm. The solid and
droplet targets reside in vacuum apparatuses with base pressures below
10−6mbar. Pulsed infrared laser beams are focused on the targets to cre-
ate the plasma. The ion emission is collected by FCs mounted into the
vacuum apparatus around the plasma.

The custom-made FCs consist of a cone shaped charge collecting elec-
trode mounted behind a suppressor electrode (see chapter 2). Both elec-
trodes are housed in a grounding shield. The FCs have an opening of
6mm diameter and are mounted at a distances between 25 cm and 75 cm.
The collector and suppressor are biased to a negative potential with re-
spect to ground in order to prevent plasma electrons from entering the
cup, and secondary electrons from leaving the cup after Sn ions impinge
on the surface of the collector.

Faraday cup measurements can only serve to give an approximation of
the plasma flow as the separation of electrons from the ions in the quasi-
neutral expansion of the plasma cannot be assumed to be complete and
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Figure 3.1: a) Schematic of the experimental setups. The plasma is created
by exposing Sn metal targets to focused infra-red laser pulses. The Sn
target has either planar geometry (solid target) or consists of droplets
of 30µm diameter. The ion emission is collected by Faraday cups (FC)
that are roughly 1m away from the plasma source. b) Pulse duration
and peak fluence parameter space addressed by the experiments. Hatched
rectangles show the parameter space explored using solid targets. The
parameter space explored on Sn droplets is shown by the dotted rectangle.
c) Typical examples of time dependent ion traces collected by the FCs.
The x-axis is normalized to a time-of-flight distance of 1m. The targets
are exposed to fluences of 25 J/cm2 (solid target) and 30 J/cm2 (droplet
target)

may depend on the set bias voltages and earth magnetic fields [89]. We
verified that further increasing the bias voltages had no significant impact
on the measured time-of-flight traces. The earth magnetic field is only
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expected to influence the detection of low-energy ions.
Figure 3.1c shows typical time-of-flight traces acquired by the FCs dur-

ing experimental runs. The ion current is measured across a shunt resistor
with a digital storage oscilloscope. The traces are averaged for the same
laser fluence for about hundred laser exposures. The ns-laser produced
traces have a lower noise amplitude, because the traces are averaged for
about two hundred exposures. The shunt resistor of 10 kΩ and the added
capacitance of 220 pF of the collector cup and the cable to the oscilloscope
form an RC-network that limits the bandwidth of the measurement. The
effective RC-time of the read-out is on the order of 2µs. In order to retrieve
the ion current from the raw data we correct for the response function of
the read-out network. The ion traces can be integrated in time to obtain
the total charge emitted into the direction of the corresponding FC. The
energy distribution can be calculated by the following transformation

dQ/dE = t3I(E)/mL, E = mL2/2t2, (3.5)

with m the mass of Sn, L the distance between the plasma and the de-
tector and t the time-of-flight. The charge yield per energy interval is
averaged over bins of 10 eV.

As shown in Fig. 3.1c, the time-of-flight traces for pulses below 15 ps
have a smaller signal-to-noise ratio. The traces converge to the background
noise level at 170µs/m. This time-of-flight is equivalent to an energy of
20 eV. Therefore we truncate the energy distributions below 20 eV.

The setup containing the droplet target is described in detail by Kurilovich
et al. [90]. The Sn droplets are created by pushing liquid Sn through a
piezo-driven orifice. Orifice diameter and piezo driver frequency determine
the diameter of the droplets to 30µm. A pulsed 1064-nm Nd:YAG laser is
focused to a 100µm full width at half maximum (FWHM) Gaussian spot
at the position of the droplet stream. Faraday cups are added at 37 cm
under angles of 30◦ and 60◦ with respect to the incoming laser beam to
enable time-of-flight measurements.

The second setup containing the solid target is described in detail in
chapter 2. The solid target is mounted onto a 2D-translation stage (PI
miCos model E871) enabling a computer-controlled, stepwise motion of
the target between laser pulses in perpendicular direction to the laser
beam. The stepwise translation of the target between pulses is necessary
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to prevent the ion emission to change because of surface deformation after
too many laser shots on the same spot. Also, the first few laser pulses
on a new spot on the surface ablate the oxide layer and the subsequent
laser pulses produce plasmas containing mostly Sn [91]. Two laser systems
are employed to create plasma at the Sn solid surface. First, a 800-nm
wavelength Ti:sapphire laser is used to generate pulses of 0.5 ps to 4.5 ps
duration. The Gaussian spot size of the the 800-nm laser at the surface of
the target is 100µm FWHM. Second, a Nd:YAG laser outputs 6-ns long
pulses. This laser has a wavelength of 1064 nm and is focused to a Gaus-
sian spot of 90µm FWHM. The setup is equipped with three FCs, one at
a distance of 73 cm and at an angle of 2◦ from the surface normal, and
two at ±30◦ at distances of 26 cm and 73 cm.

We summarize the laser parameter space accessible with the lasers in
Figure 3.1b. The peak fluence and pulse duration used in the experiments
performed on a solid target are shown as hatched rectangles. The Ti:sapph
laser produces ultrashort pulses ranging from 0.5 ps to 4.5 ps without evi-
dence for intensity-induced self-focusing or self-phase modulation effects.
Peak pulse energy densities run up to 30 J/cm2. The pulse length of the
Nd:YAG laser used on the solid target is 6 ns and the pulse energy densi-
ties reach 3 kJ/cm2. The dotted rectangles shows the parameter space for
the experiments on droplets. The Nd:YAG laser employed in the droplet
setup is capable of producing ultrashort pulses between 15 ps and 105 ps
duration and peak fluences of 1 to 100 J/cm2

3.4 Results and discussion

First we present the energy distributions of the Sn ion emission for three
different pulse lengths and same energy density of the laser and show that
the experimental data can be well described by the self-similar solutions of
the hydrodynamic model. Second, we show the ion distributions obtained
for different laser fluences and for fixed pulse durations.

3.4.1 Changing pulse duration

We measure the ion energy distributions on the different target geometries
with the following laser parameters. The solid target is irradiated by 6-ns,
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Figure 3.2: Charge energy distributions measured for different pulse
durations of the laser on both solid-planar and liquid-droplet targets. The
energy density of the laser pulses is 25 − 30 J/cm2. The dashed (black)
lines show the fits of equation 3.1 to the distributions. The solid (red) line
is a fit of equation 3.2 with α = 2 to the data.

1064-nm and 4.5-ps, 800-nm pulses with a peak fluence of 25 J/cm2 and
the Sn droplets are exposed to 15-ps and 105-ps pulses with a peak fluence
of 30 J/cm2 and 1064 nm wavelength. The presented ion energy distribu-
tions are measured under different angles for the two target geometries.
Ion emission from the solid target is measured at 2◦ (and 30◦, see chapter
2) with respect to the surface normal, while the droplet target emission
is collected by the FC mounted at an angle of 30◦ from the laser axis.
Because most (and most energetic) ions are emitted along the surface nor-
mal [84, 92, 93] the ion emission in the 30◦ direction from the spherical
droplet target (thus emitted along a surface normal) is best compared to
the ion emission in the small-angle, 2◦ direction from the planar target.
In this comparison we note that the projection of the laser beam onto
the droplet surface at a 30◦ angle-of-incidence will reduce the local flu-
ence by the cosine of this angle. The absorption, governed by the Fresnel
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equations, also depends on this angle. Both effects, however, have minor
impact considering the relatively small angle involved and, in fact, these
two effects partially cancel each other (see, e.g., ref. [94]). The difference
in the reflectivities between solid and liquid tin before laser impact is quite
small at 2 percentage points, comparing 82 to 84%, respectively (taking as
input the works of refs. [95, 96]. At our typical energy fluences, however,
the solid target is practically instantaneously melted and heated to sev-
eral thousand degrees (within the skin layer). Thus, the target reflectivity,
identically for both solid planar and liquid droplet cases, is determined by
the optical properties of liquid and vaporized tin at T ∼ 3000K-5000K
that are poorly known and quite different from those at room tempera-
ture.

Figure 3.2 shows the ion energy distributions of the LPPs obtained
with the laser parameters described above. In all cases the charge yields
decrease monotonically with ion energy. Charge yields obtained from
pulses below 6-ns duration converge and hit the detection threshold around
an ion energy of 30 keV. Long laser pulses of 6 ns produce charge yields
that roll off already at 1 keV at a faster rate.

For ps-pulses the charge yield retrieved from the solid target is more
than an order of magnitude higher than from the droplet target for ener-
gies below 5 keV. For the solid target we acquire a total charge of about
4µC/sr and 3µC/sr for 4.5-ps and 6-ns pulse length, respectively. The
droplet target yields a total charge of only 0.06µC/sr when exposed to the
15-ps laser pulse. We attribute this difference between collected charge to
the smaller droplet diameter compared to the focused laser beam diame-
ter. While the solid target is irradiated by a full Gaussian intensity profile,
the droplet is exposed to only a fraction of the focused laser beam energy
because the diameter of the droplet is three times smaller than the FWHM
of the beam. The energy deposited on the droplet can be calculated by
integrating the Gaussian beam fluence profile over the droplet. Then the
energy on the droplet is Ed = EL(1− 2−d2

D
/d2

L) with dD the droplet diam-
eter, EL and dL the total laser energy and the FWHM diameter of the
focused laser beam. For our experimental parameters the droplet is ex-
posed to only 6% of the total laser energy and thus the observed total
charge yield will be substantially smaller than from the solid target.

The energy distributions of figure 3.2 are compared with the theo-
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retical predictions discussed above. The dashed (black) lines show the
least-squares fitted energy distributions according to equation 3.1 for pulse
lengths of 4.5 ps and 15 ps. The experimental energy distributions agree
well with equation 3.1 for both target geometries and slightly different
wavelengths. Applying the model comparison yields the characteristic ion
energy E0. For the 4.5-ps LPP we obtain E0 = 250(30) eV.

Model comparisons of the energy distributions of Sn ions emitted
from the droplet target give higher characteristic energies. The plasma
produced by the 15-ps laser pulses with 30 J/cm2 energy density yields
E0 = 970(120) eV. This higher characteristic energy could well be the re-
sult of the irradiation of the droplet by only the central fraction of the
laser beam where the fluence is highest. The droplet is exposed to the
central 6% of the total laser energy, therefore the average fluence is close
to the peak fluence and thus exceeds the one on the solid target.

Irradiating the solid target surface with the 6-ns laser pulses produces
an energy distribution that does not agree with equation 3.1 as illustrated
in figure 3.2 by the dashed (black) line. The fit of equation 3.2 to the
measured energy distribution is shown as a solid (red) line in figure 3.2.
The dimensionality parameter is set to α = 2 and with a characteristic
ion energy of Ẽ0 = 150(15) eV, the model agrees well with the measured
distributions.

The energy distributions of LPP Sn ions are reproduced well in the
energy interval of 20 eV to 20 keV, although the target geometries and
pulse durations vary significantly. Laser produced plasmas of ps-pulses
show good agreement with equation 3.1, and can thus be modelled by the
approach of Mora [76]. Between 100 ps and 6 ns pulse duration the ablated
target material starts to absorb the laser energy and the density profile
deviates from ρ ∝ exp (−x/R(t)). In this case we cannot expect equation
3.1 to fit the data. Instead, the experimental energy distribution for the
6-ns laser produced plasma is well described by equation 3.2.

In the following, we focus on the study of the applicability of the two
introduced models over the measured range of laser energy densities.

3.4.2 Changing laser energy density

In the following we explore the applicability of the two models to ion en-
ergy distributions obtained from LPPs at different energy densities of the
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Figure 3.3: (a) Charge energy distributions for a pulse duration of 4.5 ps
and different laser energy densities on the solid target, and fits with equa-
tion 3.1. (b) The values for 2E0 = 〈Efit〉 (solid, black circles) obtained
from the fits with equation 3.1 for these distributions, with 〈Eexp〉 (open,
blue squares).

laser and fixed pulse durations.
The solid target is exposed to 4.5-ps pulses from the Ti:sapph laser

with different energy densities. The resulting charge energy distributions
are shown in figure 3.3a. The four plots on the top are acquired by the FC
at 2◦. These energy distributions are fit with equation 3.1 and shown as
dashed (black) lines. It is informative to compare also the average kinetic
energies obtained from the fits 〈Efit〉 to those obtained directly from the
data 〈Eexp〉 enabling to judge how accurately the theories describe the ex-
periments. The average energy 〈Efit〉 = 2E0 and 〈Efit〉 = Ẽ0/2 for α = 1
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Figure 3.4: (a) Charge yield distributions for different energy densities
of the laser on the Sn droplets and fits with equation 3.1. (b) The values
for 2E0 = 〈Efit〉 (solid, black circles) obtained from the fits with equation
3.1 for these distributions, with 〈Eexp〉 (open, blue squares).

can be obtained from equations 3.1 and 3.2 analytically but a correction
related to the low-energy, 20 eV cut-off needs to be applied to the values
〈Eexp〉. The corresponding correction factor ranging from 1.2 to 1.6 is
obtained by comparing the energy averages of equations 3.1, 3.2 from zero
to infinity and from 20 eV and infinity. The correction factor is applied
to 〈Eexp〉 in the following. We find good agreement between the obtained
values as presented in figure 3.3b.

Exposing the droplets to ultrashort pulses of 15 ps duration results in
similar energy distributions as for the solid target. Figure 3.4a shows the
distributions for increasing energy density of the laser pulse. The dis-
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tributions are fit with equation 3.1 and plotted as dashed (black) lines.
The agreement between the experimental distributions and the model is
good for ion energies below 10 keV. For high energy densities of the laser
(>20 J/cm2) equation 3.1 underestimates the amount of ions with ener-
gies above 10 keV. Again, the characteristic ion energies are plotted in
dependence of the peak laser fluence in figure 3.4b. Below peak fluences
of 40 J/cm2 of the laser the characteristic ion energies increase. At higher
peak fluence (100 J/cm2 ) the fit misses the high-energy tail of the dis-
tribution. As a result, the value for E0 obtained from the fit appears to
saturate at 1.2 keV. We find good agreement between the obtained values
〈Eexp〉 and 〈Efit〉 (see figure 3.4)

The charge distributions change significantly when we use the 6-ns
instead of the ps-laser pulses to produce the plasma. Figure 3.5a shows
the energy distributions derived from the time-of-flight traces of the ions
emitted from the solid target at an angle of 2◦. The distributions are
measured at peak fluences of the laser pulses ranging from 23.5 J/cm2 to
3 kJ/cm2. Fitting the distributions with equation 3.2 requires to set an
appropriate dimensionality parameter α. The parameter is determined by
the ratio of the typical plasma flow length scale and the size of the laser
spot size [75]. In our experiments this length scale and laser focus are of
similar size and thus the choice of the dimension is not straightforward.
We find that setting α = 1 or 2 gives satisfactory agreement with the
obtained data in the following. To determine the actual dimensionality
of the expanding plasma, further measurements are required over a range
of laser spot sizes with a multi-angle and charge-state-resolved approach.
With the dimensionality parameter set to α = 1 the energy distributions
produced by pulses of laser fluences between 80 J/cm2 and 1.6 kJ/cm2 are
fit with equation 3.2. Examples of the fit with equation 3.2 and α = 1 to
the energy distribution are shown as solid (red) lines in figure 3.5a. For
α = 2 the fit is illustrated by the dashed (red) lines. The energy distribu-
tions obtained with laser fluences below 80 J/cm2 both α = 1 and α = 2
produce good agreement with equation 3.2. The ion energy distribution
shows a flat response below 50 eV, which is better captured by choosing
α = 2. At peak fluences above 2.4 kJ/cm2 the energy distributions feature
a “shoulder” around an energy of 6 keV that is not reproduced by equation
3.2.
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Figure 3.5: (a) Charge yield distributions for different peak fluences on
the solid target and fits with equation 3.2 and α = 2 dashed (dark-red)
lines, α = 1 solid (red) lines. (b) The values for 〈E〉 are obtained from
the fits with equation 3.2 for these distributions. Closed (red) circles cor-
respond to Ẽ0 = 〈Efit〉 for α = 1, along with 〈Eexp〉 (open, blue squares).
Obtained values for Ẽ0 for α = 2.

Figure 3.5b shows the average energies of ions 〈Efit〉 = Ẽ0/2 for α = 1
obtained from fitting the data to equation 3.2 as solid (red) circles. The
open (blue) squares show the average energies obtained from the exper-
imental data. The characteristic ion energies follow a non-linear trend
saturating at a peak fluence of 1.6 kJ/cm2. Then, at a higher peak fluence
the fit becomes inaccurate because of the abundance of ions with energies
above 6 keV. At the lower fluences, we obtain reasonable agreement be-
tween the values 〈Eexp〉 and 〈Efit〉 (see figure 3.5).
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Our comparisons between theoretical and measured charge-integrated
energy distributions show that over a wide range of peak fluences the re-
sults of Mora [76] and Murakami et al. [75] can be employed to character-
ize ion emission of LPPs. Care should be taken when laser pulses of high
peak fluence are used to create LPPs. Under such conditions, the energy
distributions exhibit an abundance of charges at high energies. Especially
for the 6-ns pulses with energies > 2.6 kJ/cm2 the distribution shows a
peak that cannot be reproduced by either of the two model descriptions.

3.5 Conclusion

We present the ion distributions of LPPs for droplet and planar targets
for various laser pulse lengths and energies and compare them with the
predictions of two results of hydrodynamic models. The charge-integrated
energy distributions of ions are well explained by theoretical predictions
of refs. [75, 76]. The ion energy distributions fit well the energy distri-
butions found by Mora [76] when the plasma is produced by laser pulses
below 100 ps. In contrast, laser pulses of 6 ns duration produced expand-
ing plasmas with ion energy distributions that can be fit by the findings of
Murakami et al. [75]. The essential difference of the expansion of plasma
produced either by ultrashort pulses or ns-long pulses lies in the den-
sity evolution of the plasma during expansion. Ultrashort pulses produce
plasma with an exponentially decaying density. While ultrashort pulses
are off when the produced plasma expands, the ns-long pulse continues to
heat the disintegrated target during part of its expansion. The density of
the plasma generated in this way has a Gaussian shape, and the pressure
of the plasma decreases in time. The two types of plasma expansions from
LPPs may be studied in future to clarify this dynamical behavior in the
transition regime by producing plasma with laser pulses between 100 ps
and 6 ns.

Fitting the theoretical findings to the experimental energy distribu-
tions provides a characteristic ion energy of the expanding plasma. By
performing additional charge-state resolved measurements the actual elec-
tron temperature of the plasma, as in equation 3.3, may be determined.
Charge state resolving ion energy spectrometry not only will enable the
determination of the electron temperature, but may point at why the the-
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oretical predictions fail to explain an abundance of high energy ions when
the plasma is produced by high-peak-fluence laser pulses.

The findings of our work show that relatively simple models are suf-
ficient to explain measured ion energy distributions of the LPPs studied
here. The understanding of ion emission of expanding plasmas is an im-
portant step to assess optics damage in short-wavelength light sources.
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Chapter 4

Interactions of energy-,

charge-state-, and

mass-selected tin ions with

solid surfaces

Ions, atoms, and electrons are emitted during ion-surface interactions.
The first part of this chapter describes the basics of interactions near, at,
and in the surface when an ion collides with it. As we detect emitted ions
and electrons in our experiments, the emphasis is on interactions which
emit these particles. The second part of the chapter describes the ion
source and the experimental setup used for ion-surface interaction exper-
iments in Groningen, and includes test experiments on low-energy elec-
trons. The last part of the chapter is about an ion-surface interaction
simulation package, SRIM, which is used in this work.

43
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4.1 Atomic interactions

Figure 4.1: Sketch of an elastic collision between two atoms. The energy
transferred from one atom to another is determined by the atomic masses
and the scattering angle θ.

4.1.1 Scattering

When a moving atom or ion collides with an atom at rest, a part of its
kinetic energy will be transferred and the atom will get an angle change,
the scattering angle θ. For an elastic collision (figure 4.1), the energy
transfer and scattering angle can be determined from the conservation
laws of energy and momentum:

mpv
2
0

2
=
mpv

2
p

2
+
mtv

2
t

2
(4.1)

mpv0 = mpvp cos(θ) +mtvt cos(ϕ) (4.2)

0 = mpvp sin(θ) +mtvt sin(ϕ). (4.3)

The mass of the projectile ion (mp) and of the target atom (mt) dictate,
for every scattering angle, the ratio of the final (Ef ) to the initial (E0)
kinetic energy of the projectile ion:

Ef/E0 =

(

cos(θ) +
√

(mt/mp)2 − sin2(θ)

1 +mt/mp

)2

. (4.4)
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Figure 4.2: The final energy as a fraction of the initial energy of a scattered
tin particle from a molybdenum atom. As tin has a higher atomic mass
than molybdenum, there is a maximum scattering angle (θmax = 53.1◦).

The scattering angle is determined by the impact parameter, the dis-
tance between the moving atom’s path (without collision) and the target
atom: in general the scattering angle will be larger for smaller impact
parameters. The recoil angle of the target atom (ϕ) is determined by the
amount of energy transferred to the atom (Erec) and the atomic masses:

Erec/E0 =
4mtmp

(mt +mp)2
cos2(ϕ). (4.5)

If the mass of the projectile is larger than the mass of the target atom,
the angle over which it can scatter is limited. The maximum scattering
angle θmax is equal to:

θmax = arcsin(mt/mp). (4.6)

In the energy range of this work, the interaction of an incoming atom
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Figure 4.3: A schematic overview of the possible scattering and sputtering
events if an incoming projectile ion (black) interacts with the target atoms
(red).

with a surface target can be explained by a sum of multiple, consecutive
binary collisions, which are described above. Most simulation packages of
ion-surface interaction use this approach which is called Binary Collision
Approximation (BCA). Various outcomes are possible for an ion interact-
ing with a surface. The ion can be implanted into the surface or, if the
scattering is large, leave the surface called backscattering. A single collision
of an ion at or near the surface leading to backscattering is coined single
scattering, and the ion will retain an energy in a narrow band around
the energy calculated in equation 4.4. If the ion has one collision with a
large scattering angle together with multiple small scattering angle colli-
sions, called quasi-single scattering, the energy of the ion is almost fully
determined by the large angle scattering collision. For ions which undergo
multiple collisions, each over an appreciable scattering angle, there are
many combinations of scattering angles available which will lead to the
same overall scattering angle. As a result the energy distribution of the
backscattered atoms becomes very broad. As dE/dθ is larger for larger θ
(cf. figure 4.2), an ion will lose in general less energy if scattered over a
specific angle in multiple collisions compared to a single scattering colli-
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sion over this angle. For example, a tin ion scattering over 40◦ in total
will retain 48% of its energy if it is scattered in one collision, but a much
higher 73% if it is scattered in two collisions of both 20◦. A total scatter-
ing angle larger than θmax is only possible if the ion undergoes multiple
small-angle collisions.

The energy lost in collisions is transferred to the target atoms (recoils)
in the surface. A part of the energy is lost to the surface by excitation
or ionization of the atoms in the surface, or to vibrational energy in the
surface. If the energy of the recoils is high enough to overcome the lattice
binding energy, they will also move through the surface and may collide
with other atoms. These atoms will also get energy in turn, potentially
leading to so-called recoil cascades. Recoils near the surface with enough
energy can eventually leave the surface. This process is called sputtering.
Sputtered atoms have typically lower energies than backscattered atoms.
However, primary recoils emitted directly from the topmost surface layers
are quite energetic (see equation 4.5) and can attain energies similar to
backscattered ions.

Both backscattered as well as sputtered atoms might get (multiply)
ionized upon leaving the surface. The probability of ionization is depen-
dent on the ionization potential and the electron affinity of both the surface
and the escaping atom. A more detailed description of the interactions
near surfaces, including atomic collisions, can be found in e.g. ref. [97].

4.1.2 Stopping

As soon as the particle enters the target, it will lose energy to the atoms
and electrons in the sample. This overall loss of energy is generally referred
to as stopping power, and is defined as the energy loss per unit length:

S = dE/dx (4.7)

The stopping power is often separated into two classes. One of them is
called the electronic stopping power and is the stopping due to the inter-
action between the particle and the target electrons. The other class, the
nuclear stopping power, is the energy loss due to collisions between the
screened-off potentials of the nuclei of the projectile and the target parti-
cle. Electronic stopping power is typically stronger than nuclear stopping
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Figure 4.4: The nuclear (blue) and electronic (black) stopping power for
tin projectiles in molybdenum. The stopping power data is extracted from
SRIM [98].

power, but has its maximum at much higher kinetic energies (see figure
4.4). The energies of tin ions ejected from LPP-sources are relatively low
(well below 100 keV, see chapters 2 and 3), where nuclear stopping is
dominant.

In nuclear stopping, the projectile loses energy to the target atoms due
to the Coulomb repulsion between the nuclear charges of the atoms. The
Coulomb potential U depends on the nuclear charge states Z1 and Z2 of
the projectile and target atom, and the internuclear distance r:

U =
Z1Z2

r
[a.u.]. (4.8)

The screening by the electrons around the nuclei is not included in this
formula. They screen off the nuclear charges at large distances, but at
near-distance the nuclear charges are only partially screened. Bohr [99]

proposed a screening function χ = e−r/a, with a = (Z
2/3
1 + Z

2/3
2 )−1/2 as
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Figure 4.5: (top) The four interatomic potentials, for a tin and a molyb-
denum atom, described in this work: the Coulomb potential (black), the
ZBL potential (blue), the TFM potential with the Firsov screening length
(green), and the Bohr potential (red). (bottom) An approximation of the
trajectory of a 10 keV tin ion scattering from a molybdenum atom at an
impact parameter of 0.96 a.u. (0.5 Å) for the ZBL potential and the TFM
potential.

the screening length, to account for this screening:

U =
Z1Z2

r
χ. (4.9)
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Over the years several screening length constants and screening po-
tentials have been proposed. A commonly used potential is the Molière
approximation [100] of the Thomas-Fermi screening function (the TFM
potential):

χ = 0.35e−0.3r/a + 0.55e−1.2r/a + 0.10e−6r/a. (4.10)

Firsov used a statistical model to determine an accurate screening length
for this TFM potential [101]:

a =
0.8853

(Z
1/2
1 + Z

1/2
2 )2/3

. (4.11)

In recent times, a semi-empirically potential function called the ZBL
potential, proposed by Ziegler, Biersack, and Littmark [102], is most often
used to describe the screened Coulomb potential of the atoms. This ZBL
potential is obtained by fitting a universal potential function to a number
of theoretically calculated interatomic potentials, and is equal to:

χ = 0.1818e−3.2r/a+0.5099e−0.9423r/a+0.2802e−0.4028r/a+0.2817e−0.2016r/a

(4.12)

with a screening length a:

a =
0.8853

Z0.23
1 + Z0.23

2

. (4.13)

In figure 4.5, the Coulomb potential and the three mentioned screened
potentials are shown. At larger interatomic distances, the Coulomb po-
tential predicts still a large repulsion between the atoms, as it does not
regard any screening by the electrons. For distances below 0.5 a.u., the
TFM potential and the Bohr-potential are virtually the same; at longer
distances the repulsion is stronger for the TFM potential. Where the Bohr
potential is virtually zero at 2 a.u., the TFM potential is still substantial
at that distance. The ZBL potential is close to both the Bohr potential
as well as the TFM potential at distances near the ion core, but decreases
more gradually than the other two screened potentials at longer distances.
From roughly 0.2 a.u. on, the interatomic repulsion is always higher for
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the ZBL potential. This difference in repulsion strength results in differ-
ent ion trajectories and therefore different scattering angles. As shown in
figure 4.5, a 10 keV tin ion scattering from a molybdenum atom at an
impact parameter of 0.96 a.u. has a scattering angle of 12.4◦ for the ZBL
potential, but an angle of 13.8◦ for the TFM potential, an appreciable and
measurable difference. In simulations the ZBL potential is the most used
potential form.

4.2 Electronic processes

4.2.1 Over-the-barrier

The neutralization of multicharged ions approaching a conducting surface
can be described by the over-the-barrier (OVB) model [103]. In the OVB-
model, the electrons at the top of the conduction band are moving over
the potential barrier from the surface to the ion almost instantaneously, as
the barrier lowers as the ion approaches the surface and drops below the
surface’s work function level. The barrier is determined by the ion with
charge state +q at distance z from the target, the electron with charge
state −e at distance d, and their image charges −q and +e, respectively.
The potential V at the ion-surface axis which the electron experiences is
the sum of the electric fields of these charges:

V = − q

|z − d| +
q

z + d
− 1

4d
. (4.14)

The saddle point ds is the point where the potential between the ion
and the target is at its maximum. As soon as the ion is close enough to
the target that the potential at the saddle point is lower than the work
function φ of the target, electrons can transit from the target to the ion.
In figure 4.6 the potential barrier for a double-charged ion at 11 a.u. from
the surface is shown, together with a work function of 5 eV. As soon as
the electron has moved towards the ion, the barrier will increase again
because the ion is now singly charged, and the next electron can only be
captured as soon as the ion is close enough to the surface that the saddle
point potential is lower than the work function again. The position of the
saddle point is approximately equal to [103]:
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Figure 4.6: The potential an electron experiences along the ion-surface
axis for a double-charged ion at 11 a.u. from a conducting surface. At
this distance, an electron at the top of the conduction band of a surface
with a work function of 5 eV (horizontal line) can move towards a double-
charged ion.

ds ≈
z√

8q + 2
. (4.15)

At the saddle point, the potential is equal to:

Vs ≈ −
√
8q + 2

2z
. (4.16)

The neutralization distance zo can be found by equating this potential
to the work function of the surface:

z0 ≈
√
8q + 2

2φ
. (4.17)

The neutralization distance is shown for different charge states in figure
4.7 for a generic metallic target with a typical work function of 5 eV. A tin
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ion scattered from the surface has an impact parameter up to 2 a.u., well
within the neutralization distance of 8.6 a.u. from the surface. A scattered
ion is therefore very likely to be neutralized before any scattering processes
take place, and therefore the initial charge state of an ion is often of lesser
importance in scattering processes.
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Figure 4.7: The neutralization distance z0 for an ion with charge state q,
approaching a target surface with a typical work function of 5 eV.

The force on the ion by the image charge is equal to −q2/(4z2). This
force accelerates the ion towards the surface. Assuming step-wise resonant
electron capture and a complete screening of the ion core by the trans-
ferred electrons, the total energy gained by the image charge attraction is
approximately equal to [104]:

Eim =
q3/2φ

3
√
2
. (4.18)

The image energy puts a maximum on the interaction time between the ion
and the surface, thereby limiting the time available for auto-ionization (see
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next section) before impact at and penetration into the surface [105, 106].
The acceleration towards the surface will also induce different incidence
and detection angles of the incoming ions and particles emitted from the
ion-surface system [107]. Image charge acceleration has a negligible role in
our ion scattering experiments due to the relatively high scattering ener-
gies, but can have influence on decelerated ion beams in electron detection
measurements.

4.2.2 Electron capture

Figure 4.8: Schematic drawings of four types of electronic transitions oc-
curring when an ion is near a surface: resonant neutralization (RN), Auger
neutralization (AN), Auger de-excitation (AD), and Auger auto-ionization
(AI).

The electrons can be captured from the surface by the ion via several
processes. At first, the electrons can be captured by resonant neutral-
ization (RN), as in the OVB-model, and Auger neutralization (AN). As
soon as electrons are captured in the excited states of the ion, also Auger
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de-excitation (AD) and Auger auto-ionization (AI) can take place. The
ejection of electrons by an ion-metal surface system is extensively treated
by Hagstrum [108]; here follows a short overview of the relevant processes,
which are shown in figure 4.8.

RN is the transfer of an electron from the target surface into a resonant
state of the projectile ion, often an excited state of the ion. In this process,
no electrons or excess energy is emitted. The likelihood of this process
happening is dependent on the presence of a resonant state in which the
electron can be captured. Tunneling of the electron through the barrier is
also possible, but is rare for multiple charged ions as interaction can take
place at distances much larger than the distance normally associated with
tunneling, and can in general be ignored. The reverse process, where an
electron transfers resonantly from the ion to the surface, is called resonant
ionization (RI). This process can be ignored when the ion approaches the
surface, as the ion is in the ground state and there are no electrons to
transfer to the surface. If the atom leaves the surface again, this process
can take place and the atom can get ionized.

AN is an Auger process. In Auger processes, the energy gain of an
electron moving towards a stronger bound state is transferred to another
electron, which typically will be emitted from the ion or the surface. In
AN, one electron will move from the valence band of the surface towards
a stronger bound state of the ion. Simultaneously, the energy of this tran-
sition is transferred to another electron in the valence band, which will
be emitted from the surface. This electron will have a kinetic energy, Ek,
dependent on the binding energy Eb of the other electron, and the work
function φ of the surface: Ek = Eb−2φ. AN is often the dominant neutral-
ization process [109] for singly charged ions. For this process, no electrons
in excited states, or a state of the ion resonant with the conduction band
are required, contrary to the other electronic transition processes.

AD is a similar process, but only one electron from the surface is
involved, while the other electron is from an excited state of the ion. One
of the electrons moves to a stronger bound state of the ion, while the other
electron obtains the energy gained in this process and is emitted from the
ion-target system. The kinetic energy of the emitted electron is equal to
Ek = Eb − φ − E

′

b, where E
′

b is the binding energy of the electron in the
weaker bound state of the ion.
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For AI, two electrons in an excited state of the ion are necessary. One of
the electrons makes a transition towards a stronger bound state of the ion,
while the other electron is emitted obtaining the energy gained from this
process. If E

′

b is the binding energy for one of the electrons in its original
state and E

′′

b the binding energy for the other electron, the kinetic energy
of the emitted electron is equal to Ek = Eb − E

′

b − E
′′

b .

4.2.3 De-excitation of the ion

The electrons captured resonantly from the surface populate highly excited
states. Such ions with an inverted electron structure are known as hollow
atoms [110]. De-excitation of the hollow atom will take place by AI, up
to the point that the atom is fully in the ground state or that the atom
hits the target, which is the most likely scenario as typically only tens of
femtoseconds are available between hollow atom creation and penetration
of the electronic selvedge of the surface. Because atomic binding energies
are well-defined, the emitted electrons produce distinct Auger peaks in the
electron spectra. The energy of these Auger peaks can give valuable insight
about the transient atomic structure of the hollow atom. The subject of
hollow atoms was thoroughly investigated in the 1990s; a review of this
field can be found in ref. [111].

As Auger processes favor decay of electrons to the nearest continuum,
emission of low-energy Auger electrons from the ion-surface system dom-
inate the electron spectra. In addition to the Auger electrons, also the
kinetic impact of the ion on the surface produces an excess of low-energy
electrons as the impact heats the electronic system of the target. For this
reason, an electron spectrum has a high, exponentially decreasing yield for
low electron energies, together with the possibility of Auger peaks appar-
ent in the spectrum. The beam has to be decelerated in order to increase
the interaction time between the ion and the target surface, which in-
creases the probability to detect Auger peaks. Another possibility is to
decrease the angle with the target, as the velocity vector part perpendic-
ular to the target is then decreased.
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4.3 Ion source

Figure 4.9: A photo of the ion source with the tin oven. The plasma is
created in a vacuum chamber inside the magnet. The ions are extracted
towards the left.

The ion beams in our experiments are generated by a Supernanogan
ECRIS (Electron Cyclotron Resonance Ion Source) type ion source of
which the permanent magnetic structure and vacuum chamber and sup-
ports were purchased from Pantechnik. This source, and the correspond-
ing beamline, is installed in 2015 at the Zernike Institute for Advanced
Materials. The source consists of a vacuum chamber inside a permanent
magnet, creating a strong, radially and axially increasing magnetic field.
By means of an oven (see subsection 4.3.1) or a gas inlet, a vapor of the
desired element can be introduced in the vacuum chamber. The vapor
is ionized by electron impact ionization. The electrons in the plasma are



58 CHAPTER 4. ION-SURFACE EXPERIMENTS

gyrating around the magnetic field lines with a certain frequency ω, de-
pendent on the strength of the magnetic field B:

ω =
e|B|
me

. (4.19)

An injected RF-field of 14 GHz (2.1 cm) matches the gyration frequency of
electrons at a magnetic field strength of 0.5 T; these electrons are acceler-
ated resonantly and can attain high velocities. This enables multiple and
stepwise electron impact ionization of the plasma, which can ionize the
atoms to charge states well above 10+. The RF power, delivered at the
Supernanogan by a 7 m waveguide, is coupled into the chamber through
an oversized coaxially waveguide, in which also the oven is installed and
the gas is let in.

The whole source is on a high potential VS and this, together with the
charge state of the ions q and the plasma potential VP , determines the
kinetic energy Ekin of the ions extracted from the source:

Ekin = q(VS + VP )[eV]. (4.20)

The plasma potential is typically in the range of 10-30 V. The ions can get
kinetic energies ranging from 5 to more than 20 keV/q. For experiments
with lower kinetic energies, the low energy ion scattering setup can be
floated at a set potential. More information about the deceleration of ions
can be found in subsection 4.4.1.

All ions are extracted from the source through a diaphragm and a
puller, which provides a small electric potential. The ions in the plasma
in the source have a wide range of charge states and the background gas
in the source is ionized. An 110◦ magnet selects the right ion in the
right charge state, as the strength of the magnetic field B, which can be
controlled, is proportional to the source voltage and the mass-over-charge
ratio A/q: B ∝

√

VSA/q. An Einzel lens is used to focus the ions into the
magnet.

The ion beam goes through a 10 mm diaphragm before entering the
beam line. The beam current output of the source can be monitored by a
(movable) Faraday cup (FC) placed directly behind the diaphragm. The
beam is guided through the beam line by three quadrupole triplets. The
transmission can be measured with a FC and is typically close to 100% at
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Figure 4.10: Drawing of the ion source, beam line, and the setup with HV
cage. The other setups attached to the beam line are not shown. The
beam line spans approximately 15 m from the source to the setup.

the end of the beamline. By means of 45◦ bending magnets, the ion beam
can be directed into the various experimental setups. The setup described
in section 4.4 is connected to the last bending magnet (see figure 4.10).
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Figure 4.11: Drawing of the tin oven (top) and its cross section (bottom).
The oven is attached to the linear translator rod at the right side. The
tin vapor leaves the oven at the left side.

4.3.1 Oven

An oven (see figure 4.11) can be used to make an ion beam from targets
which are solid at room temperature, such as tin. The oven consists of an
aluminum oxide crucible and is heated by a tungsten filament, which works
as a resistive heater. The filament is wrapped around the crucible and
around a molybdenum holder. The holder is used to make a connection
with the heating power supply. At the other end, the filament is connected
to the oven head. The original stainless steel head is replaced with a
tantalum cap to increase the lifetime of the ovens. The crucible and the
filament are encapsulated in an aluminum oxide cylinder, which itself is
placed inside a tantalum body. The oven is placed on a linear translator
rod inside the RF-tube. This rod can be used to control the distance
between the oven and the plasma.

Figure 4.12 shows the beam current of singly charged tin (at the FC
behind the 110◦ magnet) versus the power of the electric current through
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the oven. The beam current starts to rise at a power of 17 W, therewith
achieving temperatures of about 900 ◦C [112]. The oven is normally oper-
ated with powers around 30 W, corresponding to a temperature of 1100◦

C. The tin atoms are evaporated into the main plasma of the source,
normally a He plasma which provides electrons for rapid electron impact
ionization of the tin atoms.
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Figure 4.12: The beam current of a 7 keV 120Sn+ beam versus the power
through the tin oven. The current is measured directly behind the 110◦

magnet.

Tin has no less than ten stable and naturally abundant isotopes, rang-
ing from mass number 112 to 124. Of these ten isotopes, three have a
natural abundance of more than 10%: 116 (14.5%), 118 (24.2%), and 120
(32.6%). We select one isotope for the ion beam with the 110◦-magnet.
Unless otherwise specified, the tin ion beams used in the experiments con-
sist of Sn-120.
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4.4 The ion-surface setup

Figure 4.13: A top view of the setup. The last part of the deceleration
lens system, where the beam enters the setup, is visible at the top. The
detector (ESA) is visible at the bottom. The manipulator with target is
not included in this figure.

The data in chapters 5 and 6 is collected with the surface physics
setup SirΦ, connected to the previously described beamline. The heart
of the setup is a 300 mm diameter µ-metal vacuum vessel, with a target
manipulator (manufactured by Thermo Vacuum Generators) on top. The
target is attached to the manipulator by two molybdenum clamps. The
manipulator can be moved in all three directions, with a range of 25 mm
in both directions in the plane of the beam and the detector (x,y), and
a range of 400 mm perpendicular to this plane (z). The manipulator can
make a full rotation around its axis, allowing for different target grazing
incidence angles (ψ). The target can also be rotated to vary the azimuthal
angle, but that feature is not used in this work. An electron bombardment
heating system can heat the target to clean it, and a thermocouple can be
used to measure the target temperature.
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The ion beam is guided towards the setup through a differential pump-
ing stage between the beamline and the main chamber. A diaphragm is
placed directly behind the bending magnet and two diaphragms of 2 mm
are placed in front of the deceleration lens system (see section 4.4.1).
The beam enters the main chamber through two collimation diaphragms
of 2 and 1.5 mm between the lens system and the main chamber. The
ions and electrons resulting from the ion-surface collisions are collected
by a semi-hemispherical electrostatic analyzer (ESA). This ESA can be
rotated around the target, allowing different detection angles (θ). A de-
tailed description of the ESA can be found in subsection 4.4.2. The beam
current can be monitored on the diaphragm in front of the deceleration
lens system, on the target sample, and on a FC behind the target. The
sample current is recorded during measurements to correct for beam fluc-
tuations. Secondary electron emission is not prevented so this will result
in an overestimation of the beam current, which has to be considered in
interpretation of the data.

A 400 l/s ion getter pump is used to sustain UHV pressure. An addi-
tional turbomolecular pump can be used during bake-out and the initial
pumping down, but is locked off by a valve during measurements. The dif-
ferential pumping stage can also be closed off by valves at both sides. An
ion getter pump is used to hold the vacuum in this part to approximately
10−8 mbar.

4.4.1 Beam deceleration

The setup, all the accompanying electronics, and the measurement & con-
trol computer can all be floated on high voltage by the same power supply
which puts the source on its high potential (VS). This matches the po-
tential of the setup and the source and removes any fluctuations of the
source potential in the kinetic energy of the beam. At the setup, a second
power supply provides a voltage difference (bias potential, Vbias) between
the setup and the source. This bias potential determines the final kinetic
energy of the ions at the target, together with the charge state of the ions
and the plasma potential:

Ekin = q(Vbias + VP ). (4.21)
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Figure 4.14: (upper) Sketch of the potentials and the resulting ion en-
ergies in the deceleration lens system. (lower) Result of simulations in
Simion for decelerating a doubly charged helium ion beam from 14 to 0.1
keV.

The setup, including electronics and pumps, will be on a high potential
during the measurements: Vsetup = VS−Vbias. During transport of the ion
beam towards the setup, the ions are at ground potential. The beam is
guided towards the target at high potential by a deceleration lens system of
five electrostatic lenses, labeled alphabetically in order of appearance (A-
E). The first lens (A) is at the same potential as the beamline (common
ground), while lenses B-E are at an increasing potential. The ions are
gradually slowed down before reaching the target with the final kinetic
energy. The FuG power supplies for lenses B-E are controlled by the
computer. During measurements where the ions are not decelerated, all
five lenses are at ground potential.
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4.4.2 Electrostatic Analyzer

Figure 4.15: A duplicate of the electrostatic analyzer (ESA). Visible are
the entrance diaphragms, the electrostatic plates and the rails system on
which the detector can rotate around the target. The detector in the figure
is a channeltron; a multichannel plate is used in the ESA in the setup.

The electrostatic analyzer (ESA) consists of two concentric hemispher-
ical plates. These two plates are both kept on the appropriate voltages,
resulting in an electrostatic field. A charged particle (electron or ion) will
only pass the ESA when the centripetal force is equal to the force due to
the electrostatic field [113]:

mṙ2

r
= q

V2 − V1
R2 −R1

R2R1

r2
, (4.22)

where m is the mass of the particle, q the charge of the particle, V2 and V1
the voltage on respectively the outer and inner plate, R2 and R1 the radii
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of respectively the outer and inner plate, and r the central trajectory of the
particle. This r is equal to r = (R2+R1)/2. The voltage difference between
the plates determines the kinetic energy Ek of the detected particle:

Ek

q
= F (V2 − V1) (4.23)

The proportionality constant F is dependent on the radii of the plates:

F =

(

R2

R1
− R1

R2

)

−1

(4.24)

To ensure that the particle is not accelerated or decelerated in the detector,
the potential at the central trajectory should be zero. This condition is
fulfilled if V2

V1
= −R1

R2
.

The radii of the outer and inner plate are respectively R2 = 52 mm
and R1 = 48 mm. This results in theoretical values of F = 6.24 and V2

V1
=

−0.923. However, the detector consists of two central slices of hemispheres
and is therefore only semi-hemispherical. Instead of the theoretical values,
we use empirically found values of F = 6.42 and V2

V1
= −0.935 [113].

The particles pass two diaphragms of 1.9 and 0.4 mm while entering
the detector, and at the end of the detector a 0.5 mm x 1.9 mm exit slit
is placed. A multichannel plate (MCP) detects the particles. The pulses
generated by the MCP are analyzed by a single channel analyzer and
counted by a data acquisition device, which is recorded by a computer.
The electrostatic potentials on the plates of the ESA are controlled by a
home-made Labview program (see appendix B). This same program also
controls the potentials of the deceleration lens system and is automated
to measure the signal over a certain energy range. A more detailed de-
scription of the power supply for the plates of the ESA can be found in
appendix A.

The energy resolution of the ESA (∆E/E) depends on the diameters
of the diaphragms, the radius of the ESA, and the angular divergence of
the beam [114]; this ratio is constant:

∆E/E = constant. (4.25)

For all spectra in the remainder of this work, the signal (counts per second)
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is divided by the energy to account for the changing width of the energy
bins, ∆E, with energy.

4.4.3 Tin ion detection efficiency

Figure 4.16: Detection efficiency ratios (red and purple) for two different
tin ion energy distributions. For each distribution, two measurements are
performed: one is measured with -50 V on the front of the MCP, and the
other at -1000 V. The black line is the ratio of the correction factors for
the tin detection efficiency given by eq. 4.26.

The detection efficiency of an MCP depends on the kinetic energy of
the impinging ions. Ions with lower kinetic energies produce less electrons
on impact, which reduces the height of the output signal of the MCP. For
charged particles, a higher potential on the front of the MCP enhances the
signal as the particles are accelerated and therefore create more impact
electrons.

To obtain a proper ion energy distribution, we have to correct the
yield for the ion detection efficiency. At ARCNL, the detection efficiency
of channeltrons for tin ions has been investigated and an empirical formula
for the detection efficiency correction factor k for tin ions is found:
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k =
100

40(1 + tanh((vimpact − a)/b))
. (4.26)

The fitting parameters a and b are found to be equal to 0.031 and 0.0095
respectively. The impact velocity is a function of the kinetic energy of the
ions (Ek), the charge state of the impinging ion (q), and the voltage on
the front of the MCP (Vfront) and is for a tin atom with an average mass
of 119 amu given by:

vimpact[a.u.] = 0.2

√

Ekin[eV] + qVfront[V]

119000
. (4.27)

The investigated channeltrons have the same working principle as the
MCP in this work, and the correction factor could be applicable for the
distributions in this work. We test this by measuring two distributions
in a different energy range, ranging from 2.5 to 9.0 keV, for two different
voltages on front of the MCP, -50 V and -1000 V. The difference in front
voltage will result in different impact velocities, and can be used to verify
the efficiency factor for our MCP. In figure 4.16, the two ratios of the
different voltages for these spectra are shown. The ratio from the experi-
ments is in good agreement with the ratio from the channeltron correction
factors. We correct therefore the tin backscattering distributions in this
work with the same factors as determined for channeltron and given in
equation 4.26.

4.4.4 Electron measurements

He2+ ions will produce a distinct set of Auger peaks around 35 eV, orig-
inating from autoionization (AI) of two electrons in the singlet 2s2, 2p2,
2s2p, and the triplet 2s2p state [115]. These distinct peaks make a He2+

ion beam suitable to test the calibration. The electron spectra shown in
this section are measured with a target angle of 15◦ and a detection an-
gle of 105◦, or at normal incidence from the target. The electron yield is
measured for energies up to 40 eV, with a step size of 0.5 eV.

The measurements of low-energy electrons below 30 eV are difficult,
due to the earth magnetic field and other electromagnetic fields which
may deflect the electrons. In order to prevent this, the whole vacuum
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Figure 4.17: Two electron spectra of 100 eV He2+ on a Mo target at
a target angle of 15◦ and a detection angle of 105◦, and normalized on
the maximum of the broad spectrum. The black spectrum is without
additional shielding, the blue spectrum with µ-metal shielding on the CF-
40 viewports additional to the shielding of the vessel. Around 35 eV, a
distinct set of Auger peaks is visible [115].

vessel is made of µ-metal, which shields the inside of the chamber from
external magnetic fields. Figure 4.17 shows measurements of an electron
spectrum with and without additional shielding around the viewports, the
lens system, and the blind flanges connected to the vacuum chamber. The
additional shielding slightly increases the yield of low-energy electrons.

In order to detect more low-energy electrons, it is possible to put the
target on a small negative bias voltage. As shown in figure 4.18, the yield
of electrons below 25 eV is drastically enhanced for an increasing bias
voltage. Also apparent is a Doppler shift of the Auger peaks around 35
eV. The ion beam is accelerated towards the target due to the bias volt-
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Figure 4.18: Three electron spectra with different bias voltages of 100 eV
He2+ on a Mo target at a target angle of 15◦ and a detection angle of
105◦. The blue spectrum is without a bias voltage, the black spectrum
is biased with -9.67 V and the red spectrum with -19.33 V. The electron
energy given is corrected for this bias voltage, and the yield is normalized
in such a way that the Auger peaks around 35 eV have a similar yield.

age, and changes the angle of the beam. The detection angle is therefore
more backwards (larger than 90◦), causing a Doppler shift towards a lower
energy. Another disadvantage of a bias voltage on the target is that no
distinct information about the angular dependence of the electrons can be
gained, as all electrons get directed towards the normal of the surface.

In figure 4.19, two electron spectra for different charge states of helium,
1+ and 2+, are shown. Atomic auto-ionization, which requires a doubly
excited electronic configuration, is not possible for He+ in the ground state,
and therefore the distinct set of peaks around 35 eV does not appear, as
any metastable He+ ions are likely to be quenched. According to Zeijlmans
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Figure 4.19: Two electron spectra of 100 eV He2+ (black) and He1+ (blue)
on a Mo target at a target angle of 15◦ and a detection angle of 105◦. A
bias voltage of -9.67 V on target is applied. The electron energy given
is corrected for this bias voltage, while the yield is only corrected for the
beam current.

van Emmichoven et al. [116], who treat these particular electron spectra
in more detail, electronic transitions other than AN are negligible for He+.
For He2+, AN towards He+ and AD from doubly to singly excited helium
is dominant, in addition to the AI process producing the peaks at 35 eV
and AN of He+. This AN towards singly charged helium and the AD
process produce the broad spectrum between the kinetic impact electrons
and the AI peaks, and are absent for the He+ spectrum as those processes
can not take place with one electron in the excited state.

The previously shown electron spectra are measured with the target
slightly off-center, resulting in an unintended mis-match between the over-
lap of the beam on target and the ESA. The target was 30 µm from the
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Figure 4.20: Electron spectra with the target slightly off-center (30 µm
perpendicular at the ion beam axis; left) and at the center (right) for a
He+ ion beam with different energies: 7 keV (black), 2 keV (purple), 1.5
keV (blue), 1.4 keV (dark yellow), 1.3 keV (red) and 1 keV (green). The
target is at a bias voltage of -9.67 V, for which is corrected in the electron
energy.

center perpendicular to the ion beam axis, which can result in non-correct
electron spectra (see figure 4.20). After a 30 µm correction of the target
position, the electron spectra show the normal low-energy impact electrons
as expected from singly charged ions. We do not expect any deviation for
the previously described test experiments with different charge states, or
the positions of the Auger peaks around 35 eV.
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4.5 SRIM

An often used computer package to simulate ion stopping is SRIM (Stop-
ping Range In Matter) [98]. In this work, the SRIM nomenclature of re-
ferring to the projectiles as ions is adopted, although the package does not
consider charge in its simulations. Originally the package is developed to
calculate stopping power tables, mainly for high-energy ions where elec-
tronic stopping power is dominant. The package is later on expanded
with Monte Carlo simulations (TRIM), where the ion range and trajec-
tory in matter is simulated with the ZBL-potential described in section
4.1.1. With these simulations, also predictions on the energy and the exit
angle of atoms leaving the target can be calculated. Depending on the
level of detail of the simulations, the trajectories and range of the recoil
atoms are also calculated. This can give some insight about the sputtering
yield, and the angular distribution and energy of the recoils. Simulations
of sputtering are sensitive to some not well-known input parameters such
as the surface binding energy, and should therefore be treated with care
[117, 118]. It is also reported that there exist deviations from experimen-
tal results for low-energy ions, mainly due to uncertainty in the electronic
stopping power [119]. Another disadvantage is that SRIM uses solely neu-
tral atoms, and that no charge effects are taken into consideration. The
SRIM results for backscattered particles could deviate from the experi-
mental results obtained with an electrostatic analyzer, as this detector
only measures ions. The probability of reionization, the ionization of a
neutralized ion leaving the surface, depends heavily on the combination
of the ion and the target element [120]. The reionization probability does
not depend on the projectile ion energy above a certain threshold, which is
typically low. A comparison of simulations with experiments where several
ion species are detected (such as sputtered and backscattered material) is
often compromised, but a comparison with scattering energy distributions
is feasible.

In SRIM, all incoming particles are individually and subsequently gen-
erated at the edge of the surface, and have a pre-set energy and direction.
Nuclear and electronic stopping are treated separately, where the nuclear
stopping is the result of a series of binary collisions and the electronic stop-
ping is the energy loss in-between those collisions. The position of each
collision is determined by the mean free flight path for a particle. This
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flight path is dependent on the calculation method set as input in SRIM;
in our work we use the monolayer collisions steps, where the mean free
flight path depends on the atomic density N of the target surface: N−1/3.
For each collision, a random impact parameter is generated and from this
impact parameter the scattering angle and the corresponding energy loss
is determined. The next collision is again at the mean free flight path;
if this next collision is located above the surface, the particle is declared
backscattered and the position, energy, and direction are recorded. If the
particle does not leave the target surface, the simulation for a particle
is stopped when the kinetic energy is not enough anymore to displace a
target atom and this last position is recorded.

Figure 4.21: The coordinate system SRIM uses to describe the trajectories
of the particles and the trajectory of a scattered particle as example (blue).
The x-axis is pointing inwards the surface, the yz-plane is the surface
plane. The direction of the particle is described in α, β, and γ, the angles
with respectively the x-, y-, and z-axis. As γ is initially always 90◦, the
z-axis is not shown. The incidence angle ψ and the scattering angle θ used
in the experiments are shown as reference.

The SRIM-spectra presented are extracted from the BACKSCAT.txt-
output file. For every particle which SRIM declares backscattered, it
records the last position in the target in three coordinates (x, y, and
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z), the energy, and the direction of the atom as the cosine of the angle
with respect to the x-, y-, and z-axis (from now on referred to as cos(α),
cos(β), and cos(γ); see also figure 4.21). The origin is defined as the en-
trance point of the ions in the surface: x and z are always 0, while y can
have a value close to, but deviating from, 0. The x-axis is defined as the
axis perpendicular to the surface plane, with the positive x-axis pointed
into the surface. A backscattered ion will therefore always have negative
values for cos(α). The value of α is required to be set as input. In SRIM,
the particles move in the xy-plane at the entrance in the surface. cos(γ)
will therefore be initially 0, and βin is determined by αin: βin = 90◦−αin.
In our experiments we define the incidence angle as the angle with respect
to the surface, so ψ = βin. The detection angle (θ) is in our experiments
the angle between the ion beam and the outgoing angle of the particle.
This angle is in SRIM determined by the incidence angle and the angles
α, β:

cos(θ) = sin(ψ) cos(αout) + cos(ψ) cos(βout). (4.28)

With the energies and the detection angles of the backscattered particles,
a backscattering energy distribution can be emulated for comparison with
the experimental results.
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Chapter 5

Backscattering of tin ions

from a molybdenum surface

The scattering of tin ions from a molybdenum surface is studied. The
experiments show that the energy distributions are dominated by multiple
collision scattering, leading to a broad energy spectrum. We compared
the results with the predictions of a popular simulation package, SRIM.
These predictions are in agreement with the experimental data, except for
a pronounced single-scattering peak in the simulations. We conclude that
the presence of the strong single-scattering peak has SRIM-related causes,
such as ignoring the interaction above the surface. The fact that SRIM
shows very similar results for the multiple collision spectra implies that the
interaction inside the surface is simulated reasonably well.

77
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5.1 Introduction

In modern nanolithography machines, 13.5 nm extreme ultraviolet (EUV)
light is provided by an intense laser-produced tin plasma source which
contains tin ions with charge states up to 14+ [11]. From this EUV light
source, tin ions with kinetic energies up to dozens of keV are emitted [11]
(see also chapters 2 and 3). If the ions are not mitigated, they will interact
with the neighbouring walls and Mo/Si multilayer collector mirror [18].
The interaction between projectile atoms and surfaces can be simulated
in order to understand and predict the consequences of this interaction.

Many simulation packages exist [121, 122], one commonly used for
these kind of simulations is SRIM [98]. This package allows a wide range
of energies and incidence angles for incoming particles, and simulates
the particle stopping in the target, the trajectories and range, and the
backscattered and sputtered particles emitted from the surface. The tar-
get can have single and multiple layers, and those layers can be a mixture
of different isotopes. SRIM does not consider charge in its simulations,
but treats both the projectile as well as the target as neutral atoms. A
detailed description of SRIM can be found in chapter 4.

Many experimental tests on the output of SRIM are conducted, but
this was mainly for sputter yields [123, 124, 125], for stopping power data
[126, 127], and for low-Z ions [128, 129]. Tests of the simulations for scat-
tering from the surface are uncommon but existing [130, 131], but also
mainly for light ions. Qualitatively SRIM produces a good agreement
with the experimental data in those tests, but significant differences in
yield are often found. Also deviations in the angular distribution of the
sputter yield are found, and the simulations do not agree with the ex-
periments for ion beams below 1 keV (e.g. see ref. [125]). An extensive
comparison of the SRIM predictions to the experimental energy distribu-
tions of backscattering for heavy ions on a heavy surface, such as tin on
molybdenum, appears to be missing.

The goal of this work is to investigate the backscattering of tin ions
from a molybdenum surface. We compare these results with the pre-
dictions by SRIM, and investigate the limitations and the range where
the simulations are applicable for ion-surface collisions of relatively heavy
ions. This gives more insight in these collisions and its underlying pro-
cesses, and the extent to which SRIM can be used to simulate accurately
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the interaction with the topmost surface layers of the target.

We record the scattered ion energy distribution for kinetic energies
up to 14 keV, for a wide range of incidence and scattering angles. Also
included is an investigation into the influence of charge state as a param-
eter, and comparison is made with other ion beams and target surfaces.
We find some distinct deviations in the simulations from the experimental
data which can only be explained by limitations of the software package.

5.2 Tin ion scattering

5.2.1 Experimental procedure

The experimental setup is described in detail in chapter 4, as is the ion
source. In this chapter, we discuss the results of tin ion scattering exper-
iments. The incidence angles (ψ) with respect to the surface range from
5◦ to 30◦ and the scattering detection angles (θ) range from 10◦ to 60◦

(see figure 4.21 for angle definition). The main target used in this work is
a polycrystalline molybdenum surface, prepared by Surface Preparation
Lab (SPL). Molybdenum has seven naturally abundant isotopes, with an
average mass of 95.9 amu. A tin ion, which is heavier than molybdenum,
has therefore a maximum scattering angle of 53.1◦ for a molybdenum atom
of average mass, and 56.4◦ for the heaviest molybdenum isotope (100Mo).
Another target used for comparison to Mo is a ruthenium target. The
main beam is a 14 keV 120Sn2+ ion beam, which is decelerated to various
kinetic energies, down to 3 keV. Other beams include tin beams with 1+
and 4+ as charge states, Kr+ beams, and Xe2+ ion beams.

Each measurement consists of several individual, summed energy scans.
The number of individual energy scans in each measurement differs but
is at least three. A single spectrum measures between a pre-set minimum
and maximum E/q, with a set energy step size. For every energy point,
the counts per second and the beam current on target are recorded. The
total sum of counts per second is divided by the accumulated beam cur-
rent on the target for each point and divided by the energy, to account
for the energy resolution of the ESA. For tin ions, also a correction for
the MCP tin ion detection efficiency is performed. The measurements are
taken with voltages on the front of the MCP of -50V and -1000V, which
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have a different ion detection efficiency and amount of background counts.
The yield is normalized on the maximum in the summed spectrum.

5.2.2 Typical tin scattering results

In figure 5.1, the tin ion scattering spectra for three different energies of
Sn2+ ion beams are shown, where ψ is 5◦ and θ is 10◦. The 3 and 6
keV beams are produced by decelerating a primary 14 keV beam. For
these shallow incidence and detection angles the energy distributions are
relatively sharply peaked. The final energy of a scattered atom can be
calculated with equation 4.4:

Ef/E0 =

(

cos(θ) +
√

(mt/mp)2 − sin2(θ)

1 +mt/mp

)2

. (5.1)

A tin ion scattering 10◦ from a molybdenum atom retains roughly 0.96 of
its initial energy in an elastic collision. In our experiments, the maximum
yield is just above this value. At first, an ion approaching the surface has
a large impact parameter with respect to the atoms at the top layer of
the surface. They all act with a small repulsive force upon the projectile
ion, resulting in a smaller grazing incidence angle, which is called pre-
scattering. This can result in a small angle change before a collision with
a larger scattering angle scatters the ion over 10◦. The ion loses in total
less energy compared with a single collision of the same angle, and can
retain therefore an energy of more than 0.96 of the initial energy. Due to
energy loss in the surface (straggling), tin ions which collide deeper in the
surface lose energy, both on the way in and out, resulting in a long low-
energy tail of the distribution. Possible low-Z contamination and surface
roughness may contribute to some additional spectral broadening. The
yield increases for increasing ion beam energy, but the shape itself does
not significantly change between the three beam energies.

Figure 5.2 shows two series, one for a constant incidence angle ψ of 5◦

(upper) and another for a constant scattering angle θ of 45◦ (lower). For
all measurements, an ion beam of 14 keV Sn2+ is used. The constant ψ
series shows the spectra for an increasing θ: 10◦, 20◦, 30◦, and 45◦. As
the detection angle increases, the ion energy distributions peak at lower
energies and the maximum energy is lower, as larger scattering angles
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Figure 5.1: The ion scattering spectra for three initial kinetic energies
(E0): 3 keV, 6 keV, and 14 keV Sn2+ at ψ is 5◦ and θ is 10◦. The energy
is relative to the initial kinetic energy of the ion. The spectra are corrected
for the background.
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require more loss of energy. More combinations of scattering angles in
multiple collision scattering are possible for larger detection angles, and
the pathway through the target can become longer before the ion leaves the
surface. This results in broader spectra: where for 10◦ almost all detected
ions are within a relatively narrow range of 3 keV, the distribution spans
a range of more than 7 keV for 45◦.

The constant θ series, with θ = 45, shows the spectra for ψ is 5◦,
15◦, 25◦, and 30◦. The spectrum with the smallest incidence angle has the
sharpest peak, and that peak is located at a lower energy than in the other
three spectra, between 6.5 and 7 keV. For ψ = 15◦ and 30◦, the maximum
yield is at energies between 7 and 8 keV, while for ψ = 25◦ the maximum
is between 8 and 9 keV. The maximum recorded energy is also higher for
this incidence angle, at 11.5 keV, while for an incoming angle of 15◦ and
30◦ the maximum energy is at 11 keV, and even at a little bit lower energy
for ψ = 5◦. For near-specular incidence and detection angles (θ ≈ 2ψ),
the energy distributions in our experiments are in general broader and
have a higher yield. In the constant θ series of figure 5.2, this is the case
for (ψ, θ) = (25,45). For such spectra, more combinations of multiple
collision scattering with smaller individual collision angles are possible,
leading to higher kinetic energies of the scattered ions. The energy for
double collision scattering with one scattering angle equal to the incoming
angle and the other equal to the outgoing angle is often a good predictor
for the maximum energy of the broad peak, so at which energy the yield
decreases for increasing ion energy. For the constant θ series in figure 5.2,
the so-defined double-collision energy is at respectively 7 keV, 9 keV, 9.5
keV, and at 9 keV for ψ is 5◦, 15◦, 25◦, and 30◦.

The (ψ, θ) = (15,45) and the (ψ, θ) = (30,45) energy distributions,
where the incoming angle of the one is equal to the outgoing angle of the
other, are strikingly similar. Such symmetric cases produce in our experi-
ments always the same distribution, except if the incidence angle is grazing
at 5◦. In those grazing incidence cases the interaction with the surface be-
fore entering and after leaving the target is of such importance for the
scattering that the spectra have different shapes. For further discussion
of symmetric cases, see section 5.3.6.

Target atoms sputtered from the surface layers in one collision are
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Figure 5.2: Compilation of spectra of 14 keV Sn2+ scattering of Mo.
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called primary recoils, and have a well-defined energy (see section 4.1.1):

Erec/E0 =
4mtmp

(mt +mp)2
cos2(ϕ). (5.2)

Primary molybdenum recoils sputtered over 45◦ by 14 keV tin atoms gain
6.9 keV. The yield is slightly enhanced around this energy in figure 5.2, a
feature shared with most of the energy distributions in this work. A tin
ion scattered over 45◦ by molybdenum retains 40% of its initial energy,
or 5.6 keV. All four spectra with θ = 45◦ attain their maximum yield at
higher ion energies. Also the spectra in the constant ψ series peak at en-
ergies higher than the energy required for a single collision, except for the
(5,10) combination. This shows that the ion scattering distributions are
dominated by multiple collision scattering and have a pathway through,
and therefore interaction in, the sample before leaving the target surface.
Backscattering can therefore be used to investigate the interaction inside
the surface. We will compare the spectra with the output of the simula-
tions of SRIM, and investigate the accuracy of this simulation package.

5.2.3 SRIM simulations

The final energies and the directions (the cosines of the SRIM-angles α, β
and γ, see figure 5.3) of the backscattered particles are extracted from
the output file. For comparison to the experiments, the backscattered
particles are required to be in the xy-plane (the ion beam-detector plane
in the experiments) by imposing a 3◦-limit on γ: γ should be between 87◦

and 93◦. The detection angle (θ in the experiments), the angle between
the ion beam and the outgoing angle of the particle, is determined by the
incidence angle and the angles α, β

cos(θ) = sin(ψ) cos(αout) + cos(ψ) cos(βout). (5.3)

Only particles which are within a certain limit of the detection angle are
taken into account: for detection angles smaller than and equal to 40◦

this limit is 1◦, for larger angles the limit is 2.5◦. A histogram of the
final kinetic energies of the particles which pass these angle tests emulates
an experimental spectrum and can be compared with the experimental
results. The simulations are normalized to the maximum of the experi-
mental energy distributions.
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Figure 5.3: The coordinate system SRIM uses to describe the trajectories
of the particles and the trajectory of a scattered particle as example (blue).
The x-axis is pointing inwards the surface, the yz-plane is the surface
plane. The direction of the particle is described in α, β, and γ, the angles
with respectively the x-, y-, and z-axis. As γ is initially always 90◦, the
z-axis is not shown. The incidence angle ψ and the scattering angle θ used
in the experiments are shown as reference.

We select the isotopes used in the experiments as incoming ion in
SRIM: for tin this is 120Sn. As target surface we use, unless otherwise spec-
ified, a mixture of the seven naturally abundant isotopes of molybdenum
weighted by the abundance ratio. This will lead to spectral broadening
of the energy distributions, and especially of the single scattering peaks,
compared to a target surface where the average mass is used. As calcula-
tion method we use monolayer surface collisions, which is recommended
for ion-surface interactions near the edge of the surface. We simulate six
million particles for each spectrum, unless otherwise specified.

5.3 Results

In figure 5.4, the energy distributions from the experiments for three (ψ, θ)
combinations are compared to the predictions of corresponding SRIM sim-
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Figure 5.4: The ion scattering spectra (dots) and the corresponding pre-
dictions (line) by SRIM for a 14 keV Sn2+ ion beam for three combinations
of ψ and θ: from top to bottom, (ψ,θ) is (30,60), (15,30), and (15,45).

ulations. The experimental energy distribution for (ψ, θ)=(30,60) is in
excellent agreement with the simulations, for both the yield as well as
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the maximum ion energy. For the other two cases, the broad distribution
typical for our experimental spectra is also visible in the SRIM-preditions,
although the simulations expect a higher yield for the high-energy tail of
both spectra, and for the low-energy part of the (15,45)-distribution. The
predicted maximum ion energy is in agreement with the experiments for
both spectra.

An additional peak on top of the broad distribution is apparent in
the simulations. This peak is located at the energy of a tin ion after a
single collision from a molybdenum atom, at 9.6 keV for (ψ, θ)=(15,30)
and at 5.1 keV for (ψ, θ)=(15,45). Further analysis of the trajectories of
the simulated particles indicates that the particles in this peak are the
result of a single collision in the upper layer of the surface. Due to a
smaller scattering cross section for large angles, the peak is smaller for
larger angles. For (ψ, θ)=(30,60), single collision scattering over 60◦ is
not possible as the maximum scattering angle is around 53◦ for tin on
molybdenum.

The single-collision peak appears in nearly all investigated combina-
tions of ψ and θ, but no trace of it is visible in any of the experimental
energy distributions. In the next sections, we will step-wise discuss six
possible parameters which may cause this discrepancy:

1. Charge state: we vary the charge state of the ion beam to look for
any charge state dependent features in the energy distributions.

2. Ion species: we compare the energy distributions with the simula-
tions for two other heavy ion beams, krypton and xenon, to get
insight in the importance of the ion species on the results.

3. Electronic structure: we discuss the outcome of interatomic poten-
tial calculations and scattering distribution simulations for 124Xe
and 124Sn, which have the same mass but very different ionization
energies and electronic structure.

4. Target surface: potentially, the origin of the differences between the
experiments and the simulation might stem from the characteristics
of the target surface. We show the results for tin scattering experi-
ments on a ruthenium target surface.
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5. Differences between ions and neutrals: with the ESA, we can only
measure charged particles. We make a comparison of the ESA results
with the results of a Time-of-flight (TOF) measurements, which also
measures neutral particles.

6. SRIM-related reasons: concluding, we discuss the various ways the
simulation package can lead to deviations from experimental obser-
vations.

The possible role of surface contamination is discussed in chapter 6.

5.3.1 Charge state

In figure 5.5, the results are shown of scattering of 5 keV and 14 keV tin
beams for two charge states: 1+ and 2+ for the 5 keV beam, and 2+
and 4+ for the 14 keV one. The 5 keV Sn2+ beam is decelerated from a
primary beam of 14 keV Sn2+ and the 14 keV Sn4+ beam from 28 keV
Sn4+. The other two beams are both primary beams. For all spectra, the
target angle ψ is 15◦ and the detection angle θ is 35◦. Both 5 keV spectra
maximize around 3.7 keV and the maximum kinetic energy of the scattered
ions is at 4.5 keV, respectively roughly 75% and 90% of the initial energy
of the ions. There are no differences visible comparing both spectra. Both
the 14 keV spectra for Sn2+ and Sn4+ have a maximum around 10.5 keV
(or 75%) and have a maximum energy at 12.5 keV (roughly 90%). For the
Sn2+ ion beam, the yield at 9 keV is slightly higher than for the Sn4+ ion
beam, which is near the energy for primary molybdenum recoils over 35◦

(9.15 keV).

The results for different charge states are very similar for both ener-
gies, bar some minor deviations. We conclude therefore that there is no
significant charge state dependency for tin ion scattering. It is unlikely
that any deviations between the experimental results and the SRIM pre-
dictions are caused by the fact that SRIM does not consider charge in
its simulations. Also oscillatory charge exchange effects [132], where the
single scattering yield for single-charged ions are found to have a periodic
dependence on the inverse ion velocity but double-charged ions not, can
be ruled out.
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Figure 5.5: (top) The ion scattering spectra for a 5 keV Sn+ (black) and
Sn2+ (orange) ion beam for ψ = 15◦ and θ = 35◦. (bottom) The ion
scattering spectra for a 14 keV Sn2+ (black) and Sn4+ (orange) ion beam
for ψ = 15◦ and θ = 35◦.

5.3.2 Ion species

To exclude the possibility that the absence of the single scattering peak
is purely a tin-related feature, we investigate the scattering of krypton
and xenon ions from the molybdenum surface. Where tin atoms, with
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Figure 5.6: The ion scattering spectra (dots) and the corresponding pre-
dictions (line) by SRIM for a 7 keV Kr+ ion beam for three combinations
of ψ and θ: from top to bottom, (ψ,θ) is (30,60), (15,35), and (15,45).

an average mass of 118.7 amu, are heavier than molybdenum atoms (95.9
amu on average), krypton is with an average of 83.8 amu a bit lighter
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than the target atoms. We use a 7 keV 84Kr+ ion beam, which has a
similar ion velocity as the 14 keV 120Sn2+ ion beam we primarily use in
the tin on molybdenum experiments. In figure 5.6, the results of these
krypton scattering experiments and the corresponding SRIM predictions
are shown for three combinations of incidence and detection angles: (ψ,θ)
is (30,60), (15,35), and (15,45). As krypton is lighter than molybdenum,
single scattering is possible over all angles. A krypton ion scattering 60◦

from a molybdenum surface retains roughly 34% of its energy, or 2.4 keV
for a 7 keV krypton beam. This single scattering peak is visible in the
simulations as a small peak on top of the large broad distribution, but is
not visible in the experimental energy distributions. For this particular
combination of angles, the simulations are in excellent agreement with the
experiments for tin scattering. This is a significant result: the differences
between the experiments and the simulations are still apparent for large
angles if single scattering is energetically possible. This makes it unlikely
that surface irregularities such as roughness, which affect results less for
larger angles, are responsible.

Even more pronounced than for Sn ions, the simulations show the
typical single scattering peak at 5 keV and 3.9 keV for respectively (ψ,θ)
is (15,35) and (15,45), which are not apparent in the experiments. For
both combinations, the yield of lower energy ions is significantly lower
in the experiments compared to the predictions by SRIM. The energy
distribution for (15,35) has a higher yield of higher energy ions, above 5.5
keV. The cause for this is unknown and is not observed in the other energy
distributions investigated.

Figure 5.7 shows the energy distribution for a 14 keV 132Xe2+ beam, in-
cident at 15◦ on the surface and the detector at 35◦, and its corresponding
SRIM predictions. The single scattering peak, at 54% or 7.5 keV, appar-
ent in the tin scattering simulations is also present in the simulations for
xenon, but not visible in the experimental results. Also for the xenon ion
distributions, the yield in the low-energy tail is lower than predicted by
SRIM.

For both krypton as xenon, the results compared to the simulations
are very similar to the tin-experiments. The absence of the single scat-
tering peak in the energy distributions is not a tin-specific feature, but
is shared with other ion species. Furthermore, the absence of the peak is
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Figure 5.7: The ion scattering spectrum (dots) and the corresponding
SRIM predictions for a 14 keV Xe2+ ion beam for ψ = 15◦ and θ = 35◦.

also apparent in krypton scattering distributions for large angles, where
single scattering from molybdenum is not possible for tin.

5.3.3 Electronic structure

Xenon has an average mass of 131.2 amu, which is only slightly higher
than the average mass of tin and the difference in mass is not expected
to make much difference in the experiments and the simulations. The
electronic structure of xenon is very different from that of tin, however.
Xenon is a noble gas and is therefore inert, has fully filled electronic shells,
and has higher ionization energies. As discussed in the previous section,
the results of the scattering experiments of the 132Xe2+ ion beam do not
differ from the results for tin.

To make visible which differences and similarities a different electronic
structure causes in the predictions of SRIM, we simulated the scattering
for an isotope of the same mass of 124 amu, which is naturally abundant
for both xenon and tin. The results of these simulations are shown in fig-
ure 5.8. There is almost no difference between both spectra, and include a
single scattering peak around 8 keV. Figure 5.8 shows the ZBL-potential,
the repulsive interatomic potential most commonly used in computer sim-
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Figure 5.8: (top) The ZBL-potential between molybdenum and tin (black)
and xenon (orange). (bottom) The SRIM predictions for ψ = 15◦ and θ
= 35◦ for 14 keV Sn (black) and Xe (orange), but with an atomic mass of
124 amu.

ulations such as SRIM, between molybdenum and tin and xenon. This
potential is independent of the mass of a particle but does depend on the
nuclear charge, which is 50 and 54 for respectively tin and molybdenum.
There is a small difference between the Sn-Mo potential and the Xe-Mo
potential, where the latter is slightly higher. The Coulomb repulsion part
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is 8% higher, and the screening length is 1% smaller (0.1820 for Xe-Mo
and 0.1836 for Sn-Mo). These minimal differences in the potentials do
not have a significant influence on the scattering and ion energy distri-
butions, as can be seen in figure 5.8. It is therefore unlikely that the
electronic structure causes the differences between the SRIM-spectra and
the experimental energy distributions.

5.3.4 Target surface

To test the influence of the surface on the experiments we use a ruthe-
nium target. Ruthenium is slightly heavier than molybdenum, with an
average mass of 101 amu. Ions scattering from ruthenium have therefore
a higher kinetic energy for the same scattering angle compared with ions
scattered from molybdenum. The maximum scattering angle is larger,
with θmax = 57.3◦ for tin scattering from a ruthenium atom with average
mass, and 60.1◦ for the heaviest isotope. The element has 7 stable and
naturally abundant isotopes, ranging from 96 to 104. The target in the
SRIM simulations in this work is, as it was for molybdenum, a mixture of
these isotopes with the appropriate abundance ratio.

The results of a 14 keV Sn2+ ion beam scattering from ruthenium are
shown for three combinations of incidence and detection angles, (ψ,θ) is
(30,60), (15,35), and (15,45), in figure 5.9. All three ion energy distribu-
tions are relatively broad, indicating that they are dominated by multiple
collision scattering. The predictions by SRIM are in excellent agreement
with the experimental results for (ψ,θ) is (30,60), as it was for the tin scat-
tering from molybdenum for this combination of angles. For the (15,35)
combination, the broad energy distribution typical for multiple scattering
is also visible in the simulations, although SRIM expects a higher yield for
the low-energy tail. Similar to the SRIM predictions for scattering from
molybdenum, a high-yield single scattering peak is expected for ruthenium
in the simulations. This peak, at roughly 60% or 8.5 keV of an original 14
keV beam energy, is absent in the experimental ion energy distributions.
We obtained similar results for an incidence angle of 15◦ and a detection
angle of 45◦. The single scattering peak is located at 5.6 keV, or 40% of
the initial ion energy, but does not appear in the experiments. Apart from
this single scattering peak, the experimental energy distributions are in
agreement with the simulations.
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Figure 5.9: The ion scattering spectra (dots) and the corresponding pre-
dictions (line) by SRIM for a 14 keV Sn2+ ion beam on a Ru target for
three combinations of ψ and θ: from top to bottom, (ψ,θ) is (30,60),
(15,35), and (15,45).
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Figure 5.10: The TOF spectrum for a pulsed 14 keV Sn2+ ion beam on a
Ru target for ψ is 15◦ and θ is 40◦.

The results, and the comparison between the experiments and the sim-
ulations, for tin scattering on ruthenium are very similar compared with
the scattering on molybdenum. It should be noted that ruthenium and
molybdenum have similar masses; a heavier or lighter target will obviously
change the results. However, in this target mass range the target does not
significantly influence the results of the scattering experiments and does
not explain deviations between the simulations and the experiments for
the scattering from molybdenum.

5.3.5 Difference in ions and neutrals

The ESA does not measure any neutral particles. To be able to mea-
sure (neutral) atoms, we pulse the beam with a sweeper-chopper system
and detect the particles with a channeltron at the end of a time-of-flight
(TOF) tube. This channeltron is located at 740 mm from the target. The
detector records both ions as well as neutral particles; the TOF tube can
be floated on a high voltage to accelerate or decelerate any ions while the
atoms are not affected. The time elapsed between the start trigger of the
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chopping voltage and the stop trigger given by the detector is recorded by
the computer. This time can be used to determine the TOF of the particle
between the target and the detector, which is related to the energy of the
particle.
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Figure 5.11: The TOF spectrum (blue dots, top), the ESA distribution
(black dots, bottom), and the corresponding SRIM predictions (line) for
a 14 keV Sn2+ ion beam on a Ru target for (ψ,θ) is (15,40).

In figure 5.10, the TOF spectrum of a 14 keV Sn2+ beam on a Ru
target is shown, for an incidence angle ψ is 15◦ and a detection angle θ of
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40◦. The yield is normalized and the spectrum is corrected for the delay
induced by the chopping and detection electronics, and the TOF between
the sweeper-chopper system and the target. Two peaks are visible: a sharp
peak around 3.5 µs and a broad peak between 5 and 10 µs. The flight times
of the particles for the sharp peaks are too short to belong to backscattered
tin, as tin has to gain energy to attain those flight times. The TOF
corresponds to the primary recoil energy of an oxygen sputtered over 40◦

(3.4 keV, see equation 4.5). A small additional peak is visible on the short-
TOF tail of the oxygen peak, which corresponds to the energy of primary
carbon recoils (2.7 keV). The sharp peak is therefore the result of low-Z
contamination at the surface. This peak is not apparent (when the recoil
energy was in range) for the pure ion energy distributions measured with
the ESA, which suggests that the ionization degree of this contamination
is significantly lower than the ionization degree of tin or that the target
had less contamination for those measurements.

The broad peak in the TOF spectrum corresponds to energies for
backscattered tin earlier seen in ESA measurements and SRIM simula-
tions. It has a sharp rise for the shorter flight times (corresponding to
higher kinetic energies), a broad maximum, and a long-TOF tail. The
maximum seems to be double-peaked, with peaks at roughly 6 and 6.5
µs. Figure 5.11 shows the distributions obtained, for the same ion beam
and detection angle, with the ESA and the TOF measurements, together
with the corresponding SRIM simulations in both the time as well as the
energy domain. The conversion for the results of SRIM from energy to
time domain includes a correction in the yield for the non-constant bin
size (see equation 2.1). Direct comparison of the ESA and TOF results is
not prudent, as for conversion a well-defined atom mass is required. The
ruthenium recoil peak and tin scattering peak overlap, so the atom mass
is not defined for the distribution.

The yield from the TOF measurements is in good agreement with
simulations. The TOF measurements have a higher yield for flight times
around 5 µs, which originates from the long-TOF tail (or low-energy tail)
of the oxygen peak. For flight times longer than 7 µs the TOF yield is in
good agreement with the SRIM simulations, while the ESA distribution
has a significantly lower yield for lower energies. The low-energy tail of the
ESA measurements in the previous sections has often a lower yield than
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shown in the simulations of SRIM; possibly particles with higher energies
are more easily ionized, skewing the energy distributions.
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Figure 5.12: The TOF spectrum (blue dots, top), ESA distribution (black
dots, bottom), and corresponding SRIM predictions (line) for a 7 keV Kr+

ion beam on a Ru target for (ψ,θ) is (15,40).

The 6.5-µs peak corresponds to an energy for tin of roughly 8 keV in
the energy domain. At this time and energy, both the TOF as well as the
ESA measurements show a small peak, slightly higher than the yield in the
SRIM predictions. The energy of primary ruthenium recoils at 40◦ is also
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located at 8.2 keV, and can possibly appear in the ESA measurements at
this energy. The TOF of these recoils is located at roughly 6 µs, which is
at the other peak of the broad maximum in the TOF measurements. This
complicates the interpretation of the results. The single scattering peak,
visible as usual with a prominent appearance in the SRIM simulations,
is located around 7.1 keV in the energy domain and 7 µs in the time
domain. At this energy and time, only a small bump in the TOF and
ESA measurements is visible, and it is certainly not as pronounced as in
the SRIM predictions.

In figure 5.12, the results of TOF measurements, ESA measurements,
and their corresponding SRIM simulations are shown for a 7 keV Kr+

beam with ψ is 15◦ and θ is 40◦. For krypton, the single scattering was
very pronounced in the SRIM predictions, but not visible in the ESA
measurements. The primary ruthenium recoils have an energy around 4.1
keV or a flight time of 8.4 µs, which are both outside the main broad peak
in the time and the energy domain. The TOF spectrum shows the low-
Z contamination around 4.5 µs which corresponds to the primary recoil
energy of 1.8 and 2.2 keV of respectively carbon and oxygen. The TOF
measurements are in reasonable agreement with the SRIM simulations,
with a broad maximum between 6.3 and 7.5 µs. The low-energy tail of the
low-Z contamination peak gives a larger yield for flight times smaller than
6.3 µs and above 7.5 µs the yield of the TOF measurements is significantly
higher than the simulation results. Possibly primary ruthenium recoils
are visible in the TOF spectrum, which gives a higher yield for longer
flight times around 8.4 µs. The single scattering peak, located at 4.7 keV
or 7.3 µs is not apparent in either the ESA or the TOF measurements.
Deceleration of ions by floating the TOF tube on a 2 kV voltage did not
lead to a significant change of the spectrum.

In conclusion, we investigated the neutral particles originating from
two ion beams for which the single scattering peak has a prominent ap-
pearance in the SRIM simulations. For both ion beams, a distinct single
scattering peak is not visible in the TOF or the ESA measurements. We
conclude therefore that the absence of the single scattering peak in the
experimental results does not originate from the fact that the ESA only
measures ions, and not atoms.
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5.3.6 SRIM-related reasons

In this section, we turn our eyes towards the simulation package, and see
how it may produce deviations from the experimental data. In the past,
wrong SRIM predictions for sputter yields and inaccurate angular distri-
butions of sputtered ions were reported [117, 118], and also the electronic
stopping power data of SRIM was criticized [119]. The agreement of the
simulations with backscattering experiments was barely investigated, but
also deviations mainly in the angular distribution of the scattering yield
were noticed [131]. In the following pages, we will discuss our choice of
SRIM calculation method, how SRIM determines the next collision, and
the negligence by SRIM of interaction above the surface.

Three different calculation methods can be selected for the simulations:
monolayer sputtering, detailed calculation, and quick calculation. In figure
5.13, the predictions of two (ψ,θ) combinations for a 14 keV tin beam
on molybdenum are shown for those three methods. The results are very
similar for both spectra: the single scattering peak typical for the SRIM
predictions is visible for all three methods, and has approximately the
same height. The single-scattering peak appears to be slightly broader for
the quick calculation method for the (15,30) combination. The multiple
collision part of the distribution is also in good agreement for all three cal-
culation methods. This shows that the appearance of the single-scattering
peak, and thus the deviation from the experimental results, persists even
when a different calculation method is used.

In SRIM, the target is amorphous and does not have any crystal struc-
ture. The program determines the place of the next collision by calculating
a mean free path length d of the incoming projectile, which is proportional
to the inverse cubic root of the atom density N for the monolayer sput-
tering calculation method: d = N−1/3. The projectile enters the surface
in the simulations near the origin with a certain direction (the angle), and
the first collision takes place at a distance d away from the origin. The
particle will be declared backscattered if it is scattered in such a way that
it is moving towards the edge of the surface and the next point of colli-
sion, at a distance d, is placed somewhere above the surface. However,
this is only possible if the outgoing angle of the projectile, with respect
to the target, is larger than the incoming angle. Otherwise, the particle
is forced to have another collision, which increases the possibility of being
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Figure 5.13: The SRIM predictions for a 14 keV Sn beam on molybdenum
for (ψ,θ) is (15,30) (upper) and (15,45) (lower) for three different calcu-
lation methods: monolayer sputtering (black), detailed calculation (blue),
and quick calculation (red).

scattered back into the surface or getting an even larger scattering angle.
This is reflected in figure 5.14, where the results are shown for two cases
of symmetric incoming and outgoing angles with respect to the target:
(ψ,θ) is (15,35) & (20,35) and (15,45) & (30,45). For both cases the ex-
perimental results are very similar, except for a small peak around 9 keV
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visible for (ψ,θ) is (15,35) but not for (20,35). This coincides with the
primary recoil energy for molybdenum sputtered over 35◦: 9.15 keV. On
contrast, the simulations show a pronounced difference in the height of the
single scattering peak and this peak has almost disappeared for (30,45).
The single scattering peak, or quasi-single scattering peak if the incoming
angle is larger than the outgoing angle, is lower for larger incoming angles.
The peak height depends on the incoming angle’s magnitude relative to
the outgoing angle. Also visible is the spectral broadening of the peak for
(20,35), which originates from where SRIM initiates the simulation and
how it determines the next collision. For all investigated angular sym-
metric cases, the experimental distributions are in agreement with each
other, but the simulations show a different (quasi-)single scattering peak.
Novikov et al. [131] studied the angular distribution of backscattering
yields and report a symmetric distribution around specular detection an-
gles, while SRIM expected an asymmetry. This can be explained by how
SRIM forces a collision at a fixed distance and disregards any surface
structure. The combination of the initialization of the simulation at the
surface and how SRIM determines the point of the next collision causes
unreported and unexpected asymmetries in angular distributions.

A simulation of a single particle in SRIM is initiated at the edge of the
surface, and only the interaction inside the target is considered. In reality,
the interaction between the target and the ion starts at some distance in
front of the surface. An ion approaching a surface can already be scattered
over a small scattering angle at a large distance from the surface. Robin et
al. [133] estimate the distance to the surface at which the ion experiences
significant energy loss and therefore scattering. They obtain for nitrogen
scattering from platinum in an energy range similar to ours a distance
of 2.6 atomic units, for an incidence angle of roughly 5◦. This distance
decreases for larger incidence angles, but can not be ignored. The ion will
be pre-scattered, which is always scattering towards the detector. This
necessitates a smaller scattering angle to obtain the same total scattering
angle as for a single scattering process, and will therefore lead to higher
energies for the scattered ions. As there are many pathways with many
potential final energies, the energy distribution is very broad for these
quasi-single scattered ions, so there is no obvious peak visible and it will
be indistinguishable from the multiple collision energy distribution. There
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Figure 5.14: The ion scattering spectra (top panels) and their correspond-
ing SRIM predictions (bottom panels) for a 14 keV Sn2+ ion beam on
a Mo target for two cases of symmetric incoming and outgoing angles.
(left column) The spectra and predictions for (ψ,θ) is (20,35) (black) and
(15,35) (orange). (right column) The spectra and predictions for (30,45)
and (15,45) (black and orange respectively).

is less pre-scattering for larger incidence angles, but it still has a significant
impact on the energy distributions, as dE

dθ is larger for larger angles. Only a
slightly smaller scattering angle can therefore result in a notable, apparent
increase of the kinetic energy of the scattered particle. For example, a 14
keV Sn particle scattered from Mo over 44◦ retains 5.38 keV, while it
retains only 5.05 keV if scattered over 45◦, i.e. a difference of 0.33 keV in
energy for only a difference of one degree in angle.



5.4. CONCLUSIONS 105

The negligence of pre-scattering in SRIM has a large impact, certainly
for grazing incidence angles. For grazing outgoing angles, the way SRIM
determines the next point of collision increases the number of collisions
and therefore increases the possibility of a deflection into the surface or
to large angles outwards. In reality, a scattered particle leaving the target
under a grazing angle will experience mainly repulsive interaction resulting
in small increases in the total scattering angle and higher ion energies,
similar to pre-scattering. Because this is very similar to pre-scattering,
energy distributions of symmetric cases of incidence and detection angle
combinations, such as in figure 5.14, are also very similar.

The single-scattering peak is more pronounced for smaller incidence
angles. Furthermore, one can conclude from our work and is known from
previous research [131, 133] that the SRIM simulations show large devia-
tions from experimental data for small, grazing incidence angles, because
interaction above the surface is neglected and how SRIM determines the
next point of collision. The results from SRIM simulations for ion-surface
interaction with small incidence angles should therefore always be treated
with care and backed up with experimental data. The problems reported
in this section, and the deviation from the experimental results, would
be largely mitigated if SRIM would start the simulation of an ion above
instead of in the surface.

For larger incidence angles, the predictions of SRIM are in accordance
with the experimental results, barring the single scattering peak. This
shows that SRIM is quite accurate for the interaction between the projec-
tile and the target atoms inside the sample. The interatomic potentials,
the scattering angle determination, and the straggling are simulated well
for tin interactions within a molybdenum target, as far as our research
extends.

5.4 Conclusions

In modern EUV-sources, based on laser-produced tin plasmas, tin ions are
emitted from the plasma and can interact with the surrounding walls and
optical elements. The interaction between the tin ions and a surface can
be investigated by the use of SRIM, a widely-used simulation package. A
thorough experimental investigation of the accuracy of these simulations
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for backscattering energy distributions of heavy ions is lacking however.
We presented the results of tin backscattering experiments on a molybde-
num target, and compared the energy distributions with the predictions
of SRIM.

The experimental energy distributions are in agreement with the sim-
ulations, except for a significant peak in SRIM which is associated with
a single collision in the upper layer of the simulated target. This peak is
not visible in any of the examined distributions in the experiments. We
excluded the possibility of this being a charge state-specific deviation, or
only appearing for a specific projectile ion and/or target surface. TOF
measurements, which measures mainly atoms instead of ions, did not sig-
nificantly differ from the ESA measurements. The single scattering peak
in SRIM is probably due to ignoring any interaction above the surface
and the determination of the next collision point. This also induces de-
viations for grazing incidence and outgoing angles. Inclusion of surface
interaction by initializing the ion trajectory simulation above the surface
will largely mitigate these deviations. The agreement in the case of the
multiple collision part of the experimental energy distribution with the
simulations shows that the underlying principles of ion-surface interaction
inside the surface are well-understood and properly simulated by SRIM.
The penetrating trajectories are simulated well by SRIM, but for lower
kinetic energies the ions penetrate the target less than for higher energies.
For these lower energies surface interactions are more and more relevant,
which are not that well-simulated by SRIM. Simulation packages with
improved models are necessary to investigate these surface interactions.



Chapter 6

A comparative study of two

simulation methods for ion

scattering

In chapter 5, we discussed the energy distributions of tin ions scattered
from Mo and Ru. We compared experimental distributions with the sim-
ulation results of a simulation package called SRIM, showing clear devi-
ations in particular related to single-collision events. In this chapter, we
use the results of another simulation package (SDTrimSP) to investigate
the accuracy of this package. This gives also more insight in the origin of
the deviations visible for SRIM. SDTrimSP gives better agreement with the
experimental scattering distributions than SRIM for both a pure Ru target
as well as RuO2, although a single scattering peak persists in smaller form.
The TOF distribution measured in chapter 5 can be properly simulated by
SDTrimSP by the combined recoil and scattering distribution from a RuO2

target.

107



108 CHAPTER 6. ION SCATTERING SIMULATION

6.1 Introduction

In the previous chapter, we showed the ion energy distributions of tin ion
beams (among other ion species) scattered from molybdenum and ruthe-
nium solid targets. The distributions were dominated by multiple collision
scattering inside the target. We compared those distributions with the
results of simulations performed with a widely-used simulation package
called SRIM [98]. In general these simulations are in good agreement with
the experimental results, bar a strong single scattering peak visible in the
simulations but not in the experiments. We investigated many possibilities
as a cause of this discrepancy, and concluded that it is probably inherent
to the simulation package, hinting at errors in scattering potentials or the
interaction treatment near the surface.

In this chapter, we show the simulation results of SDTrimSP [122].
This program combines the variety of possible input parameters of SRIM
with the dynamic target properties of TRIDYN [134], in which the tar-
get composition can change during the simulation because of sputtering
and implantation. In addition, SDTrimSP enables parallel computation
and more control on the output of the simulation, at the expense of user
friendliness. A major difference to SRIM is that SDTrimSP starts the
trajectory of a particle already above the surface (2.2 Å), instead of on
the surface itself as in SRIM, which in chapter 5 was concluded to have a
major contribution to the deviations from the experiments. Other differ-
ences include a more accurate computation method and flexibility in the
choice of interatomic potentials and the scattering angle determination
method. SDTrimSP is a binary collision approximation program which
uses an amorphous structure as a target sample, similar to SRIM.

We will make a comparison between the results of the SDTrimSP sim-
ulations and the experimental distributions. We will also show the simi-
larities and differences with SRIM simulations. Unless otherwise specified,
the number of projectile particles simulated is six million for both pack-
ages. We define the incidence angle as the angle with respect to the surface
plane and the detection angle as the angle with respect to the incoming
beam, as we did in the last chapter. SDTrimSP uses the average atomic
mass of the target element (101.1 amu for ruthenium) and of the projec-
tile element (118.7 amu for tin). Isotopically pure 120Sn and a Ru isotopic
mixture with the appropriate abundance ratio is used in SRIM. The bin
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size for all distributions in this chapter is 50 eV. For SDTrimSP only par-
ticles which are within 1◦ of the detection angle are taken into account.
For SRIM this 1◦ limit is also applicable for detection angles up to and
including 40◦; above this angle the limit is 2.5◦. The lower yield for SRIM
for large detection angles necessitates a larger limit to ensure a comparison
with SDTrimSP simulations is valid.

6.2 Results

6.2.1 Simulations on pure ruthenium

Figure 6.1 shows for an incidence angle ψ of 15◦ and three detection angles
θ (25◦, 35◦, and 45◦) the ion energy scattering distributions and the corre-
sponding simulations of SRIM and SDTrimSP. The experiments show for
all detection angles a broad energy distribution, associated with multiple
collisions inside the target. No clear single scattering peak is visible.

The energy distribution simulated by SRIM for θ is 25◦ shows a very
broad single collision scattering peak around 11 keV. As SRIM does not
consider above-surface interaction, only quasi-single collision scattering
contributes to the peak for this angle (as ψ > θ/2, see section 5.3.6).
This results in a very broad and very large peak visible for SRIM at 11
keV (the energy of a single collision scattering peak) as more combina-
tions with small angle collisions are possible. For SDTrimSP, the yield
increases drastically around 11.0 keV, indicating that traces of single col-
lision scattering might also be present in the SDTrimSP results. Overall,
the SDTrimSP distribution has a very good agreement with the experi-
mental results, except for a lower yield in the low-energy tail below 10.5
keV.

The presumption that the single collision peak is still present in the
SDTrimSP calculations is confirmed by the results for a detection angle of
35◦. The SDTrimSP simulations show a small peak at 8.5 keV, the energy
position of the single collision scattering peak. However, the SDTrimSP
simulation deviates from the ESA distribution in both height and width
not as much though as the SRIM result does. The broad part of both
the SDTrimSP and SRIM distributions, which has its origin in multiple
scattering, is in excellent agreement with the experimental results. A
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Figure 6.1: Experimental tin ion scattering spectra (black dots), together
with corresponding SRIM (black line) and SDTrimSP simulations (red
line) for 14 keV Sn2+ at ψ is 15◦. θ is, from top to bottom, 25◦, 35◦, and
45◦. The simulations are for a pure Ru target.
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small deviation is visible in the high-energy tail, where the simulations
show a higher yield than measured by the ESA. This stems from the fact
that the experiments are conducted with an isotopically pure ion beam of
120Sn, while the SDTrimSP simulations use the average mass of tin (118.7
amu). The tin atoms retain a slightly larger part of the energy in the
simulations (in the order of approximately 50 eV), as the mass used in the
calculation is slightly lower. Another aspect is that tin particles scattered
from implanted tin will also retain a larger energy, as a Sn target atom is
heavier than the original ruthenium. This energy shift is in the order of
roughly 500 eV, becoming larger for larger detection angles.

For θ is 45◦, the SRIM simulations still have a broad single scattering
peak around 5.6 keV, but not as strong as at smaller scattering angles.
This is expected as the cross section is smaller for larger scattering angles,
due to the smaller impact parameter. Remarkably the SDTrimSP simula-
tions show a single collision peak which is slightly higher and more narrow
than the one in the SRIM results. This might be due to the SDTrimSP
simulations assuming a Ru target with a single, average mass (101.1 amu)
instead of a combination of all ruthenium isotopes with the appropriate
natural abundance ratio as used by SRIM. For example, a 14 keV tin ion
scattering over 45◦ from the heaviest isotope of ruthenium (103.9 amu)
retains 5.9 keV while for the lightest isotope (95.9 amu) it is only 5.0 keV,
a difference of no less than 0.9 keV. A mixture of isotopic masses results
in a variety of outgoing energies, and therefore a broadening of the single
scattering peak. The remainder of the SDTrimSP distribution has a good
agreement with the experimental data, similar to SRIM.

The single collision scattering peak, so notable in the SRIM simula-
tions but absent in the experimental distributions, persists for SDTrimSP.
However, the peak is less strong, up to the point that the simulations are
in good agreement for the distribution of θ is 25◦. The single scattering
peak is roughly as high for SDTrimSP simulations as it is for SRIM for
the largest detection angle, while for smaller detection angles the peak is
significantly larger in SRIM simulations. In chapter 5, we mention the
negligence of the interaction above the surface by SRIM, both on the in-
coming and outgoing trajectory, as a possible cause for deviations from the
experimental distribution and as a point of concern. SDTrimSP starts the
simulation above the surface, and has a significant lower single scattering
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Figure 6.2: SRIM (black) and SDTrimSP (red) energy distributions of
sputtered Ru recoils from a pure ruthenium target for a 14 keV Sn ion
beam incidence at 15◦ and a detection angle of 45◦.

peak especially for the smaller detection angles, i.e. where the interaction
above the surface matters the most. Possibly SDTrimSP could benefit
from a starting point at an even larger distance in front of the surface.
These results at least confirm the difficulties SRIM has to properly sim-
ulate ion-surface interactions with small incoming and outgoing angles.
The multiple collision scattering part of the SDTrimSP simulations agrees
with the experimental distributions, as it was the case for SRIM.

The ESA energy distributions in the last and in this chapter show
sometimes small increases in yield around the primary recoil energy of
sputtered particles (cf. equation 4.5). SRIM and SDTrimSP are both
capable to calculate sputtering distributions and might be used to predict
the sputter yields. In figure 6.2, the energy distributions of sputtered Ru
particles of both SDTrimSP and SRIM are shown for (ψ, θ) is (15,45) for a
pure ruthenium target. Five hundred thousand particles are simulated for
the SRIM simulation, resulting in roughly 14 million sputtered Ru recoils
over all angles. This implies high sputter yields on the order of 30 Ru
particles per incoming 14 keV Sn ion. SDTrimSP predicts a sputter yield
of 15 particles per incoming ion, approximately half of SRIM. Contrary to
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our findings, Hofsäss et al. [117] report higher sputter yields for SDTrimSP
if the projectile mass is larger than the target mass, albeit with lower ion
kinetic energies of 1 and 5 keV and a normal incidence angle. They find,
for example, 50% higher sputter yields for 1 keV xenon on molybdenum,
and 28% higher yields for 5 keV. The downward trend for higher projectile
energies does not contradict our result that SRIM has a higher yield for
14 keV ions.

Striking differences are visible in the recoil energy distributions. For
the SDTrimSP simulations, a clear distinct peak is visible at 6.9 keV,
together with many sputtered particles with low kinetic energies. Those
low-energy sputtered particles are also visible in SRIM, but the peak at 6.9
keV is not. Instead of this peak, a peak just above 2 keV is apparent. The
distinct peak in the SDTrimSP simulations corresponds to the primary
recoil energy of Ru sputtered over 45◦, 7 keV. The peak showing up at 2
keV in the SRIM calculations can not be attributed to a single collision
event.

It is clear that SRIM does not predict a peak where it is expected, at
the primary recoil energy. Instead it produces an unattributed peak at
lower energies. In literature, it is reported that SRIM has problems with
the appropriate sputtering yield and the angular distribution of sputtered
particles [118, 125], which are better simulated by SDTrimSP and other
simulation packages [117]. In addition of these deviations, our work shows
that SRIM also has large uncertainties in the energy distributions of en-
ergetic sputtered particles.

Primary oxygen recoils are not visible in these ESA spectra due to the
reionization probability, but they do show up together with traces of car-
bon in the TOF spectra. Oxygen is continuously attached to the surface
in the experiments due to the ambient pressure. The single collision scat-
tering peak showing up prominently in the simulations might become less
or even diminish if absorbed oxygen layers are included in the simulations,
by e.g. using RuO2 as a target instead of ruthenium. In the next section
we compare the simulations for an oxidized target to the ion scattering
distributions. A small increase of the yield is found at the primary recoil
energies of ruthenium and molybdenum in the ESA energy distributions.
The ionization fraction of the oxygen recoils is apparently significantly
lower than for tin and ruthenium, compromising a direct comparison of
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Figure 6.3: The SRIM backscattering simulation for a RuO2 target (line)
and the experimental energy distribution (dots) of a 14 keV Sn2+ ion beam
incidence at 15◦ and a detection angle of 30◦.

ESA results with sputtering simulations. It is feasible to include recoils in
a comparison with TOF measurements (see section 6.2.3).

6.2.2 Comparison to simulations on RuO2

In figure 6.3, the results of an ESA measurement is compared with SRIM
backscattering simulations on a RuO2 target for (ψ, θ) is (15,30). As
mass for ruthenium the mean mass of 101.1 is used instead of the usual
isotopic mixture. The overall comparison to the experimental data is worse
than for SRIM simulations using a pure Ru target. The single collision
scattering peak, theoretically located at 9.8 keV, is still visible. The peak
is located just below this ion energy and is relatively sharp. The broad
part of the scattering energy distribution is now very different from the
experimental results, it is shifted towards much lower energies. It does
predict almost no yield between 10 and 12 keV, the energy range where
the yield is at its maximum in the experiments. The scattering from an
oxide-compound target is not accurately simulated by SRIM. The energy
loss of relatively heavy tin particles on the light O atoms seems to be
overestimated by SRIM.



6.2. RESULTS 115

7000 8000 9000 10000 11000 12000 13000 14000

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

6000 7000 8000 9000 10000 11000 12000

0.0

0.5

1.0

1.5

2.0

4000 6000 8000 10000 12000

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

ψ=15
o

θ=25
o

Y
ie

ld
 (

n
o

rm
.)

Energy (eV)

ψ=15
o

θ=35
o

Y
ie

ld
 (

n
o

rm
.)

Energy (eV)

ψ=15
o

θ=45
o

Y
ie

ld
 (

n
o

rm
.)

Energy (eV)

Figure 6.4: The ion scattering spectra (black dots) and the SDTrimSP
simulations (red line) for 14 keV Sn2+ at ψ is 15◦ and θ is from top to
bottom 25◦, 35◦, and 45◦. The simulations are for a RuO2 target.

In figure 6.4, the same ESA distributions as in figure 6.1 are shown,
but now with the corresponding SDTrimSP simulations for a RuO2 target
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instead of pure Ru. There is no obvious shift towards lower energies, as
observed in the SRIM energy distributions. For ψ is 15◦ and θ is 25◦, the
broad distribution shows excellent agreement with the measurements, but
once again a peak is visible in the synthetic spectra around 11 keV, the
energy corresponding to the single collision scattering peak of tin scatter-
ing from ruthenium. The low-energy tail has an excellent agreement with
the experimental results. In the high-energy tail the yield seems to be
slightly shifted towards lower energies for an ion energy above 12 keV.

For θ is 35◦, the simulation exceeds the low-energy tail of the experi-
mental data. Between 10 and 11.5 keV the simulations underestimate the
ion yield. The single scattering peak at 8.5 keV stands out. The distribu-
tions at θ is 45◦ give a similar view as for 35◦. The yield in the low-energy
tail is higher while lower for energies between 7 and 9.5 keV. The single
scattering peak around 5.8 keV remains prominent.
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Figure 6.5: An ion scattering spectrum (black dots) and the SDTrimSP
simulations for a pure Ru target (blue line) and a RuO2 target (red line)
for 14 keV Sn2+ at ψ is 15◦ and θ is 35◦.

Although the simulations for the RuO2 target are in reasonable agree-
ment with the experiments, the single scattering is still strongly present.
Furthermore the yield for higher energies is suppressed, while it is higher
in the low-energy tail. The simulations for a pure ruthenium target agree
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better with the experiments than those for RuO2 (see, for example, figure
6.5). In the simulations, the oxygen in the target reduces the energy of
the scattered tin ions too much and reduces the yield for multiple colli-
sion scattering which results in relatively more single collision scattering.
Using only a small number of monolayers of RuO2 on a pure Ru target in
the simulations can possibly be a solution.

The agreement with the experiments is bad for SRIM when using an
oxidized target, and can be improved for SDTrimSP by using a different
target composition. Even if the ESA distribution can not be simulated
perfectly using an oxidized target, oxygen is present on the target surface.
The ion yield depends heavily on the specific ionization degree for each
species, complicating direct comparisons of the data with simulations of
both backscattered tin and sputtered ruthenium. We use TOF measure-
ments in the next section, and compare these with the oxygen, tin, and
ruthenium distributions calculated for RuO2 by SDTrimSP. As we mea-
sure both neutrals and charged particles alike, the ionization fraction does
not play a role.

6.2.3 Comparison to TOF measurements

In figure 6.6, the TOF distribution for a 14 keV Sn2+ ion beam incidence at
15◦ and measured at 40◦ is shown, together with the scattering and recoil
distributions obtained by SDTrimSP. The location of the short-TOF peak
at 3.5 µs corresponds to the energy of the oxygen recoils and is properly
simulated by SDTrimSP, but is larger in the experimental distribution.

For longer flight times, the simulations expect a higher oxygen recoil
yield than measured in the experiments. This low-energy oxygen recoil tail
extends far into the Sn scattering and ruthenium recoil peak, but appears
not to be visible in the experiments. This can be explained by considering
the detection efficiency of a channeltron which decreases strongly from a
value of 0.9 at 3.4 keV to just 0.3 at 0.85 keV [135]. This kinetic energy
corresponds with a flight time of 7 µs. Therefore the contribution of O to
the main feature (5-10 µs) is neglected in the comparison. We do show
the summed spectrum of the Ru recoil and Sn scatter peak, and their
individual contributions. The detection efficiency of tin, and presumably
also ruthenium as it has a similar mass, decreases in the shown energy
range from 0.8 at its maximum to an appreciable 0.7 (cf. section 4.4.3).
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Figure 6.6: The measured TOF distributions (black dots) and the
SDTrimSP simulations (lines) for 14 keV Sn2+ at ψ is 15◦ and θ is 40◦. The
simulations are for a RuO2 target. The dark green line is the simulation
of the backscattered tin particles, the blue line the sputtered ruthenium
atoms, and the brown the sputtered oxygen particles. The red line is the
sum of the backscattered Sn and the sputtered Ru results.

Between 5 and 8 µs a large peak is apparent in the experimental dis-
tribution, and is also predicted by the simulations. For flight times above
8 µs the simulation exceeds the experiments. This peak seems to have
a double-peak structure, with a peak at 6.0 µs and at 6.5 µs. This cor-
responds reasonably well with the primary ruthenium recoil peak at 5.8
µs and the peak of the scattering distribution at 6.8 µs predicted by the
SDTrimSP calculations.
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There is good agreement between the TOF measurements and the
combined Sn scattering and Ru recoil spectrum of SDTrimSP, and also the
primary recoil peak of oxygen is properly simulated. The overlap of the
maximum of the tin scattering distribution and the primary recoil energy
of ruthenium for this particular detection angle is strong. Two TOF tubes
at different angles will be attached to the setup. This will provide a larger
difference in TOF, as the final energy of a sputtered particle depends
on the angle in a different way than a scattered ion. With this larger
TOF difference, the individual contribution to the total spectrum by the
scattering and the recoil distribution can be assessed better. With the
new TOF tubes the SDTrimSP simulations of the sputtered and scattered
spectrum can be investigated in more detail.

6.3 Conclusions

We compared the results of three ion energy distributions taken at different
detection angles and a TOF distribution with the results of two simulation
packages, SRIM and SDTrimSP. For a pure Ru target SDTrimSP has a
much better agreement with the experimental results than SRIM, espe-
cially for smaller total scattering angles. The simulations can be further
improved by using the appropriate isotopic mixture of ruthenium instead
of the average mass. Comparison of the experiments to the simulations
with an oxidized Ru target are not feasible for SRIM, as the backscattering
distribution has a strong shift towards low-energy ions and the sputtered
particles are not simulated well, indicating that the package has difficul-
ties in simulating the interaction between a heavy and a light atom. In
SDTrimSP, the simulations for RuO2 target are in fair agreement with
the experimental results but not as good as for taking a pure ruthenium
target. A target which consists of several monolayers RuO2 on top of pure
Ru in the simulations can possibly improve the agreement. For the com-
parison with the TOF measurements we included sputtered ruthenium;
these simulations agree with the experiments. The recoil and the scatter-
ing peak are close to each other and do overlap. For further investigation
of the sputtering and scattering simulations by SDTrimSP it would be an
advantage to have a larger flight time difference between those peaks.
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In modern nanolithography machines, extreme ultraviolet (EUV) light
from a laser-produced plasma (LPP) is used. This plasma is realized by
first irradiating mass-limited tin droplets with a low-intensity nanosecond
laser pulse deforming the droplet, in order to increase the laser absorption
of an intense main pulse creating the EUV emitting LPP plasma. Tin ions
with charge states between 8+ and 14+ have a serendipitous overlap of
transitions at 13.5 nm, enabling an EUV light source with this wavelength.
The plasma is not contained and emits therefore tin ions and atoms which
interact with the source environment, including the optical elements used
to transport the EUV light. The ion energy distributions can be ’tuned’ by
the laser parameters in such a way that less energetic ions are created, and
by using ’stopping’ methods such as embedding the LPP in a background
gas in order to decelerate the ejected ions. In order to tune the laser
parameters, it is necessary to get the best possible understanding of the
fundamental physics behind the laser absorption of the target and the
expansion mechanisms of the plasma (chapters 2 and 3). In order to find
the optimal amount of background gas, it is necessary to get a better
understanding of the tolerances of plasma-facing materials to ion-surface
interactions driven by relatively heavy tin ions (chapters 5 and 6).

In chapter 2, we describe the results of laser-surface interaction ex-
periments. We developed an experimental setup where we irradiated a
solid tin target with a pulsed 800-nanometer-wavelength laser, in order to
investigate the possibility of using a pre-pulse with a shorter pulse length.
In a fluence range spanning 0.9 to 22 J/cm2 and a pulse length range from
500 fs to 4.5 ps, we measured at several angles with Faraday cups the
yields and time-of-flight distributions of the tin ions. The ablation depth
and volume could be obtained employing a high-numerical-aperture opti-
cal microscope. We found an increasing ion yield for an increasing pulse
length, while the ablation depth decreases and the ablation volume stayed
constant. This is attributed to the fact that the laser pulse ionizes the
expanding vapor in front of the surface, instead of ablating the target.
The ablation depth follows a two-component logarithmic dependence on
the pulse fluence, which is in agreement with the available literature. For
lower fluences the angular distribution is sharply peaked along the tar-
get normal, but this distribution broadens rapidly for increasing pulse
fluence. We estimate the ionization degree to be 5-6% at the maximum
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fluence investigated, which is substantially lower than the typical ioniza-
tion fractions obtained for nanosecond-pulsed ablation of metals.

In chapter 3, we look in more detail into the plasma expansion mech-
anism of a laser-produced plasma. We have measured the ion energy
distributions of tin droplets exposed to infrared picosecond laser pulses,
and a solid target irradiated by nanosecond pulses in a fluence range up
to 4 kJ/cm2. These distributions, and the distributions from chapter 2,
are compared to two self-similar solutions of a hydrodynamic approach
assuming isothermal expansion of the plasma into the vacuum. For laser
pulses below 100 ps, the distributions are in agreement with the self-similar
solution of a semi-infinite simple planar plasma configuration with an ex-
ponential density profile, for both planar as droplet targets. For a solid Sn
target exposed to nanosecond-pulses, the results agree with the solutions
of a limited-mass model that assumes a Gaussian-shaped initial density
profile.

The study of keV ions interacting with surfaces requires large-scale
equipment, equipment commissioned at the ZERNIKELEIF facility at
the Zernike Institute for Advanced Materials (University of Groningen).
The experimental setup for tin ion-surface interactions and its auxiliary
equipment is introduced in chapter 4. The interaction of tin ions with
solid targets is investigated by measuring in a pioneering experimental
campaign the kinetic energy distributions of tin ions backscattered from
a molybdenum target, of which the results are presented in chapter 5.
The energy distributions are very broad and indicate that the interaction
is dominated by multiple collision scattering inside the top layers of the
sample. The interaction between projectile particles and solid targets is
often addressed with simulations by a computer package called SRIM. We
compared synthetic SRIM-based backscattering distributions with the ex-
perimental results. The simulations reproduce the broad distributions of
the experiments, but on top of it show an additional distinct peak located
at the energy corresponding with a single Sn-Mo scattering event. This
single-scattering peak is absent in the experiments. This is very remark-
able, as it is the simplest, most basic type of scattering. To figure out
why single-scattering events appear to be missing we performed a large
series of experimental tests. Based on these tests it is concluded that it is
not just occurring for tin ions or molybdenum targets, nor is it due to the
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electronic structure or the charge state of the projectile ions. With TOF
measurements we showed that the energy distribution of backscattered
tin neutrals is very similar to the distribution of tin ions. The deviation
between experiment and simulation is likely SRIM-related. The interac-
tion inside the target is simulated well, but the interaction at the topmost
surface layers is likely less accurate. As ions with lower kinetic energies
penetrate the target less deeply, surface interactions, including interac-
tions in front of the surface which are not considered by SRIM, become
more relevant and even more elaborate simulation methods are called for.

In chapter 6 we compare the results of such an extended simulation
package, SDTrimSP, with SRIM results and with the experimental distri-
butions of tin ions backscattered from a ruthenium target. The SDTrimSP
simulations on a pure Ru target correspond overall better with the exper-
imental data than the SRIM simulations, although a smaller peak is still
visible at the energy of single collision scattering events. The SDTrimSP
single scattering peak is roughly as high as for SRIM only for the largest
detection angles, but is significantly smaller for smaller detection angles,
while keeping the incidence angle constant. This indicates the problems
SRIM has with smaller incidence and detection angles. As the target is
not extensively cleaned it is likely to be oxidized on the surface. Therefore
we also simulated the backscattering distributions for a pure RuO2 tar-
get. These simulations were done for SDTrimSP only, as SRIM could not
provide reliable results for this compound target. Although the RuO2 sim-
ulations have a fair agreement with the experimental distributions, they
do not describe the experiments better than when using a pure Ru target.
The SDTrimSP simulations with an oxidized target do reproduce the O
recoil distribution showing up in our TOF experiments. The combined
spectrum of the calculated TOF spectra of Ru recoils and scattered Sn
ions is a good agreement with the TOF measurements. SDTrimSP pro-
vides definitely better simulations of the low-energy surface interactions in
heavy particles colliding on a heavy target, and can also be used to study
the interaction with oxidized surfaces.
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7.1 Outlook & future experiments

In chapter 6, SDTrimSP shows promising results as compared to SRIM, es-
pecially for oxidized surfaces. The TOF measurements could be explained
by the combined Sn backscattering and Ru recoil spectrum. It would be
beneficial to measure at different detection angles and incidence energies
and angles. For different detection angles, the larger TOF separation be-
tween the recoil and backscattering peaks makes it easier to distinguish
them from each other. Another possibility is to use a different combina-
tion of ion species and target sample with a similar ratio of atomic masses,
such as krypton on copper. The energies associated with the primary re-
coil and backscattering ions are very similar due to the same mass ratio,
but the TOF peaks are easier to distinguish as these depend on ion veloc-
ity instead of energy. It is also interesting to see if and when the single
collision scattering peak appears for lighter ion-target combinations.

An open question from the tin backscattering studies is the energy
distribution for tin beams with lower kinetic energies. For lower energies,
the penetration of the target by the ions is very shallow. Therefore, in-
teraction in the upper surface layers is more important, and the accuracy
of simulation packages can be profoundly tested in an energy regime of
great relevance to plasma-wall interactions. Such experiments with Sn ion
beams are challenging as the detection efficiency of slow Sn ions is very
low. Possibly low-energy scattering can first be investigated with krypton
or xenon beams, which are relatively heavy so comparable with tin but
for which it is easier to obtain high-current beams.

Another uncharted territory is the specific role of the electronic struc-
ture of the tin. In figure 7.1, the preliminary results of electron measure-
ments from tin ion beams are shown. For two different charge states of tin,
2+ and 5+, the emitted electrons are measured and compared. The ion
beams are decelerated to 1 keV from 14 and 35 keV for respectively 2+ and
5+. A small bias voltage of -9V is used to obtain a better electron yield.
The yields are normalized at the highest point in the spectra around 1 eV.
The spectra are dominated by low-energy electrons for both charge states,
but a higher yield of higher energy electrons is visible for 5+. Sn2+ has
a closed shell configuration in the ground state, while Sn5+ has an open
hole in the 4d shell. This difference in electronic structure, together with
the higher ionization energies for higher charge states, give rise to other,
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Figure 7.1: (top) The results of electron measurements of a 1 keV Sn2+

(red dots) and Sn5+ (black) ion beam, with a target angle of 15◦ and
detection angle of 105◦. The target is biased at -9V, for which is corrected
in the electron energy. Also shown is a fit of the exponential decay of the
Sn2+ results (red line). (bottom) The residual of the Sn5+ results minus
the fit of the Sn2+ results.

more energetic electrons to be emitted from hollow tin atoms produced
by the resonant neutralization of the Sn5+ ions. Also shown in figure 7.1
is the residual of the 5+ results of which the 2+ results are subtracted.
This shows the electrons for which the higher charge state enables their
emission. This difference spectrum shows hints of two peaks, at 2.5 and
5 eV, indicating specific electronic transitions which could be interesting
to investigate further to assess how much potential energy hollow atoms
may deliver to the surface in addition to their kinetic energy.
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In hedendaagse nanolithografiemachines wordt extreem ultraviolet licht
(EUV) gebruikt dat ontstaat in een laser-geproduceerd plasma (LPP).
Dit plasma wordt gemaakt door eerst tindruppels te beschijnen met laag-
intensieve, nanoseconde-lange laserpulsen (voorpulsen). De voorpuls ver-
vormt de druppel en verhoogt de laserabsorptie van een zeer intense hoofd-
puls, die het EUV-uitzendende plasma vervolgens vormt. Tinionen met
een ladingstoestand tussen de 8+ en 14+ hebben een zeer fortuinelijke
overlap van verschillende overgangen nabij 13.5 nm, wat een EUV-bron
bij deze golflengte mogelijk maakt. Het plasma wordt niet opgesloten door
sterke magneetvelden en zendt daardoor tinionen en -atomen uit die een
wisselwerking hebben met de omgeving, inclusief de optische elementen
die worden gebruikt om het geproduceerde EUV-licht verder te sturen.
De energieverdelingen van de ionen kunnen worden gestuurd met de la-
serparameters, waardoor bijvoorbeeld minder energetische ionen ontstaan.
Door middel van ’stopping’-methodes, zoals het inkapselen van het LPP
met een achtergrondgas, kunnen de vrijgekomen ionen worden vertraagd.
Om de laserparameters te kunnen tunen is een zo goed mogelijk begrip
nodig van de fundamentele natuurkunde die ten grondslag ligt aan de la-
serabsorptie en de expansiemechanismes van het plasma (hoofdstukken 2
en 3). Om de optimale hoeveelheid achtergrondgas te vinden is het nodig
om een beter begrip te krijgen van de consequenties van interacties tus-
sen relatief zware ionen en oppervlakken voor aan plasma blootstaande
materialen (hoofdstukken 5 en 6).

In hoofdstuk 2 worden de resultaten van experimenten besproken die
de interactie tussen laserlicht en oppervlakken onderzoeken. Met deze se-
rie experimenten onderzoeken wij de mogelijkheid om kortere laserpulsen
te gebruiken als voorpuls. We hebben een experimentele opstelling opge-
bouwd waarmee een vast tinmonster wordt beschoten met laserpulsen, die
een golflengte hebben van 800 nm. In een fluentiebereik van 0.9 tot 22
J/cm2 en voor een laserpulsduur van 500 fs tot 4.5 ps maten wij onder
verschillende hoeken de opbrengst en vluchttijddistributies van tinionen.
De ablatiediepte en het ablatievolume kon naderhand worden bepaald met
een optische microscoop met een hoge numerieke apertuur. Wij vonden
een toenemende ionenopbrengst voor langere pulsen, terwijl de ablatie-
diepte afnam en het volume gelijk bleef. Dit schrijven wij toe aan het feit
dat de laserpuls de expanderende tindampen voor het oppervlak ioniseert
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in plaats van dat het leidt tot ablatie van het monster. De ablatiediepte
heeft een tweevoudige logaritmische afhankelijkheid van de pulsfluentie,
wat overeenkomt met de beschikbare literatuur. De hoekdistributie van
de ionen is voor lage fluenties een haarscherpe piek loodrecht op het op-
pervlak, maar deze wordt snel breder als de fluentie toeneemt. De ionisa-
tiegraad is een geschatte 5 à 6 % voor de hoogste fluentie die wij hebben
onderzocht, wat aanzienlijk lager is dan de ionisatiegraden die normaliter
horen bij ablatie van metalen door middel van nanoseconde-lange pulsen.

In hoofdstuk 3 richtten wij de ogen op de expansiemechanismes van
een lasergeproduceerd plasma. Wij maten de ionenergiedistributies van
tindruppels die zijn blootgesteld aan infrarode, picoseconde-lange laser-
pulsen en van vaste stoffen die zijn beschenen met nanosecondepulsen
voor fluenties reikende tot 4 kJ/cm2. Deze verdelingen, en die van hoofd-
stuk 2, worden vergeleken met twee relatief simpele modellen voor de
expansie van een plasma (beide zijn zelfgelijkvormige oplossingen van een
hydrodynamische aanpak die veronderstelt dat het plasma isothermaal
expandeert in het vacuüm). Voor laserpulsen korter dan 100 ps komen
de distributies, voor zowel vlakken als druppels, overeen met het meest
elementaire model (de zelfgelijkvormige oplossing van een semi-oneindige,
simpele planaire plasmaconfiguratie met een exponentieel dichtheidspro-
fiel). Om de resultaten te begrijpen voor een vast tinmonster blootgesteld
aan nanoseconde-pulsen was een uitbreiding van het eerste model nodig:
dit zijn de oplossingen van een massa-gelimiteerd model dat initieel een
Gaussisch dichtheidsprofiel veronderstelt.

Bestudering van de wisselwerking tussen ionen met keV-grote energiën
en oppervlakken vereist grootschalige apparatuur, apparatuur die is opge-
bouwd in de ZERNIKELEIF-faciliteit behorende bij het Zernike Institute
for Advanced Materials van de Rijksuniversiteit Groningen. De opstel-
ling voor tinionen-oppervlakkenexperimenten en de bijbehorende randap-
paratuur wordt beschreven in hoofdstuk 4. De interactie van tinionen
met vaste stoffen is onderzocht in een uitgebreide meetcampagne door de
kinetische-energiedistributies te meten van tinionen die worden verstrooid
door een molybdeenstaal. De resulten hiervan zijn te vinden in hoofdstuk
5. De energieverdelingen zijn zeer breed, wat er op wijst dat de interactie
wordt gedomineerd door verstrooiing via meerdere botsingen in de boven-
ste lagen van het oppervlak. De wisselwerking tussen atomaire deeltjes



130 CHAPTER 8. SAMENVATTING

en vaste stoffen wordt vaak bestudeerd met simulaties van het compu-
terprogramma SRIM. Wij hebben de kunstmatige, op SRIM-gebaseerde
verstrooiingsverdelingen vergeleken met de experimentele resultaten. De
simulaties reproduceren de brede verdeling zichtbaar in de experimenten,
maar zien daar bovenop een zeer kenmerkende piek voor een energie die
overeenkomt met de verstrooiing van Sn door Mo in een enkele botsing.
Deze enkelvoudige-verstrooiingspiek is niet aanwezig in de experimenten,
wat zeer opmerkelijk is aangezien dit de simpelste en meest elementaire
vorm van verstrooiing is. Om uit te zoeken waarom deze piek mist hebben
wij een serie experimentele proeven uitgevoerd. Hieruit concluderen wij
dat de enkelvoudige-verstrooiingspiek niet alleen absent is voor tinionen of
molybdeenoppervlakken, noch dat het te wijten is aan de elektronenstruc-
tuur of de ladingstoestand van de inkomende ionen. Met vluchttijdmetin-
gen hebben wij aangetoond dat de energieverdeling van verstrooid, niet-
geladen tin zeer vergelijkbaar is met die van tinionen. Zeer waarschijnlijk
ligt de oorsprong van de verschillen tussen experiment en simulatie in
SRIM. Binnenin het oppervlak is de interactie wel goed gesimuleerd door
SRIM, maar in de bovenste laag is het minder nauwkeurig. Omdat ionen
met minder energie het proefmonster minder ver binnendringen, wordt de
interactie met de toplaag en de interactie plaatsvindend vóór penetratie
van het oppervlak - wat niet meegenomen wordt door SRIM - steeds re-
levanter. Voor deze interacties zijn meer uitgebreide simulatiemethodes
vereist.

In hoofdstuk 6 vergelijken wij de berekeningen van een dergelijk pak-
ket, SDTrimSP, met die van SRIM en met de experimentele distributies
van tinionen verstrooid aan een rutheniumstaal. De SDTrimSP-simulaties
voor een puur Ru-oppervlak komen over het algemeen veel beter overeen
met de experimentele data dan de SRIM-simulaties, alhoewel een kleinere
piek nog steeds zichtbaar is bij de energie van een enkelvoudige botsing.
Deze piek is voor SDTrimSP ongeveer net zo hoog als voor SRIM bij
de grootste detectiehoeken, maar wordt aanmerkelijk kleiner bij kleinere
hoeken voor dezelfde invalshoek. Dit toont de problemen aan die SRIM
heeft met het simuleren van kleinere inval- en detectiehoeken. Omdat
het monster niet wordt schoongemaakt bij preparatie is het waarschijnlijk
licht geoxideerd. Daarom hebben wij ook de verstrooiingsverdelingen ge-
simuleerd voor een volledig RuO2-oppervlak. Omdat SRIM hiervoor geen
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betrouwbare resultaten kon produceren, zijn deze simulaties alleen uitge-
voerd met SDTrimSP. Alhoewel ze redelijk goed overeenkomen, is het niet
een duidelijk betere beschrijving van de experimentele resultaten dan de
simulaties voor puur ruthenium. De SDTrimSP-berekeningen met een ge-
oxideerd oppervlak reproduceren het verstoven zuurstof wat zichtbaar is
in onze vluchttijdmetingen. Het gecombineerde spectrum van de vlucht-
tijdberekeningen voor rutheenafslagen samen met dat van verstrooide tin-
deeltjes heeft een goede en veelbelovende overeenkomst met onze gemeten
vluchttijdverdeling. SDTrimSP levert duidelijk betere simulaties af voor
laag-energetische oppervlakprocessen die plaatsvinden bij botsingen tus-
sen zware deeltjes met een qua atoommassa vergelijkbaar monster. Ook is
het geschikt voor bestudering van interactie met geoxideerde oppervlak-
ken.
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The voltages on the inner and outer plates of the ESA are provided
by two Applied Kilovolts high voltage power supplies (HVPS) of type
HP 2.5R. These power supplies are polarity reversible and can deliver a
voltage in the range of 10-2500V. At full load the voltage ripple is less
than 20 mVp−p, and is further reduced by a 0.1F capacitor parallel to the
output voltage. An input voltage of 0-10 V directs the output voltage of
the HVPS, which amplifies the input voltage by a factor of 250 and sets
the polarity (0 − 10V ∼= ±10 − 2500V ). A programmable gain amplifier
(PGA), used to enhance the resolution, provides this input voltage. The
PGA amplifies a 0-1V signal by a certain, programmable gain factor (1, 2,
5, or 10). The voltage from the HVPS is sent to one of the two plates of
the ESA. The same voltage is also reduced with a factor of 25 multiplied
with the PGA factor. This reduced voltage is therefore in the range of
-10-10V and can be used to monitor the output voltage. A schematic
overview can be found in figure A.1.

Figure A.1: A schematic representation of the power supplies for the plates
of the ESA. An analog input voltage and three digital signals for the gain
and polarity determine the voltage for the ESA plates.

The system of PGA, HVPS, and reducer is controlled by a Mea-
surement Computing DAQ-device of the type USB-2408-2AO. The DAQ-
device has two 16-bit analog output channels in the range of -10 - 10V.
A 0-10V signal is reduced by a factor of 10 before it is used as an input
voltage for the PGA. Two 24-bit analog input channels of the DAQ-device
with a range of -10-10V read the (reduced) output voltages of both power
supplies. The measurement control program (see appendix B) uses these
voltages to check and, if necessary, readjust the voltage of the HVPS. Two
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digital output channels (per HVPS unit, so four in total) control the gain
factor of the PGA. One of the two changes the gain with a factor of 2 when
a 5V-signal is applied, the other with a factor of 5. The combination gives
four possible gain factors: 1, 2, 5, and 10. A third digital output channel
controls the polarity of the HVPS: 0V will result in a negative output
voltage, 5V in a positive voltage. A digital input channel can be used to
check the polarity. A 5V signal on this channel indicates a negative output
voltage of the HVPS, remarkably the opposite of the signal on the output
channel.

Channel DAQ Connector Wire color(s) Purpose

AI0 1 U1 ADC white Reads Voltage U1

Agnd 3 U1 ADC brown Ground

AI1 4 U2 ADC white Reads Voltage U2

Agnd 6 U2 ADC brown Ground

Dgnd 13 U1 PBIO brown Ground

DIO0 14 U1 PBIO yellow Sets Gain(2x) U1

DIO1 15 U1 PBIO yellow-brown Sets Gain(5x) U1

DIO2 16 U1 PBIO yellow-white Sets Pol U1

DIO3 17 U1 PBIO grey Polarity indicator U1

DIO4 18 U2 PBIO grey Polarity indicator U2

DIO5 19 U2 PBIO yellow-white Sets Pol U2

DIO6 20 U2 PBIO yellow-brown Sets Gain(5x) U2

DIO7 21 U2 PBIO yellow Sets Gain(2x) U2

Dgnd 22 U2 PBIO brown Ground

Agnd 35 U2 DAC yellow & green Ground

AO1 36 U2 DAC white & brown Sets Voltage U2

Agnd 37 U1 DAC yellow & green Ground

AO0 38 U1 DAC white & brown Sets Voltage U1

Table A.1: A table of the connections between the new DAQ-device and
the old connectors of the power supplies.

Originally, the system of HVPS, PGA, and reducer was connected to a
set of controllers which used a BITBUS communication protocol to com-
municate with the control computer. This set of controllers was replaced
by the DAQ-device, but still some redundant connections and controllers
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are in place. An overview of all the relevant connections between the
power supplies and the DAQ-device is given in table A.1.
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Figure B.1: The main screen of the control program. Visible are the eight
action blocks (labeled 1-8) and the three data output blocks (A-C), which
are explained in more detail in the main text.

The replacement of the BITBUS communication protocol with con-
nections to the DAQ-device (see appendix A) and the new measurement
& control computer necessitated a new home-made Labview control pro-
gram. This program is inspired by the old one but is suitable for the new
communication system and has new features, such as controlling the de-
celeration lenses and automatic recording of the measurement parameters.
In this appendix the program is described on basis of its eight action and
the three output blocks (see figure B.1). First the working principle of the
action selection is explained, and an example of one of the action blocks
is used to show what a typical block consists of. Then an overview of the
remainder of the program is given.

Five of the eight actions are activated by pressing a button which will
initiate a certain case (5, 7, and 8 work differently), of which an example
(setting the deceleration lenses, labeled as button 6 in figure B.1) is shown
in figure B.2. The program consists of a continuous while-loop, of which
the stop condition is the activation of the stop program-button (action 8).
In this while-loop, a shift register will keep track of the case number which
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Figure B.2: (top) Part of the program where a case is selected (in this
example case 4) by one of the main screen buttons. (bottom) Example of
one the cases (case 4, which sets the deceleration lenses). After execution
of the case, case 0 (case selection) is loaded again.

has to be selected in the next iteration of the loop. At first, the default
case 0 is loaded, in which the next case number is selected by pressing
one of the action buttons. If one of these is pressed, the case number
corresponding to that action button is loaded into the shift register and
will be executed in the next iteration of the while-loop. In figure B.2 this
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Figure B.3: (left) Cut-out of the main program block diagram where the
settings for the ESA are changed. (right) Front screen of the sub-program
controlling the settings of the ESA.

is illustrated in the bottom panel, for case 4 setting the lenses (action
button 6). This case will be fully executed, and then case 0 is loaded
again in the shift register. During execution of one of the cases, the idle
indicator will be turned off until the default case 0 is active again. A case
can not be interrupted, except by termination of the whole program. The
only other exception is the measurement of a spectrum, for which action
button 7 can be used.

As an example of what a typical case encompasses, we describe how the
ESA HV power supplies receive the right settings. The polarity and the
power supply gain for both plates (see appendix A), and the setting of the
divider box are required as input and loaded when the ’change settings’
button is pressed (button 1 in figure B.1). Figure B.3 shows the block
diagram of this particular case in the main program. The divider box
setting selects one of the three possible values of the divider box. That
value is stored as a variable and is called when the voltages on the ESA
plates are calculated from the set energy. The gain determines which of
the x2 and x5 gains (see last appendix) should be selected in order to set
the right gain for the power supplies. For both of the gains a Boolean
value is given as input in the set ESA sub-program, together with the
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Boolean values for both of the plate polarities. This sub-program, of
which the front screen is shown in figure B.3, gives the right digital (0 or
5 V) values to the various input channels of the HV power supplies. The
power supplies send out a polarity indication signal, which is recorded by
this sub-program. As the ESA consists of two plates, all signals are in
twofold. The digital values for the ESA are shown in output block B, as
soon as they are changed.

The main activity of the control program is the measurement of energy
distributions of ions and electrons. This measurement is set into motion
by giving the energy range (maximum and minimum energy), energy step
size, the measurement time per energy point, and the energy limit as input
and pressing action button 2, measure. At first three arrays, for energy,
counts, and beam current, are initialized (the number of measurement
points is calculated and the array is filled with this number of zero-values)
and are shown as graphs on the main screen (output block A). Starting
at the minimum energy, the required voltages on the ESA plates are cal-
culated from the energy and the calibration factors. The control voltage
required as input for the HV power supplies is determined from the plate
voltage and the settings of the ESA. The next step is to check for each
plate if the output voltage is within the pre-set energy limit. If not, the
control voltage is altered in such way that the output voltage is adjusted
towards the desired voltage. As soon as the voltages on both plates are
within the limit, the amount of pulses generated by the MCP are counted
for a certain time (the measurement time) and recorded in the count array.
The beam current is measured for each energy point at the start of the
measurement (see action block 5 for the beam current measurement). If
an energy point measurement has concluded, the program will check if the
last set energy plus the energy step exceeds the maximum energy. If not,
the next energy point is measured, if it is the measurement is finished and
the distribution can be saved. If data is ready to be saved an indicator will
light up in output block B until the data is saved or a new measurement is
started. The measurement can be stopped by pressing the stop measure-
ment button (action 7), which will finish the ongoing measurement of an
energy point and then halt the spectrum measurement. The arrays and
information about the current measurement point (e.g. the energy) are
shown in output block B.
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Action button 3, initialize summation, creates three arrays for energy,
counts, and current, and adjusts the axes of the graphs in output block C.
These arrays keep record of the total sum of counts and the accumulated
beam current of all measurements. Every time a measurement is saved (see
next paragraph), the arrays are updated with the data of the measurement.
Three graphs are visible in output block C: the total sum of counts, the
accumulated beam current, and the total counts divided by the beam
current. A list of all measurements included in the summation is also
visible.

The data can be saved by the save data button (action 4 in figure
B.1). Required input is the measurement day (for the folder name) and
the name of the measurement file. The measurement file number starts at
1 as default but is alterable. This number will automatically increase by 1
upon saving the next set of data. The energy, counts, and current arrays
are saved in a tab-delimited txt-file. All the measurement settings, e.g.
the energy step size and the ESA plate polarities, are saved in a separate
file. Measurement parameters such as the ion energy and the detection
angle can also be recorded in this file, but have to be manually added in
the text field next to the button. If desired, a measurement can be saved
but excluded from the summation graphs described previously by pressing
the ’summation? ’ button.

In action block 5 the settings of the electrometer measuring the ion
beam current is set as input. These settings determine the current mea-
surement scale. The electrometer has an output voltage ranging from 0-10
V, where 10 V corresponds to the full scale of the meter. The settings in
this block are necessary, together with the output voltage, to determine
the beam current recorded for each measurement point.

The voltages on the four deceleration lenses (see section 4.4.1) are
controlled by action button 6, the ’set lens voltages ’ button. A voltage
ranging 0-10 V controls each lens, where 10 V corresponds to the full
voltage range of the lens. For the voltages given as input in this block,
the control voltage is calculated for and sent to each of the four lenses.
Each lens has a 0-5 V read-out voltage, corresponding to the full range of
the lens. The four output voltages are calculated from these voltages and
shown in output block B.
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In this work, often atomic units are used instead of SI units. These
atomic units are derived from setting four fundamental constants to unity:
the reduced Planck’s constant h̄, the elementary charge e, the electron rest
mass me, and the Coulomb force constant ke = 1/4πǫ0. From these four
values, the other atomic units can be derived. Here follows an overview of
the value in SI units for the fundamental constants and the derived atomic
units of length, velocity, and energy:

Physical quantity Symbol Value SI unit

angular momentum h̄ 1.05 · 10−34 Js

charge e 1.60 · 10−19 C

mass me 9.11 · 10−31 kg

Coulomb force constant ke 8.99 · 109 Nm2 C−2

length Bohr radius a0 5.29 · 10−11 m

velocity αc 2.19 · 106 m/s

energy E = m(αc)2 4.36 · 10−18 Js

Another unit widely used in this work is the electronvolt. The atomic
unit of energy is equal to 27.2 eV, the potential energy of a 1s electron in
the hydrogen atom.

The ion velocity vi in atomic units can be calculated from the kinetic
energy Ekin in keV and the ion massmi in amu with the following formula:

vi[a.u.] = 0.2

√

Ekin[keV]

mi[amu]
(C.1)
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[25] S.I. Anisimov, D. Bäuerle, B.S. Luk’yanchuk, Phys. Rev. B, 48,
12076 (1993).

[26] B.N. Chichkov, C. Momma, S. Nolte, F. von Alvensleben, A.
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