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On the (non)existence of best low-rank approximations

of generic I × J × 2 arrays

Alwin Stegeman †

March 21, 2022

Abstract

Several conjectures and partial proofs have been formulated on the (non)existence of a best

low-rank approximation of real-valued I × J × 2 arrays. We analyze this problem using the

Generalized Schur Decomposition and prove (non)existence of a best rank-R approximation for

generic I × J × 2 arrays, for all values of I, J,R. Moreover, for cases where a best rank-R

approximation exists on a set of positive volume only, we provide easy-to-check necessary and

sufficient conditions for the existence of a best rank-R approximation.

Keywords: tensor decomposition, low-rank approximation, Candecomp, Parafac, Generalized

Schur Decomposition.
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1 Introduction

We consider the problem of finding a best low-rank approximation to a generic three-way array or

order-3 tensor Z ∈ RI×J×K . The rank of a three-way array Y is defined as the smallest number of

rank-1 arrays whose sum equals Y. A three-way array has rank 1 if it is the outer vector product

of three nonzero vectors. The outer vector product Y = a◦b = abT is a rank-1 matrix (or order-2

tensor) with entries yij = ai bj . The outer vector product Y = a◦b◦c is rank-1 tensor with entries

yijk = ai bj ck. The problem of finding a best rank-R approximation to Z can be denoted as

min
ar∈RI ,br∈RJ , cr∈RK ,

r=1,...,R

‖Z −
R∑
r=1

(ar ◦ br ◦ cr)‖2F , (1.1)

where ‖ · ‖F denotes the Frobenius norm (i.e., the square root of the sum-of-squares). For N -way

arrays (or order-N tensors), this problem has been introduced by Hitchcock [14] [15]. The form of

the rank-R approximation is known as Candecomp/Parafac [12] [4] and also as Canonical Polyadic

Decomposition (CPD). It can be seen as a multi-way (or higher-order) generalization of component

analysis for matrices. Applications of the CPD are found in chemometrics [32], the behavioral

sciences [24], signal processing [6] [8], algebraic complexity theory [2] [3] (see [35] for a discussion),

and data mining in general. An overview of applications of tensor decompositions can be found

in [20] [1]. For the computation of a best low-rank approximation an iterative algorithm is used.

For an overview and comparison of CPD algorithms, see [16] [44] [5]. It has been proven that

determining the rank of an order-3 tensor or computing its best rank-1 approximation are NP-hard

problems [13].

We denote the frontal I × J slices of Z ∈ RI×J×K as Zk, k = 1, . . . ,K. Let A = [a1 . . . aR],

B = [b1 . . . bR], and C = [c1 . . . , cR]. Problem (1.1) can be written slicewise as

min
A∈RI×R,B∈RJ×R,

diag(Ck)∈RR, k=1,...,K

K∑
k=1

‖Zk −ACkB
T ‖2F , (1.2)

where Ck is R×R diagonal with row k of C as diagonal, k = 1, . . . ,K. The set of I×J ×K arrays

with rank at most R is denoted by

SR(I, J,K) = {Y ∈ RI×J×K : rank(Y) ≤ R} . (1.3)

Problem (1.1) can also be written as:

min
Y∈SR(I,J,K)

‖Z − Y‖2F . (1.4)
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Unfortunately, for R ≥ 2, the problem may not have an optimal solution because the set SR(I, J,K)

is not closed [9]. In such a case, trying to compute a best rank-R approximation yields a rank-R

sequence converging to a boundary point X of SR(I, J,K) with rank(X ) > R. As a result, while

running the iterative CPD algorithm, the decrease of the objective function becomes very slow, and

some (groups of) columns of A, B, and C become nearly linearly dependent, while their norms

increase without bound [25] [22] [9]. This phenomenon is known as “diverging CP components” or

“degenerate solutions” or “diverging rank-1 terms”. Needless to say, diverging rank-1 terms should

be avoided if an interpretation of the rank-1 terms is needed. Note that diverging rank-1 terms are

used in algebraic complexity theory to obtain a fast and arbitrarily accurate approximation to the

computation of bilinear forms (see [35] for a discussion).

Nonexistence of a best rank-R approximation can be avoided by imposing constraints on the

rank-1 terms in (A,B,C). Imposing orthogonality constraints on (one of) the component matrices

guarantees existence of a best rank-R approximation [22], and the same is true for nonnegative Z

under the restriction of nonnegative A,B,C [26]. Also, [27] show that constraining the magnitude

of the inner products between pairs of columns of A,B,C guarantees existence of a best rank-R

approximation. However, imposing constraints will not be suitable for all CPD applications. As an

alternative to deal with diverging rank-1 terms, methods have been developed to obtain the limit

point X of the diverging rank-R sequence and a sparse decomposition of X [41] [30] [38] [39] [40].

There are very few theoretical results on the (non)existence of a best rank-R approximation for

specific three-way arrays or sizes. It has been proven that 2 × 2 × 2 arrays of rank 3 do not have

a best rank-2 approximation [9], and conjectures on I × J × 2 arrays are formulated and partly

proven in [35]. In simulation studies with random Z, diverging rank-1 terms occur very often [33]

[35] [34] [38]. Although diverging rank-1 terms may also occur due to a bad choice of starting point

for the iterative algorithm [28] [36], if trying many random starting points does not help, then this

is strong evidence for nonexistence of a best rank-R approximation.

In this paper, we consider (non)existence of best rank-R approximations for generic I × J × 2

arrays. The use of the term generic implies that the entries are randomly sampled from an IJ2-

dimensional continuous distribution (for which sets of positive Lebesgue measure also have positive

probability). Properties that hold for a generic array hold “with probability one”, “almost surely”,

or “almost everywhere”. Properties that hold on a set of positive Lebesgue measure but not almost

everywhere, hold on a set of “positive volume” or “with positive probability”. Using the relations

between the CPD and the Generalized Schur Decomposition (GSD) formulated in [7] [41] [37], we
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are able to prove the conjectures formulated in [35]. Our main result concerns generic I × I × 2

arrays, which have ranks I and I+ 1 on sets of positive Lebesgue measure. It has been conjectured

that generic I × I × 2 arrays of rank I + 1 do not have a best rank-I approximation [33] [35].

So far, this has only been proven for I = 2 [9]. We provide a proof for I ≥ 2. Our proofs of

the (non)existence of best rank-R approximations for generic I × J × 2 arrays make use of our

main result. In some cases, we prove that existence of a best rank-R approximation holds on a

set of positive volume only. For such arrays we also provide easy-to-check necessary and sufficient

conditions for the existence of a best rank-R approximation.

Classically, I×J×2 arrays were classified as matrix pencils, where a matrix pencil µX1 +λX2

consists of two I × J matrices X1 and X2 and scalars µ and λ. A matrix pencil is called regular if

both X1 and X2 are square matrices and there exist µ and λ such that det(µX1 + λX2) 6= 0. In

all other cases, the pencil is called singular. For regular matrix pencils, equivalence results and a

canonical form were established by Weierstrass [45]. The corresponding theory for singular pencils

was developed by Kronecker [23]. Ja’ Ja’ [19] extended Kronecker’s [23] equivalence results for

matrix pencils to I × J × 2 arrays. As an anonymous reviewer pointed out, orbit classification

results for matrix pencils such as those recently obtained for complex pencils in [29] could form a

different approach to prove (non)existence of best rank-R approximations. However, we have taken

a different approach via the relation between the CPD and GSD. A more detailed discussion of the

relation between classical matrix pencil theory and the rank of real I × J × 2 arrays can be found

in [35].

The paper is organized as follows. In section 2, we consider the relation between the CPD and

GSD for I × J × 2 arrays and state the conjectures of [35]. In section 3, we formulate our main

result for I × I × 2 arrays and R = I, and sketch its proof. The proof itself is contained in the

appendix. In section 4, we prove a case that cannot be proven by using the GSD. In section 5,

we extend our analysis and proof from section 3 to I × J × 2 arrays and R ≤ min(I, J). Finally,

section 6 contains a discussion of our findings.

We use the following notation. The notation Y, Y, y, y is used for a three-way array, a matrix, a

column vector, and a scalar, respectively. All arrays, matrices, vectors, and scalars are real-valued.

Matrix transpose and inverse are denoted as YT and Y−1, respectively. An zero matrix of size p×q

is denoted by Op,q. An zero column vector is denoted by 0. A p×p matrix Y is called orthonormal

if YTY = YYT = Ip. A p× q matrix has orthogonal columns if YTY is diagonal.
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2 The CPD and GSD for I × J × 2 arrays

We begin by defining the Generalized Schur Decomposition (GSD) for I ×J × 2 arrays. Analogous

to (1.2), fitting a GSD to Z can be written slicewise as

min
Qa∈RI×R,Qb∈RJ×R,
QT

a Qa=QT
b Qb=IR,

Rk∈RR×R upper triangular, k=1,2.

2∑
k=1

‖Zk −QaRkQ
T
b ‖2F . (2.1)

Note that the GSD is only defined for R ≤ min(I, J). We define the GSD solution set as

PR(I, J, 2) = {Y ∈ RI×J×2 : Yk = QaRkQ
T
b , k = 1, 2} . (2.2)

It has been shown that PR(I, J, 2) is equal to the closure of SR(I, J, 2) [41] [37]. Moreover, a best

fitting GSD always exists and it can be transformed to a best rank-R approximation if it exists [41].

If a best rank-R approximation does not exist, then a CPD algorithm trying to find a best rank-R

approximation yields a sequence of rank-R arrays converging to an optimal solution of (2.1), and

the CPD sequence features diverging components.

Showing that Z has no best rank-R approximation is equivalent to showing that all optimal

solutions of (2.1) have rank larger than R. Let Ga and Gb be such that Q̃a = [Qa Ga] and

Q̃b = [Qb Gb] are square and orthonormal matrices. When the slices of the GSD solution array are

premultiplied by Q̃T
a and postmultiplied by Q̃b, we obtain slices Rk OR,J−R

OI−R,R OI−R,J−R

 , k = 1, 2 , (2.3)

where Op,q denotes an zero p× q matrix. This implies that the rank of the GSD solution array is

equal to the rank of the R×R× 2 array R with slices R1 and R2. To establish the rank of R, we

use the following lemma.

Lemma 2.1 Let Y ∈ RR×R×2 with nonsingular R×R slices Y1 and Y2. The following statements

hold:

(i) If Y2Y
−1
1 has R real eigenvalues and is diagonalizable, then Y has rank R.

(ii) If Y2Y
−1
1 has R real eigenvalues but is not diagonalizable, then Y has at least rank R+ 1.

(iii) If Y2Y
−1
1 has at least one pair of complex eigenvalues, then Y has at least rank R+ 1.
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Proof. See [18, section 3]. �

Suppose that R1 and R2 are nonsingular. Since R2R
−1
1 is upper triangular, it has R real eigen-

values. By Lemma 2.1, the rank of R is R when R2R
−1
1 has R linearly independent eigenvectors.

Otherwise, the rank of R is larger than R. In this case, the GSD solution array is the limit point

of a CPD sequence featuring diverging rank-1 terms. Moreover, the diverging rank-1 terms are de-

fined by groups of identical eigenvalues that do not have the same number of linearly independent

associated eigenvectors [33] [35] [41] [42].

In this paper, we consider the conjectures of [35] on the (non)existence of best low-rank approx-

imations for generic I×J×2 arrays. These conjectures are given in Table 1. Note that existence of

a best rank-R approximation is formulated in terms of volume, but can analogously be formulated

in terms of probability. The rank values for the generic arrays are derived from the following. For

a generic I × I × 2 array Z, the matrix Z2Z
−1
1 has I distinct eigenvalues. By Lemma 2.1 and [43]

[33], the array satisfies either (i) and has rank I, or (iii) and has rank I + 1; see also [43]. This is

also formulated as I × I × 2 arrays having typical rank {I, I + 1}. For generic I × J × 2 arrays with

I > J ≥ 2, the rank is given by min(I, 2J) [43]. In other words, I × J × 2 arrays with I > J ≥ 2

have generic rank min(I, 2J). The notion of typical rank is used when several rank values occur on

sets of positive Lebesgue measure.

In cases 1, 4, and 6 in Table 1, the value of R is larger than or equal to the rank of Z. Hence,

in these cases the best rank-R approximation of Z is Z itself. Case 2 is proven in section 3. Cases

3, 5, 8, and 9 are proven in section 5. In case 7 we have R > J and cannot use the GSD to analyze

the problem. This case is proven in section 4.

3 Case 2: I × I × 2 arrays of rank I + 1 and R = I

We consider the GSD problem for generic I×I×2 arrays and R = I. We rewrite the GSD problem

(2.1) as

min
Qa∈RI×R,Qb∈RJ×R,
QT

a Qa=QT
b Qb=IR,

Rk∈RR×R upper triangular, k=1,2.

2∑
k=1

‖QT
a ZkQb −Rk‖2F . (3.1)

For each Qa and Qb, the optimal Rk are found as the upper triangular parts of QT
aZkQb, respec-
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Case Z ∈ RI×J×2 rank(Z) R Best rank-R approx. exists ?

1 I = J I + 1 R ≥ I + 1 always

2 I = J I + 1 R = I zero volume

3 I = J I + 1 R < I positive volume

4 I = J I R ≥ I always

5 I = J I R < I positive volume

6 I > J min(I, 2J) R ≥ min(I, 2J) always

7 I > J min(I, 2J) min(I, 2J) > R > J almost everywhere

8 I > J min(I, 2J) R = J positive volume

9 I > J min(I, 2J) R < J positive volume

Table 1: Results (cases 1, 4, and 6) and conjectures (cases 2, 3, 5, 7, 8, and 9) of [35] on the

existence of a best rank-R approximation of generic I × J × 2 arrays. Here, I ≥ J ≥ 2 and R ≥ 2.

tively. Hence, problem (3.1) can be written as

min
Qa∈RI×R,Qb∈RJ×R,
QT

a Qa=QT
b Qb=IR

2∑
k=1

‖QT
a ZkQb‖2LFs , (3.2)

where ‖·‖LFs denotes the Frobenius norm of the strictly lower triangular part. The optimal Qa and

Qb can be obtained by iterating over Givens rotations (De Lathauwer, De Moor, and Vandewalle

[7]). The optimal Qa and Qb are then the products of the consecutive optimal Givens rotation

matrices. Each rotation affects rows and columns i and j (i < j) of QT
aZkQb, k = 1, 2. For rotation

(i, j), the corresponding Givens rotation matrices Ua and Ub are equal to II except:

(Ua)ii = (Ua)jj = cos(α) , (Ua)ji = −(Ua)ij = sin(α) , (3.3)

(Ub)ii = (Ub)jj = cos(β) , (Ub)ji = −(Ub)ij = sin(β) . (3.4)

The Jacobi-type algorithm of [7] to solve problem (3.2) iterates over all rotations (i, j), 1 ≤ i < j ≤

I. In each iteration, α and β are computed that minimize
∑2

k=1 ‖UT
a QT

a ZkQbUb‖2LFs, where Qa

and Qb are the current updates. Next, Qa is replaced by QaUa and Qb is replaced by QbUb. A

necessary condition for reaching an optimal solution is that no rotation (i, j) can further decrease
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the objective function in (3.2). To derive the equations defining local minima for each rotation

(i, j), we use the following lemma.

Lemma 3.1 For vectors x,y ∈ Rp and α ∈ R, define the rotation

[x̃ ỹ] = [x y]

 cos(α) − sin(α)

sin(α) cos(α)

 .
Let f(α) = ‖x̃‖2. We have

∂f

∂α
= 2 x̃T ỹ ,

∂2f

∂α2
= 2 (ỹT ỹ − x̃T x̃) . (3.5)

Moreover, if ∂f
∂α(α) = ∂2f

∂α2 (α) = 0 for some α, then f(α) = xTx is constant.

Proof. We write ‖x̃‖2 =
∑p

i=1(cos(α)xi + sin(α) yi)
2. The first derivative in (3.5) follows from

∂f

∂α
= 2

p∑
i=1

(cos(α)xi + sin(α) yi) (− sin(α)xi + cos(α) yi) = 2

p∑
i=1

x̃i ỹi = 2 x̃T ỹ .

The second derivative is obtained as

∂2f

∂α2
= 2

∂f

∂α

p∑
i=1

(cos(α)xi + sin(α) yi) (− sin(α)xi + cos(α) yi)

= 2

p∑
i=1

((− sin(α)xi + cos(α) yi)
2 − (cos(α)xi + sin(α) yi)

2)

= 2

p∑
i=1

ỹ2i − x̃2i = 2 (ỹT ỹ − x̃T x̃) .

Next, suppose the first and second derivatives are zero for some α. That is, x̃T ỹ = 0 and x̃T x̃ = ỹT ỹ

for some α. We write

x̃T ỹ = (cos2(α)− sin2(α))xTy + sin(α) cos(α) (yTy − xTx) = 0 , (3.6)

ỹT ỹ − x̃T x̃ = (cos2(α)− sin2(α)) (yTy − xTx)− 4 sin(α) cos(α)xTy = 0 , (3.7)

f(α) = x̃T x̃ = cos2(α)xTx + sin2(α)yTy + 2 sin(α) cos(α)xTy . (3.8)

When sin(α) = 0 or cos(α) = 0, it follows from (3.6)-(3.7) that xTy = 0 and xTx = yTy. By (3.8),

this implies the desired result f(α) = xTx. Next, suppose sin(α) cos(α) 6= 0. Combining (3.6)-(3.7)

yields

yTy − xTx = −
(

(cos2(α)− sin2(α))2

4 sin2(α) cos2(α)

)
(yTy − xTx) . (3.9)
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Since the term depending on α in (3.9) is nonpositive, it follows that xTx = yTy. Then xTy = 0

follows from (3.6)-(3.7), and we again obtain f(α) = xTx. This completes the proof. �

Let Z̃k = QT
a ZkQb, k = 1, 2, and define the 2-dimensional vectors

z̃(m,n) =

 (Z̃1)mn

(Z̃2)mn

 =

 z̃mn1

z̃mn2

 , m = 1, . . . , I , n = 1, . . . , I . (3.10)

The vectors (3.10) are also known as mode-3 vectors of the array with slices Z̃1 and Z̃2. As in [7],

we determine the stationary points for rotation (i, j) by setting the derivatives with respect to α

and β of
∑2

k=1 ‖UT
a Z̃kUb‖2LFs equal to zero. When rotating rows i and j (with i < j) the entries

(i, r) and (j, r) with r = 1, . . . , i − 1 stay in the strictly lower triangular part. Their Frobenius

norm is not changed. Analogously, the entries (i, r) and (j, r) with r = j, . . . , I stay in the upper

triangular part, and do not affect the objective function (3.2). Hence, the rotation of rows i and

j can change the objective function only via entries (i, r) and (j, r) with r = i, . . . , j − 1. Let

ỹk = [z̃i,i,k, . . . , z̃i,j−1,k]
T and x̃k = [z̃j,i,k, . . . , z̃j,j−1,k]

T , k = 1, 2. Next we apply Lemma 3.1 with

objective function f(α) = ‖x̃1‖2 + ‖x̃2‖2, which yields the first-order condition ỹT1 x̃1 + ỹT2 x̃2 = 0.

We rewrite this condition for a stationary point as

j−1∑
r=i

z̃T(i,r)z̃(j,r) = 0 , 1 ≤ i < j ≤ I . (3.11)

When rotating columns i and j (with i < j) we obtain analogously that the objective function can

be changed only via entries (r, i) and (r, j) with r = i + 1, . . . , j. Analogous to (3.11), it follows

from Lemma 3.1 that a stationary point satisfies

j∑
r=i+1

z̃T(r,i)z̃(r,j) = 0 , 1 ≤ i < j ≤ I . (3.12)

Equations (3.11) and (3.12) are the first-order optimality conditions. Hence, in an optimal solution

of problem (3.2) equations (3.11) and (3.12) will hold.

We obtain second-order optimality conditions from Lemma 3.1, where positive second deriva-

tives are required for a local minimum for each rotation. Lemma 3.1 shows that a second derivative

being zero at a stationary point implies a constant objective function and infinitely many opti-

mal rotation angles. For the rotation of rows i and j with i < j, we define x̃k and ỹk as above,

k = 1, 2. For the minimization of f(α) = ‖x̃1‖2 + ‖x̃2‖2, the second-order condition is given by
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‖ỹ1‖2 + ‖ỹ2‖2 ≥ ‖x̃1‖2 + ‖x̃2‖2; see Lemma 3.1. We rewrite this second-order condition as

j−1∑
r=i

z̃T(i,r)z̃(i,r) −
j−1∑
r=i

z̃T(j,r)z̃(j,r) ≥ 0 , 1 ≤ i < j ≤ I . (3.13)

Analogously, the second-order condition for the rotation of columns i and j with i < j equals

j∑
r=i+1

z̃T(r,j)z̃(r,j) −
j∑

r=i+1

z̃T(r,i)z̃(r,i) ≥ 0 , 1 ≤ i < j ≤ I . (3.14)

We work under the following conjecture of positive second-order conditions. Numerical evidence

and more theoretical context are provided in Appendix A.

Conjecture 3.2 Let Z ∈ RI×I×2 be generic with rank(Z) = I + 1. Let (Qa,Qb,R1,R2) be an

optimal solution of the GSD problem (2.1) with R = I. Then the second-order conditions (3.13)-

(3.14) are strictly positive. �

We use the first and second-order optimality conditions to obtain the following result.

Theorem 3.3 Let Z ∈ RI×I×2 be generic with rank(Z) = I + 1. Let (Qa,Qb,R1,R2) be an

optimal solution of the GSD problem (2.1) with R = I and strictly positive second-order conditions

(3.13)-(3.14). Then the rank of the I × I × 2 array R with slices R1 and R2 is larger than I.

Proof. See Appendix B. �

Theorem 3.3 and Conjecture 3.2 imply that any optimal solution array of the GSD problem (2.1),

which has slices QaRkQ
T
b , k = 1, 2, has rank larger than I. As explained in section 2, this is

equivalent to Z not having a best rank-I approximation. Hence, we obtain the following.

Corollary 3.4 Let Z ∈ RI×I×2 be generic with rank(Z) = I + 1. Then Z does not have a best

rank-I approximation. �

Note that the formulation of Corollary 3.4 is equivalent to an I × I × 2 array of rank I + 1 having

a best rank-I approximation at most on a set of zero volume, as is stated in case 2 of Table 1.
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4 Case 7: I × J × 2 arrays with I > J and min(I, 2J) > R > J

Since R > J , we cannot use the GSD in this case. We define the set

WR(I, J, 2) = {Y ∈ RI×J×2 : rank([Y1 |Y2]) ≤ R} . (4.1)

and the problem

min
Y∈WR(I,J,2)

‖Z − Y‖2F . (4.2)

Stegeman [35] shows that WR(I, J, 2) is the closure of the rank-R set SR(I, J, 2) when I > J ≥ 2

and min(I, 2J) > R > J . In our proof below, the set WR(I, J, 2) plays the role of the GSD solution

set PR(I, J, 2) in section 3. We have the following result.

Theorem 4.1 Let Z ∈ RI×J×2 with I > J ≥ 2 and min(I, 2J) > R > J be generic. Then the

optimal solution X of problem (4.2) is unique and rank(X ) = R.

Proof. Problem (4.2) is in fact a matrix problem. Namely, the closest rank-R matrix Y = [Y1 |Y2]

to a generic I × 2J matrix Z = [Z1 |Z2] is asked for. It is well known that this problem is solved

by the truncated singular value decomposition (SVD) of Z [10]. Let the SVD of Z be given as

Z = USVT . Without loss of generality we assume I ≥ 2J . Matrix U is I × 2J and columnwise

orthonormal, S is 2J × 2J diagonal and nonsingular, and V is 2J × 2J and orthonormal. The

singular values on the diagonal of S are assumed to be in decreasing order. Since the singular

values of Z are distinct (Z is generic), matrix problem (4.2) has a unique solution X = UR SRVT
R.

Here, UR and VR contain the first R columns of U and V, respectively, and SR is R×R diagonal

and contains the R largest singular values.

The optimal solution X of problem (4.2) has slices X1 = UR SRVT
R,1 and X2 = UR SRVT

R,2,

where VT
R,1 contains columns 1, . . . , J of VT

R, and VT
R,2 contains columns J + 1, . . . , 2J of VT

R. The

rank of X is equal to the rank of the R× J × 2 array VR with slices SRV
T
R,1 and SRV

T
R,2. Hence,

the proof is complete if we show that rank(VR) = R.

We have the eigendecomposition ZTZ = VS2VT , where ZTZ is a generic symmetric positive

definite 2J×2J matrix. Since the set of all ZTZ has positive measure in the set of symmetric 2J×2J

matrices, it has dimensionality 2J(2J+1)/2. The set with the parameterization VSVT must have

the same dimensionality. The dimensionality of the set of all S equals 2J and the dimensionality of

the set of all 2J×2J orthonormal V equals 2J(2J−1)/2, with the sum being 2J(2J+1)/2. Hence,

V may be considered a generic 2J × 2J orthonormal matrix. Analogously, VR may be considered
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a generic 2J × R columnwise orthonormal matrix. The R × J × 2 array VR may be considered

generic under the condition that the rows of its matrix unfolding SRV
T
R = [SRV

T
R,1 |SRVT

R,2] are

orthogonal. Premultiplying the slices of VR by a generic R × R matrix yields a generic R × J × 2

array, with rank equal to rank(VR). Hence, rank(VR) is equal to the rank of generic R × J × 2

arrays. When 2J > R > J ≥ 2, the latter rank is given by min(R, 2J) = R [43]. This completes

the proof. �

Since WR(I, J, 2) is the closure of SR(I, J, 2), it follows that the optimal solution X in Theorem 4.1

is an optimal solution of the best rank-R approximation problem (1.4). Hence, we obtain the

following.

Corollary 4.2 Let Z ∈ RI×J×2 with I > J ≥ 2 and min(I, 2J) > R > J be generic. Then Z has

a best rank-R approximation. �

Note that the formulation of Corollary 4.2 is equivalent to an I × J × 2 array with I > J ≥ 2 and

min(I, 2J) > R > J having a best rank-I approximation almost everywhere, as is stated in case 7

of Table 1.

5 Extension to I × J × 2 arrays and R ≤ min(I, J)

Here, we consider the GSD problem (2.1) for cases 3, 5, 8, and 9 in Table 1. Hence, we have

R < I or R < J or both. Also, R < rank(Z). In these cases, [35] conjectures that the set of

arrays that have a best rank-R approximation, and the set of arrays that do not have a best rank-R

approximation, both have positive volume. Below, we analyze this using the GSD framework. In

section 5.1, we consider the GSD algorithm when R < I or R < J or both, which was presented in

[41]. We derive equations defining a stationary point, which we use in our proofs. In section 5.2 we

prove case 8, in which R = J < I. In section 5.3 we prove cases 3, 5, and 9, in which R < min(I, J).

5.1 The GSD algorithm when R < I or R < J or both

For R = I = J , the optimal Qa and Qb are found by minimizing the Frobenius norm of the strictly

lower triangular parts of QT
a ZkQb, k = 1, 2; see (3.2). Since Qa and Qb are orthonormal, we have

‖QT
a ZkQb‖F = ‖Zk‖F , k = 1, 2. This implies that solving (3.2) is equivalent to maximizing the

Frobenius norm of the upper triangular parts of QT
a ZkQb, k = 1, 2. Analogously, for R < I or
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R < J or both, we maximize the upper triangular part of the first R rows and columns of Q̃T
a Zk Q̃b,

k = 1, 2. Here, Q̃a (I × I) and Q̃b (J × J) are orthonormal, and Qa and Qb are taken as the first

R columns from Q̃a and Q̃b, respectively.

Updating Q̃a and Q̃b is done via Givens rotations, as for R = I = J in section 3. We have four

different kinds of Givens rotations. Rotations of rows i and j or columns i and j with 1 ≤ i < j ≤ R

are the same as described in section 3. Conditions for stationary points with respect to these

rotations are given by (3.11) and (3.12) for 1 ≤ i < j ≤ R, where we now define Z̃k = Q̃T
a Zk Q̃b,

k = 1, 2. For convenience, we repeat these equations as

j−1∑
r=i

z̃T(i,r)z̃(j,r) = 0 , 1 ≤ i < j ≤ R , (5.1)

j∑
r=i+1

z̃T(r,i)z̃(r,j) = 0 , 1 ≤ i < j ≤ R . (5.2)

When R < I, we have additional rotations of rows i and j with i > R or j > R or both. Rotations

of rows i and j with R < i < j do not change the upper triangular part of the first R rows. Hence,

they can be left out of consideration. Rotations of rows i and j with 1 ≤ i ≤ R and R+ 1 ≤ j ≤ I

change the upper triangular part of the first R rows via entries (i, r) with r = i, . . . , R. Analogous

to (5.1) and (5.2), this yields the following equations for stationary points:

R∑
r=i

z̃T(i,r)z̃(j,r) = 0 , 1 ≤ i ≤ R , R+ 1 ≤ j ≤ I . (5.3)

When R < J , we also have rotations of columns i and j with i > R or j > R or both. Analogous

to row rotations, we only need to consider i and j with 1 ≤ i ≤ R and R+ 1 ≤ j ≤ J . In the upper

triangular part of the first R columns only the entries (r, i) with r = 1, . . . , i are changed. This

yields the following equations for stationary points:

i∑
r=1

z̃T(r,i)z̃(r,j) = 0 , 1 ≤ i ≤ R , R+ 1 ≤ j ≤ J . (5.4)

Hence, stationary points of the GSD problem (2.1) satisfy (5.1)–(5.4).

For fixed i ∈ {1, . . . , R}, the GSD algorithm of [41] combines row rotations (i, j) for all j =

R+ 1, . . . , I using a singular value decomposition. The same holds for column rotations (i, j) with

fixed i ∈ {1, . . . , R} and all j = R+1, . . . , J . However, the GSD algorithm can also be programmed

in the way described above, i.e., solving each rotation separately. For each rotation, the optimal

rotation angle α can be computed by setting the derivative in (3.5) equal to zero. After dividing by
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cos2(α), this yields a second degree polynomial in tan(α). Numerical experiments show that, for the

same generic Z, the two GSD algorithms yield different Qa, Qb, R1, and R2, but the GSD solution

array is identical, and also the eigenvalues and number of eigenvectors of R2R
−1
1 are identical.

5.2 Case 8: I × J × 2 arrays with I > J = R

We proceed analogous to case 7 in section 4. We define the set WR(I, J, 2) as in (4.1) and consider

the best approximation of Z from WR(I, J, 2) in (4.2). We have SR(I, J, 2) ⊂WR(I, J, 2), see [35].

Hence, if the best approximation X from the set WR(I, J, 2) has rank at most R, then Z has a best

rank-R approximation. As in the proof of Theorem 4.1, the best approximation from WR(I, J, 2)

is unique and given by the truncated singular value decomposition (SVD) of Z = [Z1 |Z2], which

we denote as X = UR SRVT
R. The corresponding array X has slices X1 = UR SRVT

R,1 and

X2 = UR SRVT
R,2, where VT

R = [VT
R,1 |VT

R,2]. The rank of X is equal to the rank of the R×R× 2

array VR with R × R slices SRV
T
R,1 and SRV

T
R,2. As stated above, rank(X ) = rank(VR) ≤ R

implies that Z has a best rank-R approximation. The rank of VR can be checked by making use of

Lemma 2.1.

We have the following result for the case where rank(X ) = rank(VR) > R.

Theorem 5.1 Let Z ∈ RI×J×2 with I > J = R ≥ 2 be generic. Let X be the optimal solution of

problem (4.2). Let (Qa,Qb,R1,R2) be an optimal solution of the GSD problem (2.1) with strictly

positive second-order conditions (3.13)-(3.14) for 1 ≤ i < j ≤ R. If rank(X ) > R, then the rank of

the R×R× 2 array R with slices R1 and R2 is larger than R.

Proof. See Appendix C. �

Analogous to Conjecture 3.2, we assume that the second-order conditions (3.13)-(3.14), 1 ≤ i <

j ≤ R, are strictly positive for generic Z ∈ RI×J×2 with I > J = R ≥ 2. As in Appendix A,

we have found no counterexamples in numerical experiments (results not reported). Analogous to

Corollary 3.4 following from Theorem 3.3, we obtain the following.

Corollary 5.2 Let Z ∈ RI×J×2 with I > J = R ≥ 2 be generic, and let X be the optimal solution

of problem (4.2). If rank(X ) > R, then Z does not have a best rank-R approximation. �

Corollary 5.2 implies that we now have an easy-to-check criterion to determine whether Z has a

best rank-R approximation or not. First, compute the truncated SVD of Z = [Z1 |Z2] as X =
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UR SRVT
R. As in the proof of Theorem 4.1, the array VR with slices SRV

T
R,k, k = 1, 2, may

be considered a generic R × R × 2 array. Hence, its rank is either R or R + 1, both on sets of

positive Lebesgue measure [43]. Next, compute the eigenvalues of SRV
T
R,2(SRV

T
R,1)

−1 (or just

VT
R,2(V

T
R,1)

−1), which are distinct. If all eigenvalues are real, then rank(X ) = rank(VR) = R

(Lemma 2.1) and Z has a best rank-R approximation, which can be taken equal to X . If some

eigenvalues are complex, then rank(X ) = rank(VR) = R + 1 (Lemma 2.1) and Z does not have a

best rank-R approximation. Since both situations occur on sets of positive Lebesgue measure, this

completes the proof of case 8 of Table 1.

5.3 Cases 3, 5, 9: I × J × 2 arrays with R < min(I, J)

We proceed analogous to case 8 in section 5.2, except now the situation is more complicated. We

define the set

W̃R(I, J, 2) = {Y ∈ RI×J×2 : rank([Y1 |Y2]) ≤ R , and rank

 Y1

Y2

 ≤ R} . (5.5)

and the problem

min
Y∈W̃R(I,J,2)

‖Z − Y‖2F . (5.6)

Since W̃R(I, J, 2) is closed, problem (5.6) is guaranteed to have an optimal solution. We have

SR(I, J, 2) ⊂ W̃R(I, J, 2), see [35]. Hence, if a best approximation X from the set W̃R(I, J, 2) has

rank at most R, then Z has a best rank-R approximation. Note that problem (5.6) is equivalent to

finding a best multilinear rank-(R,R, 2) approximation of Z, with no transformation in the third

mode. Algorithms to solve this problem can be found in [31] [17].

Next, we present an algorithm to solve problem (5.6) by using Givens rotations. We make use

of this algorithm in our proof for cases 3, 5, and 9. Let Y ∈ W̃R(I, J, 2) have the following SVDs

of its matrix unfoldings:

[Y1 |Y2] = U1 S1V
T
1 ,

 Y1

Y2

 = V2 S2U
T
2 , (5.7)

with U1 (I × I), V1 (2J × 2J), V2 (2I × 2I), and U2 (J × J) orthonormal. Since both unfoldings

have rank at most R, only the first R diagonal entries of S1 and S2 are nonzero. It follows that

UT
1 YkU2 =

 Gk OR,J−R

OI−R,R OI−R,J−R

 , k = 1, 2 , (5.8)
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where Gk is R×R, k = 1, 2. Hence, Y ∈ W̃R(I, J, 2) satisfies Yk = U1,RGkU
T
2,R, k = 1, 2, where

U1,R (I×R) and U2,R (J×R) consist of the first R columns of U1 and U2, respectively. Analogous

to the GSD algorithm discussed in section 5.1, problem (5.6) can be solved by finding orthonormal

U1 and U2 that maximize the Frobenius norm of the first R rows and columns of UT
1 ZkU2,

k = 1, 2. The best approximation X from W̃R(I, J, 2) then has slices Xk = U1,RGkU
T
2,R, k = 1, 2,

where U1,R and U2,R consist of the first R columns of U1 and U2, respectively, and Gk is taken

as the first R rows and columns of UT
1 ZkU2, k = 1, 2.

Finding U1 and U2 can be done by Givens rotations as follows. We write

UT
1 ZkU2 =

 Gk Lk

Hk Mk

 , k = 1, 2 . (5.9)

To maximize ‖G1‖2F + ‖G2‖2F , iterative Givens rotations can be used for each pair of rows (i, j),

1 ≤ i ≤ R, R + 1 ≤ j ≤ I, in

 G1 G2

H1 H2

, and for each pair of columns (i, j), 1 ≤ i ≤ R,

R + 1 ≤ j ≤ J , in

 G1 L1

G2 L2

. Analogous to the derivation of first-order optimality conditions

for the GSD algorithm in section 5.1, we obtain the following conditions for stationary points of

problem (5.6) in terms of (5.9):

• All rows of [H1 |H2] are orthogonal to all rows of [G1 |G2].

• All columns of

 L1

L2

 are orthogonal to all columns of

 G1

G2

.

The rank of a best approximation X from the set W̃R(I, J, 2) is equal to the rank of the R×R× 2

array G with slices G1 and G2. As stated above, rank(X ) = rank(G) ≤ R implies that Z has a

best rank-R approximation. The rank of G can be checked by making use of Lemma 2.1.

We have the following result for the case where rank(X ) = rank(G) > R.

Theorem 5.3 Let Z ∈ RI×J×2 with 2 ≤ R < min(I, J) be generic. Let (Qa,Qb,R1,R2) be an

optimal solution of the GSD problem (2.1) with strictly positive second-order conditions (3.13)-

(3.14) for 1 ≤ i < j ≤ R. If all optimal solutions X of problem (5.6) have rank(X ) > R, then the

rank of the R×R× 2 array R with slices R1 and R2 is larger than R.

Proof. See Appendix D. �
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Analogous to Conjecture 3.2, we assume that the second-order conditions (3.13)-(3.14), 1 ≤ i <

j ≤ R, are strictly positive for generic Z ∈ RI×J×2 with 2 ≤ R < min(I, J). As in Appendix A,

we have found no counterexamples in numerical experiments (results not reported). Analogous to

Corollary 5.2 following from Theorem 5.1, we obtain the following.

Corollary 5.4 Let Z ∈ RI×J×2 with 2 ≤ R < min(I, J) be generic. If all optimal solutions X of

problem (5.6) have rank(X ) > R, then Z does not have a best rank-R approximation. �

Corollary 5.4 implies that we now have an easy-to-check criterion to determine whether Z has a

best rank-R approximation or not. First, compute a best approximation X from the set W̃R(I, J, 2)

by using the algorithm with Givens rotations or the algorithms in [31] [17]. A number of runs with

random starting values can be executed to make sure the global maximum is obtained and the

optimal solution X is unique. As in case 8, array G (corresponding to X ) may be considered a generic

R ×R × 2 array. Hence, rank(X ) = rank(G) equals R or R + 1, both on sets of positive Lebesgue

measure [43]. Next, compute the eigenvalues of G2G
−1
1 , which are distinct. If all eigenvalues are

real, then rank(X ) = rank(G) = R (Lemma 2.1) and Z has a best rank-R approximation, which

can be taken equal to X . If some eigenvalues are complex, then rank(X ) = rank(G) = R + 1

(Lemma 2.1) and Z does not have a best rank-R approximation. Since both situations occur on

sets of positive Lebesgue measure, this completes the proof of cases 3, 5, and 9 of Table 1.

6 Discussion

Using the Generalized Schur Decomposition (GSD) and its relation to the CPD, we have proven all

conjectures of [35] on the (non)existence of best rank-R approximations for generic I×J×2 arrays.

Our main result is that generic I×I×2 arrays of rank I+1 do not have a best rank-I approximation.

So far, this was only proven for I = 2 [9], which was the only result on (non)existence of low-rank

approximations for generic three-way arrays in the literature.

In cases 3, 5, 8, and 9 of Table 1, existence of a best rank-R approximation holds on a set

of positive volume only. For such arrays we have obtained easy-to-check necessary and sufficient

conditions for the existence of a best rank-R approximation. In case 8, it suffices to solve problem

(4.2) by computing a truncated SVD and computing the eigenvalues of a corresponding matrix. In

cases 3, 5, and 9, problem (5.6) needs to be solved, and the eigenvalues of a matrix corresponding
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to the optimal solution of (5.6) need to be computed. To the author’s knowledge, this is the first

time such conditions are formulated.

In our proofs, we have made use of the fact that the GSD solution set PR(I, J, 2) is the closure of

the set SR(I, J, 2) of arrays with rank at most R [37]. Unfortunately, this result does not generalize

to I×J×K arrays with K ≥ 3 and the Simultaneous Generalized Schur Decomposition [7], nor do

we know any other closed form description of the closure of the rank-R set SR(I, J,K). Hence, at

present the results for I × J × 2 arrays in this paper do not seem to be generalizable to I × J ×K

arrays.

Appendix A: numerical evidence for Conjecture 3.2

Evidence for Conjecture 3.2 is provided by running the GSD algorithm for random I × I × 2 arrays

Z of rank I + 1. The GSD algorithm is terminated when the relative decrease in error sum of

squares drops below 10−9. For each array, we record the maximum absolute value (over all pairs

(i, j)) of the first-order conditions (3.11) and (3.12), and the minimum value (over all pairs (i, j))

of the second-order conditions (3.13) and (3.14). According to Conjecture 3.2, the latter should

be strictly positive for an optimal GSD solution. To evaluate whether the GSD algorithm has

terminated in a local minimum, we also compute the Hessian matrix of second order derivatives.

Let the orthonormal Qa and Qb be parameterized by I(I − 1)/2 Gives rotations each. We consider

the Hessian matrix of the problem (3.2), where the variables are the I(I − 1) rotation angles. The

first-order conditions are then equal to (3.11) and (3.12), and the second-order conditions (3.13)

and (3.14) form the diagonal of the Hessian matrix. The Hessian matrix of the GSD problem was

not considered in [7].

Note that the GSD algorithm decreases the objective value (3.2) with every Givens rotation,

unless the corresponding second-order condition equals zero (then the objective value remains

unchanged; see Lemma 3.1). Also, the GSD algorithm is expected to converge to a stationary

point, i.e., with zero first-order conditions (3.11) and (3.12). Indeed, if a first-order condition is

nonzero, then a Givens rotation exists that will decrease the objective value. Of course, since the

GSD algorithm is terminated after a finite number of iterations, the first-order conditions (3.11)

and (3.12) will not be exactly zero after convergence.

In [7], the GSD algorithm is initialized by taking Qa and Qb from the generalized real Schur

decomposition [11, theorem 7.7.2] computed via QZ iteration, and an extensive simulation study

18



yields no cases of suboptimal GSD solutions. Here, we also consider initialization with random

orthonormal Qa and Qb and check whether the GSD algorithm terminates in suboptimal solutions.

A GSD solution is suboptimal when a better GSD solution is found for different initial values in

the GSD algorithm. For each I ∈ {2, 3, 4, 5, 6, 7} we generate 10 arrays Z and run the GSD algo-

rithm 100 times with random initial values, and 1 time with the QZ initial values. In Table 2 (top

half) the results are presented. All runs result in first-order conditions close to zero, with largest

absolute value below 10−4. All runs result in strictly positive second-order conditions, with the

smallest value being 0.14 for I = 3. It is clear that Conjecture 3.2 is not violated in these simula-

tions. All runs result in a positive definite Hessian matrix, indicating a local minimum, although for

some runs the Hessian has a very small positive eigenvalue. Hence, we do not find any saddle points.

I suboptimal % max(abs(1st)) min(2nd) min(eig(Hessian))

I = 2 0 7 · 10−16 0.15 0.0215

I = 3 3.9 5 · 10−5 0.14 0.0082

I = 4 6.4 1 · 10−4 0.77 0.0028

I = 5 15.1 8 · 10−5 0.59 0.0010

I = 6 29.5 8 · 10−5 0.59 0.0017

I = 7 25.2 9 · 10−5 0.86 0.0005

I = 2 - 9 · 10−16 0.01 0.0024

I = 3 - 4 · 10−16 0.01 0.0009

I = 4 - 9 · 10−5 0.08 0.0002

I = 5 - 1 · 10−4 0.29 9 · 10−5

I = 6 - 1 · 10−4 0.28 7 · 10−6

I = 7 - 1 · 10−4 0.36 1 · 10−5

Table 2: Percentage of suboptimal solutions, maximum absolute value of first-order conditions

(3.11)-(3.12), minimum value of second-order conditions (3.13)-(3.14), and smallest eigenvalue of

the Hessian for runs of the GSD algorithm for random I × I × 2 arrays Z of rank I + 1. Top half:

10 arrays per I; for each array 101 runs are executed, 100 with random starting values and 1 with

QZ starting values; results for optimal runs are reported. Bottom half: 1000 arrays per I; for each

array 1 run with QZ starting values is executed.
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Quite some runs result in a suboptimal local minimum, but the QZ initialized runs result in a

suboptimal solution for only 3 out of the 60 arrays. In all following simulations, we use only one

QZ initialized run for each array. Next, we generate 1000 arrays Z for each I ∈ {2, 3, 4, 5, 6, 7} and

again check the first- and second-order conditions, and the eigenvalues of the Hessian matrix. The

results are reported in Table 2 (bottom half). Again the first-order conditions are close to zero, with

largest absolute value below 10−4. The second-order conditions are all positive, but the minimal

values for I = 2, 3, 4 are rather small. However, they are still 1014 times larger than the largest

first-order condition for I = 2, 3, and 103 times larger for I = 4. Therefore, we do not consider

this a violation of Conjecture 3.2. The smallest eigenvalues of the Hessian matrix are positive but

small. Again we do not encounter any saddle points.

For larger values of I the symbolic computation of the Hessian matrix takes a lot of time (for

I = 7 it takes 6 hours on a regular PC). Hence, we omit the computation of the Hessian in the

final simulations for I = 2, . . . , 25. For each value of I, we generate 10 arrays Z and run the GSD

algorithm with QZ initial values. The results are depicted in Figure 1 below. As can be seen, for all

arrays the largest absolute value of the first-order conditions is below 10−4, and the smallest value

of the second-order conditions is strictly positive (with the smallest values being 0.24 for I = 2 and

I = 3). Hence, also here Conjecture 3.2 is not violated.

Figure 1: Maximum absolute value of first-order conditions (3.11)-(3.12) (left), and minimum value

of second-order conditions (3.13)-(3.14) (right), after running the GSD algorithm for 10 random

I × I × 2 arrays Z of rank I + 1, for I = 2, . . . , 25.
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Note that Conjecture 3.2 does not imply that zero second-order conditions do not occur for I×I×2

arrays Z of rank I + 1. The conjecture only states that this does not occur for generic I × I × 2

arrays Z of rank I + 1. Below are two examples with zero second-order conditions for I = 3. Let

[Z̃1 | Z̃2] =


0 1 2 0 2 −2

0 2 3 0 3 −4

0.1 0 2 0.2 0 −1

 . (A.1)

The matrix Z̃2Z̃
−1
1 has complex eigenvalues, which implies rank(Z) = 4 by Lemma 2.1. It can be

verified that (A.1) satisfies the first-order conditions (3.11)-(3.12) and the second-order conditions

(3.13)-(3.14). However, the second-order condition (3.13) is zero for (i, j) = (1, 2). The Hessian

corresponding to (A.1) has eigenvalues -0.1, 0, 10.0, 22.1, 36.1, and 63.7. Hence, this is an example

of a saddle point.

A second example is obtained by setting the (3,3) entries of Z̃1 and Z̃2 in (A.1) to zero. Let

[Z̃1 | Z̃2] =


0 1 2 0 2 −2

0 2 3 0 3 −4

0.1 0 0 0.2 0 0

 . (A.2)

Again Z̃2Z̃
−1
1 has complex eigenvalues, and the first- and second-order conditions are satisfied. The

second-order condition (3.13) is zero for (i, j) = (1, 2), and the second-order condition (3.14) is

zero for (i, j) = (2, 3). The corresponding Hessian has eigenvalues 0, 0, 0.01, 20.9, 36.0, and 54.9.

Hence, this is not a saddle point. Both examples (A.1) and (A.2) are suboptimal GSD solutions

and can be improved by using the GSD algorithm with random starting values.

An alternative way to verify the strict positivity of the second-order conditions is by considering

all stationary points of the GSD problem (3.2), and using a dimensionality argument. Consider

the set QI of all Qa and Qb satisfying the first-order optimality conditions (3.11) and (3.12). We

rewrite the latter explicitly in terms of Qa and Qb and obtain

QI = {Qa,Qb ∈ RI×I : QT
aQa = QT

b Qb = II ,
j−1∑
r=i

2∑
k=1

(qTa,iZkqb,r)(q
T
a,jZkqb,r) = 0 , 1 ≤ i < j ≤ I ,

j∑
r=i+1

2∑
k=1

(qTa,rZkqb,i)(q
T
a,rZkqb,j) = 0 , 1 ≤ i < j ≤ I } , (A.3)

where qa,r and qb,r denote the rth columns of Qa and Qb, respectively. The number of equations

in QT
aQa = QT

b Qb = II equals 2 I(I + 1)/2 = I(I + 1). The first-order optimality conditions
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form 2 I(I − 1)/2 = I(I − 1) equations. Hence, the total number of equations in (A.3) equals

I(I + 1) + I(I − 1) = 2 I2, which is equal to the number of unknowns in Qa and Qb. If the

dimensionality of the set QI equals zero, then it contains at most a finite number of Qa and Qb.

Since the GSD problem (3.2) always has an optimal solution, the set QI is not empty. Moreover,

due to permutation ambiguities in the GSD, the set QI always contains more than one pair of

Qa and Qb [7] [41]. Lemma 3.1 shows that a second-order condition being zero at a stationary

point implies infinitely many optimal Qa or Qb (a one-dimensional set, in fact). Hence, this would

contradict the dimensionality of the set QI being zero. With the use of a computer algebra package,

the number of (real) solutions to the equations defining QI could be computed, for some random

I × I × 2 array Z of rank I + 1. When this number is finite, the second-order conditions are

strictly positive. However, although this approach was numerically feasible for I = 2, for I = 3

no solution to the equations was found after 6 hours on a regular PC using Mathematica 9. Note

that for I = 3 we have 18 4th degree poynomial equations in 18 variables. Another approach to

verify that dim(QI) = 0 is by using an algebraic geometry program to compute the dimension of

the ideal generated by the polynomial equations in QI , with the rational numbers as base field for

the coefficients. Hence, here Z1 and Z2 should be random and rational, which approximates the

real case. We have used the Macaulay2 package and for I = 2 the dimensionality of the ideal was

indeed zero. However, for I = 3 computing the dimensionality of the ideal did not produce an

answer after several hours on a regular PC. Since the approach via dim(QI) = 0 was not successful,

we verified the strict positivity of the second-order conditions using the GSD algorithm instead.

In [7] the GSD algorithm is used as an algorithm for simultaneous matrix diagonalization. When

the stationary points in QI could be computed easily, then a new fast algorithm for simultaneous

matrix diagonalization would have been obtained. Moreover, all local and global minima would

be known. This would be a huge improvement with respect to all other exisiting algorithms for

simultaneous matrix diagonalization. Therefore, we do not expect that computing all solutions to

the equations in QI is numerically feasible for I not very small.

Appendix B: proof of Theorem 3.3

First, we show that we may assume without loss of generality that the optimal R1 and R2 are

nonsingular when the second-order conditions (3.13)-(3.14) are strictly positive. The optimal Rk

equals the upper triangular part of Z̃k = QT
a ZkQb, k = 1, 2. A singular Rk implies that it has
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one or more diagonal entries equal to zero. The second-order optimality conditions (3.13)-(3.14)

for rotations (i, i+ 1) are z̃T(i,i)z̃(i,i) ≥ z̃T(i+1,i)z̃(i+1,i), i = 1, . . . , I − 1, and z̃T(i,i)z̃(i,i) ≥ z̃T(i,i−1)z̃(i,i−1),

i = 2, . . . , I. Hence, positive second-order conditions imply that R1 and R2 do not both have a

zero on position (i, i), i = 1, . . . , I. In that case, a nonsingular slicemix S (2× 2) exists, such that

the mixed slices R̂k = sk1R1 + sk2R2, k = 1, 2, are nonsingular. The matrix S may be taken

orthonormal. Then the GSD solution (Qa,Qb, R̂1, R̂2) is an optimal solution of the GSD problem

for array Ẑ with mixed slices Ẑk = sk1 Z1 + sk2 Z2, k = 1, 2. The optimal R̂k, k = 1, 2, are

nonsingular, rank(Z) = rank(Ẑ), and rank(R) = rank(R̂). Hence, a proof of rank(R̂) > I implies

rank(R) > I. Therefore, positive second-order conditions imply that we may assume without loss

of generality that the optimal R1 and R2 are nonsingular.

As rank criterion for R we use Lemma 2.1 (ii). We show that

(Bi) R2R
−1
1 has some identical eigenvalues,

(Bii) R2R
−1
1 does not have I linearly independent eigenvectors.

First, we prove (Bi) by contradiction. Suppose the eigenvalues of R2R
−1
1 are distinct. Then

rank(R) = I by Lemma 2.1 (i). The eigenvalues of R2R
−1
1 are equal to the diagonal entries

of Z̃2 divided by those of Z̃1. Statement (Bi) not holding is equivalent to none of the vectors

z̃(i,i), i = 1, . . . , I, being proportional. The nonsingularity of R1 and R2 implies that vectors

z̃(i,i) do not contain zeros, i = 1, . . . , I. Consider the optimality conditions (3.11) and (3.12) for

rotations (i, i+ 1), which are: z̃T(i,i)z̃(i+1,i) = z̃T(i+1,i)z̃(i+1,i+1) = 0. Since z̃(i,i) and z̃(i+1,i+1) are not

proportional and not zero, this implies z̃(i+1,i) = 0 for i = 1, . . . , I − 1. Here, 0 denotes the zero

vector in R2.

Using this result, we consider (3.11) and (3.12) for rotations (i, i + 2). These equations now

become (the sum terms vanish): z̃T(i,i)z̃(i+2,i) = z̃T(i+2,i)z(i+2,i+2) = 0. Since z̃(i,i) and z̃(i+2,i+2) are

not proportional and not zero, this implies z̃(i+2,i) = 0 for i = 1, . . . , I − 2. By consecutively

considering rotations (i, i + q) in this way, it is clear that we obtain z̃(j,i) = 0 for 1 ≤ i < j ≤ I.

This implies that Z̃k = QT
a ZkQb, k = 1, 2, are upper triangular. Moreover, Z̃k = Rk, k = 1, 2,

and rank(Z) = rank(R) = I, which contradicts the assumption of rank(Z) = I+1 in Theorem 3.3.

Hence, we have proven that (Bi) holds.

For the proof of (Bii) we first reorder the eigenvalues of R2R
−1
1 such that identical eigenvalues

appear in contiguous groups. The reordering can be done within the GSD; see Kressner [21]. The

proof of (Bii) is by contradiction. We suppose that R2R
−1
1 has I linearly independent eigenvectors,
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which implies rank(R) = I by Lemma 2.1 (i). Hence, for eigenvalue λ of R2R
−1
1 with multiplicity d

there are d linearly independent eigenvectors. In other words, rank(R2R
−1
1 −λ II) = I−d, which is

equivalent to rank(R2−λR1) = I − d. The diagonal of R2−λR1 consists of I − d nonzero entries

and d zeros which form the diagonal of a d × d strictly upper triangular block V. We consider

R2 − λR1 as a block upper triangular matrix. Its rank is at least equal to the sum of the ranks

of its diagonal blocks. These blocks are I − d nonzero scalars and the block V. Hence, the lower

bound for the rank of R2 − λR1 includes the value I − d only if rank(V) = 0. Conversely, row

and column operations can be used to show that rank(V) = 0 implies rank(R2 − λR1) = I − d.

Rank(V) = 0 is equivalent to all vectors z̃(m,n) contained in the upper triangular part of the d× d

block (with m ≤ n) being either proportional or zero. Proposition B.1 below shows that the vectors

z̃(m,n) with m > n in the block are zero. To summarize, let the corresponding d× d diagonal block

of Z̃k = QT
a ZkQb be denoted by Wk, k = 1, 2. Then W1 and W2 are upper triangular and

W2 − λW1 = Od,d, where Od,d denotes the d× d zero matrix.

The last part of the proof of (Bii) is similar to the proof of (Bi): we show that Z̃k, k = 1, 2, are

upper triangular, which implies rank(Z) = rank(R) = I. The contradiction with rank(Z) = I + 1

then implies that R2R
−1
1 does not have I linearly independent eigenvectors. The diagonal of Z̃k

consists of blocks W
(1)
k , . . . ,W

(L)
k corresponding to L distinct eigenvalues of R2R

−1
1 . Let blocks

W
(l)
k , k = 1, 2, have size dl×dl, l = 1, . . . , L. A 1×1 block corresponds to a unique eigenvalue, and

a dl× dl block with dl ≥ 2 corresponds to an eigenvalue with multiplicity dl. From Proposition B.1

we know that the dl × dl blocks W
(l)
k , k = 1, 2, are upper triangular. Consider the optimality

conditions (3.11) and (3.12) for rotations (i, i+ 1) such that entry (i, i+ 1) is not part of any block

W
(l)
k . These are: z̃T(i,i)z̃(i+1,i) = z̃T(i+1,i)z̃(i+1,i+1) = 0. Since z̃(i,i) and z̃(i+1,i+1) are not proportional

(they are not in a block W
(l)
k ) and not zero, this implies z̃(i+1,i) = 0. Note that z̃(i+1,i) = 0 for all

(i+ 1, i) in block W
(l)
k by Proposition B.1.

As in the proof of (Bi), next we consider (3.11) and (3.12) for rotations (i, i + 2) such that

entry (i, i + 2) is not in a block W
(l)
k . These equations now become (the sum terms vanish):

z̃T(i,i)z̃(i+2,i) = z̃T(i+2,i)z(i+2,i+2) = 0. Since z̃(i,i) and z̃(i+2,i+2) are not proportional and not zero,

this implies z̃(i+2,i) = 0. Proceeding in the same way, we obtain z̃(j,i) = 0 for 1 ≤ i < j ≤ I, which

implies that Z̃k, k = 1, 2, are upper triangular. This completes the proof of (Bii).

It remains to state and prove Proposition B.1.
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Proposition B.1 Let Z ∈ RI×I×2 be generic with rank(Z) = I + 1. Let (Qa,Qb,R1,R2) be an

optimal solution of the GSD problem (2.1), with nonsingular R1 and R2. For d ≥ 2, let Wk be a

d × d diagonal block of QT
a ZkQb, k = 1, 2, such that the upper triangular part of W2 − λW1 is

zero for some λ 6= 0. Then W1 and W2 are upper triangular.

Proof. The proof is by induction on d. Let W
(h)
k be the d × d submatrix of Z̃k = QT

a ZkQb

consisting of rows h, . . . , h+ d− 1 and columns h, . . . , h+ d− 1. Recall the definition of the vectors

z̃(m,n) in (3.10). Note that since Rk are nonsingular, k = 1, 2, the vectors z̃(i,i) do not contain zeros,

i = 1, . . . , I.

First, we consider d = 2. We write the 2 × 2 × 2 array W(h) with unfolding [W
(h)
1 W

(h)
2 ] in

terms of its 3-mode vectors z̃(m,n) as z̃(h,h) z̃(h,h+1)

z̃(h+1,h) z̃(h+1,h+1)

 , (B.1)

where z̃(h,h) and z̃(h+1,h+1) are proportional, and z̃(h,h+1) is either zero or proportional to z̃(h,h).

The proof is by contradiction. Suppose z̃(h+1,h) 6= 0. By the proportionality of z̃(h,h+1) and z̃(h,h),

an orthonormal rotation of the rows of W
(h)
k , k = 1, 2, exists that makes z̃(h,h+1) zero. This rotation

is not needed when z̃(h,h+1) = 0. Next, swapping rows and columns yields upper triangular blocks

W
(h)
k , k = 1, 2. This implies a better GSD solution has been found, which is a contradiction.

Hence, it follows that z̃(h+1,h) = 0. Note that the transformations used do not affect the GSD

objective function outside of the blocks W
(h)
k , k = 1, 2. This completes the proof for d = 2.

Next, we consider d = 3. We write the 3× 3× 2 array W(h) with unfolding [W
(h)
1 W

(h)
2 ] as

z̃(h,h) z̃(h,h+1) z̃(h,h+2)

z̃(h+1,h) z̃(h+1,h+1) z̃(h+1,h+2)

z̃(h+2,h) z̃(h+2,h+1) z̃(h+2,h+2)

 , (B.2)

where z̃(h+i,h+i), i = 0, 1, 2, are proportional, and z̃(h+i,h+j) with 0 ≤ i < j ≤ 2 are either zero

or proportional to z̃(h,h). The proof for d = 2 applies to the subblock consisting of the first two

rows and columns, and to the subblock consisting of the last two rows and columns. This implies

z̃(h+1,h) = z̃(h+2,h+1) = 0. The proof is by contradiction. Suppose z̃(h+2,h) 6= 0. Let ‘Row(i, j)’ to

denote an orthonormal rotation of rows i and j of W
(h)
k , k = 1, 2. Next, we apply the following
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sequence of orthonormal row rotations:
z̃(h,h) z̃(h,h+1) z̃(h,h+2)

0 z̃(h+1,h+1) z̃(h+1,h+2)

z̃(h+2,h) 0 z̃(h+2,h+2)

 Row(h,h+1)−→


z̄(h,h) 0 z̄(h,h+2)

z̄(h+1,h) z̄(h+1,h+1) z̄(h+1,h+2)

z̃(h+2,h) 0 z̃(h+2,h+2)



Row(h,h+2)−→


¯̄z(h,h) 0 0

z̄(h+1,h) z̄(h+1,h+1) z̄(h+1,h+2)

z̄(h+2,h) 0 z̄(h+2,h+2)

 .
Hence, first we rotate rows h and h+ 1 such that z̃(h,h+1) becomes zero (when z̃(h,h+1) is not zero

already). Note that z̄(h,h+2) and z̃(h+2,h+2) are proportional or z̄(h,h+2) = 0. Then we rotate rows

h and h + 2 to make z̄(h,h+2) = 0. After this, swapping columns h + 1 and h + 2 and swapping

rows h+ 1 and h+ 2 makes the blocks lower triangular. Then reversing the order of the rows and

reversing the order of the columns makes the blocks upper triangular. This yields a better GSD

solution, which is a contradiction. Hence, we obtain that z̃(h+2,h) = 0. Note that none of the

transformations used affects the GSD objective function outside of the blocks W
(h)
k , k = 1, 2. This

completes the proof for d = 3.

Next, we assume the result holds for d and prove it for d+ 1. By the induction hypothesis, the

(d+ 1)× (d+ 1)× 2 array W(h) is of the form

z̃(h,h) z̃(h,h+1) . . . . . . z̃(h,h+d)

0 z̃(h+1,h+1)

...
...

. . .
. . .

...

0 0
. . .

. . .
...

z̃(h+d,h) 0 . . . 0 z̃(h+d,h+d)


. (B.3)

The proof is by contradiction. Suppose z̃(h+d,h) 6= 0. Next, we apply consecutive rotations of rows

h and h + i of W
(h)
k , k = 1, 2, to make the current z̃(h,h+i) zero (if it is not zero already), for

i = 1, . . . , d. This yields the form

z̄(h,h) 0 . . . . . . 0

z̄(h+1,h) z̄(h+1,h+1) . . . . . . z̄(h+1,h+d)

... 0
. . .

...
...

...
. . .

. . .
...

z̄(h+d,h) 0 . . . 0 z̄(h+d,h+d)


. (B.4)
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Reversing the order of columns h+1, . . . , h+d and reversing the order of rows h+1, . . . , h+d then

makes the blocks lower triangular. Next, reversing the order of the rows and reversing the order

of the columns makes the blocks upper triangular. This yields a better GSD solution, which is a

contradiction. Hence, we obtain z̃(h+d,h) = 0. Again, note that none of the transformations used

affects the GSD objective function outside of the blocks W
(h)
k , k = 1, 2. This completes the proof

of Proposition B.1. �

Appendix C: proof of Theorem 5.1

The structure of the proof is analogous to the proof of Theorem 3.3. As explained in Appendix

B, the strictly positive second-order optimality conditions (3.13)-(3.14) for 1 ≤ i < j ≤ R imply

that we may assume without loss of generality that R1 and R2 of an optimal GSD solution are

nonsingular. As rank criterion for R we use again Lemma 2.1 (ii). We show that

(Ci) R2R
−1
1 has some identical eigenvalues,

(Cii) R2R
−1
1 does not have R linearly independent eigenvectors.

We write

Z̃k = Q̃T
a ZkQb =

 G̃k

H̃k

 , k = 1, 2 , (C.1)

where G̃k is R × R, and H̃k is (I − R) × R, k = 1, 2. The GSD algorithm finds Q̃a and Qb such

that the Frobenius norm of the upper triangular parts of G̃k, k = 1, 2, is maximized. The optimal

Rk is taken as the upper triangular part of G̃k, k = 1, 2. Note that Q̃b = Qb since R = J .

First, we prove (Ci) by contradiction. Suppose (Ci) does not hold, i.e., all eigenvalues of

R2R
−1
1 are distinct, which implies rank(R) = R by Lemma 2.1 (i). As in the proof of Theorem 3.3,

optimality conditions (5.1)–(5.2) then imply that G̃k are upper triangular, k = 1, 2. We write

G̃k = Rk, k = 1, 2. The SVD of [Z1 |Z2] is given as USVT , with UTU = II and VTV = I2J .

The best approximation X from the set WR(I, J, 2) is given by the truncated SVD and has slices

[X1 |X2] = UR SRVT
R = UR [SRV

T
R,1 |SRVT

R,2]. The rank of X is equal to the rank of the R×R×2

array VR with R × R slices SRV
T
R,1 and SRV

T
R,2. In Theorem 5.1 it is assumed that rank(X ) =

rank(VR) > R.
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Note that Z̃k = Q̃T
a ZkQb = (UT Q̃a)

T (UTZk)Qb, k = 1, 2. We write

[Z̃1 | Z̃2] = (UT Q̃a)
T (SVT )

 Qb OJ,J

OJ,J Qb

 =

 R1 R2

H̃1 H̃2

 . (C.2)

The optimality conditions (5.3), together with R1 and R2 being upper triangular, yield that all

rows of [H̃1 H̃2] are orthognal to all rows of [R1 R2]. Postmultiplying (C.2) by its transpose yields

(UT Q̃a)
T SST (UT Q̃a) =

 P1 OR,I−R

OI−R,R P2

 , (C.3)

where P1 is R×R and symmetric and nonsingular (since [R1 R2] has full row rank due to nonsin-

gularity of Rk), and P2 is (I −R)× (I −R) and symmetric. Matrix S is I × 2J and contains the

min(I, 2J) nonzero singular values on its diagonal. Note that all singular values are nonzero and

distinct since [Z1 |Z2] is generic.

First, suppose I ≤ 2J . Then SST is I×I diagonal and nonsingular. Since the diagonal entries of

SST are positive and distinct, and UT Q̃a is orthonormal, equation (C.3) is the eigendecomposition

of an I×I symmetric matrix that is nonsingular. In fact, (C.3) can be obtained as the superposition

of the eigendecompositions of P1 and P2 (both nonsingular). This implies that

UT Q̃a =

 Q̃
(1)
a OR,I−R

OI−R,R Q̃
(2)
a

 , (C.4)

where Q̃
(1)
a (R×R) and Q̃

(2)
a ((I −R)× (I −R)) are orthonormal. From (C.2) we then obtain

SVT =

 Q̃
(1)
a OR,I−R

OI−R,R Q̃
(2)
a

  R1 R2

H̃1 H̃2

  QT
b OJ,J

OJ,J QT
b



=

 Q̃
(1)
a R1Q

T
b Q̃

(1)
a R2Q

T
b

Q̃
(2)
a H̃1Q

T
b Q̃

(2)
a H̃2Q

T
b

 . (C.5)

This implies that array VR has slices SRV
T
R,k = Q̃

(1)
a RkQ

T
b , k = 1, 2. Hence, rank(VR) =

rank(R) = R, which contradicts rank(X ) = rank(VR) > R. Hence, G̃k, k = 1, 2, cannot be

upper triangular and (Ci) must hold.

Next, suppose I > 2J . Then SST is I × I diagonal with the first 2J diagonal entries positive

and distinct and the last I − 2J diagonal entries zero. In (C.3), matrix P1 is nonsingular and P2

has rank J = R. As above, it follows that

(UT Q̃a)
T =

 (Q̃
(1)
a )T OR,J N1

OI−R,R (Q̂
(2)
a )T N2

 , (C.6)
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where (Q̂
(2)
a )T is (I − R) × J and contains the eigenvectors of P2, and N1 and N2 have I − 2J

columns. Since the matrix UT Q̃a is orthonormal, and Q̃
(1)
a is orthonormal, it follows that N1 is

zero. Hence, UT Q̃a is of the same form as in (C.4), and the remaining part of the proof is as above.

This completes the proof of (Ci).

Finally, we prove (Cii) by contradiction. Suppose R2R
−1
1 has R linearly independent eigen-

vectors. Hence, rank(R) = R by Lemma 2.1 (i). As in the proof of Theorem 3.3, the optimality

conditions (5.1)–(5.2) then imply that G̃k, k = 1, 2, are upper triangular. This yields the contra-

diction rank(X ) = rank(VR) = rank(R) = R as shown in the proof of (Ci) above. Hence, (Cii)

must hold. This completes the proof of Theorem 5.1.

Appendix D: proof of Theorem 5.3

The structure of the proof is analogous to the proof of Theorem 5.1. As before, the strictly positive

second-order conditions imply that we may assume without loss of generality that R1 and R2 of

an optimal GSD solution are nonsingular. As rank criterion for R we use again Lemma 2.1 (ii).

We show that

(Di) R2R
−1
1 has some identical eigenvalues,

(Dii) R2R
−1
1 does not have R linearly independent eigenvectors.

We write

Z̃k = Q̃T
a Zk Q̃b =

 G̃k L̃k

H̃k M̃k

 , k = 1, 2 . (D.1)

where G̃k is R×R, H̃k is (I−R)×R, L̃k is R× (J−R), and M̃k is (I−R)× (J−R), k = 1, 2. The

GSD algorithm finds Q̃a and Q̃b such that the Frobenius norm of the upper triangular parts of G̃k,

k = 1, 2, is maximized. The optimal Rk is taken as the upper triangular part of G̃k, k = 1, 2. The

optimal Qa and Qb of the GSD solution consist of the first R columns of Q̃a and Q̃b, respectively.

First, we prove (Di) by contradiction. Suppose all eigenvalues of R2R
−1
1 are distinct, which

implies rank(R) = R by Lemma 2.1 (i). As in the proof of Theorem 3.3, optimality conditions

(5.1)–(5.2) then imply that G̃k are upper triangular, k = 1, 2. We write G̃k = Rk, k = 1, 2. The

optimality conditions (5.3)–(5.4), together with the upper triangularity of R1 and R2, yield that:

• All rows of [H̃1 | H̃2] are orthogonal to all rows of [R1 |R2].
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• All columns of

 L̃1

L̃2

 are orthogonal to all columns of

 R1

R2

.

Note that these are also the conditions for a stationary point of problem (5.6). We have

Q̃T
a [Z1Qb|Z2Qb] =

 R1 R2

H̃1 H̃2

 . (D.2)

Let the SVD of [Z1Qb|Z2Qb] (I×2R) be given by V1 S1W
T
1 , with VT

1 V1 = II and WT
1 W1 = I2R.

Postmultiplying (D.2) by its transpose yields

(VT
1 Q̃a)

T S1S
T
1 (VT

1 Q̃a) =

 P1 OR,I−R

OI−R,R P2

 , (D.3)

where P1 is R×R and symmetric and nonsingular (since [R1 R2] has full row rank due to nonsin-

gularity of Rk), and P2 is (I −R)× (I −R) and symmetric. Matrix S1 is I × 2R and contains the

min(I, 2R) nonzero singular values on its diagonal. Note that all singular values are nonzero and

distinct since [Z1 |Z2] is generic and Qb has full column rank R.

Suppose I ≤ 2R. Then S1S
T
1 is I × I diagonal and nonsingular. Since the diagonal entries of

S1S
T
1 are positive and distinct, and VT

1 Q̃a is orthonormal, equation (D.3) is the eigendecomposition

of an I×I symmetric matrix that is nonsingular. In fact, (D.3) can be obtained as the superposition

of the eigendecompositions of P1 and P2 (both nonsingular). This implies that

VT
1 Q̃a =

 Q̃
(1)
a OR,I−R

OI−R,R Q̃
(2)
a

 , (D.4)

where Q̃
(1)
a (R × R) and Q̃

(2)
a ((I − R) × (I − R)) are orthonormal. Hence, Q̃a is such that, for

given Q̃b, the Frobenius norm of the first R rows of Q̃T
a [Z1Qb|Z2Qb] is maximal.

As in the proof of Theorem 5.1 (see (C.6)), when I > 2R it also follows that VT
1 Q̃a is of the

form (D.4).

Next, we consider Q̃b for given Q̃a. We have QT
aZ1

QT
aZ2

 Q̃b =

 R1 L̃1

R2 L̃2

 . (D.5)

Let the SVD of

 QT
aZ1

QT
aZ2

 (2R× J) be given by W2 S2V
T
2 , with VT

2 V2 = IJ and WT
2 W2 = I2R.

Premultiplying (D.5) by its transpose yields

(VT
2 Q̃b)

T ST2 S2 (VT
2 Q̃b) =

 K1 OR,J−R

OJ−R,R K2

 , (D.6)
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where K1 is R×R and symmetric and nonsingular, and K2 is (J −R)× (J −R) and symmetric.

Matrix S2 is 2R× J and contains the min(J, 2R) nonzero singular values on its diagonal.

Suppose J ≤ 2R. Then ST2 S2 is J × J diagonal and nonsingular. Since the diagonal entries of

ST2 S2 are positive and distinct, and VT
2 Q̃b is orthonormal, equation (D.6) is the eigendecomposition

of a J×J symmetric matrix that is nonsingular. In fact, (D.6) can be obtained as the superposition

of the eigendecompositions of K1 and K2 (both nonsingular). This implies that

VT
2 Q̃b =

 Q̃
(1)
b OR,J−R

OJ−R,R Q̃
(2)
b

 , (D.7)

where Q̃
(1)
b (R × R) and Q̃

(2)
b ((J − R) × (J − R)) are orthonormal. Hence, Q̃b is such that, for

given Q̃a, the Frobenius norm of the first R columns of

 QT
aZ1

QT
aZ2

 Q̃b is maximal. As above, when

J > 2R it also follows that VT
2 Q̃b is of the form (D.7).

From the above (also see the first-order optimality conditions of problem (5.6) in section 5.3), it

follows that Q̃a and Q̃b are such that the Frobenius norm of G̃k = Rk, k = 1, 2 is maximal in (D.1).

Therefore, we have obtained an optimal solution X of problem (5.6) with slices Xk = QaRkQ
T
b ,

k = 1, 2, and rank(X ) = rank(R) = R. This contradicts the assumption in Theorem 5.3 that all

optimal solutions X of problem (5.6) have rank larger than R. Hence, (Di) must hold.

Finally, we prove (Dii) by contradiction. Suppose R2R
−1
1 has R linearly independent eigen-

vectors. Hence, rank(R) = R by Lemma 2.1 (i). As in the proof of Theorem 3.3, the optimality

conditions (5.1)–(5.2) then imply that G̃k, k = 1, 2, are upper triangular. As in the proof of (Di)

above, we obtain an optimal solution X of problem (5.6) with rank(X ) = rank(R) = R, which is a

contradiction. Hence, (Dii) must hold. This completes the proof of Theorem 5.3.
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