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Abstract 

The statistical properties of rough surfaces at the nanoscale are studied using classical molecular 

dynamics. Atomistic fcc blocks of gold are generated with different crystal orientations, and with rough 

surfaces having the same root-mean-square roughness with variable power spectral density (PSD) slopes 

and roll-off wavenumbers. The process of rough surface generation may result in thermodynamically 

unstable sharp spatial features. In order to relax the structure, the blocks are equilibrated at 300 K. It is 

found that all surfaces experience changes in their roughness, regardless of their crystal orientation or 

temperature, although the changes are only temperature-independent when 𝑇 ≤ 0.4𝑇m. Based on the 

analyzed PSDs of the equilibrated substrates, two methods for generating pseudo-stable rough surfaces 

are introduced and discussed. 

Keywords: nanoscale, surface roughness, atomistic models, classical molecular dynamics. 

1. Introduction 

As a consequence of the miniaturization of mechanical devices, a large number of tribological research 

studies have been directed toward the atomic scale. Due to the limited lateral resolution of measuring 

devices in comparison to atomic spacing, researchers utilize atomistic computer simulation methods, e.g. 

classical molecular dynamics (MD), in order to investigate different tribological processes, such as normal 

or frictional contacts. In these works, the substrate is usually represented, either, as a flat or a simple 

patterned surface. One can also find a limited number of tribological MD studies which employed 

randomly rough substrates [1-12]; however, due to limitations in the lateral resolution of measuring 

devices, the nature of the atomic-scale roughness present on real surfaces is still under question. An 

important result stems from the work of Oliver et al. [13] who studied the morphology of tungsten 

nanoparticles using field-ion microscopy, and showed they have a stepped geometry; this was later used 
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for studying atomistic contacts [14], and also, for identifying the surface atoms via their potential 

energies [15]. On the other hand, the properties required to accurately generate a realistic rough surface 

at the atomic scale have yet to be investigated thoroughly. 

In this paper, various randomly rough surfaces were generated and used for building atomic blocks of 

pure gold. Then, the blocks were equilibrated via classical MD simulations, and the effects of different 

parameters, such as temperature and crystal orientation, on the equilibrated blocks were studied. The 

results show that the atomistic substrates cannot retain their sharp steps and edges, and the surfaces 

are smoothened due to thermodynamic considerations. This has important consequences in the 

performance of atomistic simulations, where emphasis should be placed on using physically meaningful 

surface topographies. 

2. Quasi self-affine rough surfaces 

The random nature of surface roughness, which is always present at some length scale, can be described 

statistically. One of the most widely used descriptions of random surfaces was introduced by Nayak [16]; 

through the translation of rough surfaces from the Cartesian space into the Fourier one, Nayak 

represented the height function ℎ(𝐩) (where 𝐩 = (𝑥, 𝑦) is a 2D vector in the plane 𝑧 = 0) of 

homogeneous-isotropic-Gaussian surfaces as 

ℎ(𝐩) =∑ℎ(𝐪)

𝐪

cos(𝐪 ∙ 𝐩 + 𝜑(𝐪)). 
 

Eq. 1 

where 𝐪 is the wavevector with 𝑞x and 𝑞y as its components, ℎ(𝐪) is the height roughness spectrum and 

contains the coefficients of the discrete Fourier transform of the rough surface, and 𝜑(𝐪) is a phase 

shift, randomly and uniformly distributed over [0,2𝜋). In order to generate real numbers for ℎ(𝐩) using 

Eq. 1, the values of ℎ(𝐪) and 𝜑(𝐪) should be defined in a way that ℎ(−𝐪) = ℎ(𝐪) and 𝜑(−𝐪) = −𝜑(𝐪). 

The coefficients ℎ(𝐪) are related to the power spectral density (PSD) of the surface, 𝐶(𝐪), which is the 

Fourier transform of the autocorrelation function of the surface, via ℎ(𝐪) = (2𝜋/𝐿)|𝐶(𝒒)|1/2 [17], 

where 𝐿 is the length of the system. 

2.1. The PSD of isotropic self-affine surfaces 

For the case of isotropy of the surface, 𝐶(𝐪) can be averaged to construct 𝐶(𝑞), where 𝑞 is the 
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wavenumber that corresponds to the magnitude of the wavevector 𝐪, i.e. 𝑞 = ‖𝐪‖. One of the models 

for describing the PSD of a self-affine surface, which has been widely used in the field of contact 

mechanics, has a simple formulation in the form Eq. 2: 

𝐶(𝐪) = {

𝐶0                     

𝐶0(‖𝐪‖ 𝑞r⁄ )𝛽

0                       

𝑞L ≤ ‖𝐪‖ < 𝑞r
𝑞r ≤ ‖𝐪‖ ≤ 𝑞S
elsewhere        

, 

 
Eq. 2 

where 𝛽 is referred to as “the PSD exponent” in this text and has a negative value, and 𝐶0 is a constant. 

Appendix A and Appendix B provide detailed discussions on the values of 𝛽 and 𝐶0. The range of 

wavenumbers is bounded by the long and short wavelength cutoffs denoted by 𝑞L and 𝑞S, respectively. 

The lowest possible wavenumber is connected to the length of the system, 𝐿, and its value is 𝑞L = 2𝜋 𝐿⁄ , 

while the highest possible wavenumber is related to the shortest wavelength, i.e. the shortest distance 

between two sampled neighboring points, 𝛿, and its value is 𝑞S = 2𝜋 𝛿⁄ . From this definition, it follows 

that 𝑞S depends on the lateral resolution of measuring instruments. Moreover, 𝑞r is the roll-off wave 

number, with 𝑞L < 𝑞r < 𝑞S. Figure 1 shows a schematic PSD corresponding to the definition of Eq. 2. 

 

Figure 1. The schematic power spectral density, plotted in a full logarithmic scale, based on the definition 

of Eq. 2. 

The definition of the PSD in the form of Eq. 2 is based on the Bhushan and Majumdar discovery of 

bifractal surfaces through analyzing magnetic tapes using atomic force microscopy [18]. The 

characterization of bifractal surfaces was discussed by Wu [19]: a bifractal surface has a critical 

wavenumber 𝑞c in its PSD such that the PSD exponent is different for wavenumbers larger and smaller 
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than 𝑞c. If 𝑞r ≠ 𝑞L, Eq. 2 results in a bifractal surface with 𝑞c = 𝑞r. The definition of bifractal surfaces 

can be more complicated, e.g. see [20, 21]. While most models have different formulae for 

wavenumbers larger or smaller than 𝑞c, the PSD of isotropic self-affine surfaces can be defined based on 

the K-correlation function, developed by Palasantzas [22], in the following form [23]: 

𝐶(𝑞) =
(𝜁𝜎rms)

2

2𝜋
(1 −

𝜁2

𝛽 + 2
𝑞2)

𝛽 2⁄

, 
 

Eq. 3 

where 𝜁 is the lateral correlation length, which is defined using the autocorrelation function 𝑅(𝑟) of the 

surface: more specifically, 𝜁 is the value of 𝑟 at which 𝑅(𝑟 = 𝜁) = exp(−1) [23]. It should be noted that 

𝛽 < −2 in this model. Although this model can describe the behavior of bifractal surfaces, it does not 

require any critical wavenumber. 

3. Atomic blocks with rough surfaces and the necessity of equilibration 

In order to generate an atomic block with a rough surface, the first step is to generate the rough surface 

as a point cloud of spatial coordinates, which will then be used for cutting an atomic block [2]. In the 

process of cutting, one may include the data points of the rough surface to preserve its spatial features 

[2] (see Figure 2); however, this would result in an unrealistic structure, with atoms being stacked closer 

together than possible in a real system. Depending on the resolution of the generated surface, this 

method can remove any sharp atomic steps and provide a smoother surface. In contact mechanics 

studies, this feature yields results closer to those of continuum mechanics theories, e.g. see [24]; 

however, because of the artificially high atomic density at the surface, the applicability of this method is 

limited to non-adhesive contacts, where only repulsion is accounted for, and cannot be used for studying 

adhesive contacts. Moreover, the lack of knowledge on the nature of roughness at the atomic scale 

limits researchers to data measured at larger scales: the vertical resolution along the height dimension 

can be down to the atomic level, but the lateral resolution of most instruments is still of the order of tens 

of nanometers. It should be mentioned that, if an atomic block is generated by this method, the block 

should be treated as a completely rigid material, otherwise the high surface density will result in 

instability of the system. On the other hand, it is possible to cut the atomic block without imposing the 

rough surface data points to the system, resulting in an atomic block that would not have an artificially 

high atomic density; however, in this latter case, which is the focus of the present work, atomic steps 

and edges are unavoidable. 
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The sections of two representative atomic blocks with rough surfaces are depicted in Figure 2: the 

prevalence of atomic steps is clearly shown. In the figure, the two rough surfaces were compared 

through their lateral correlation lengths, 𝜁: a larger value of 𝜁 corresponds to smoother features.  

 

Figure 2. Slices of two atomistic blocks generated by different arbitrary rough surfaces with lateral 

correlation  lengths of (a) ~21 Å and (b) ~7 Å. The smaller/blue dots indicate the atoms positioned 

based on their crystal structure descriptions, and the larger/red dots indicate the data points of the 

surface imposed to the system as additional atoms. 

When investigating rough surface contact with classical molecular dynamics, the atomic block needs to 

be relaxed from all arbitrarily assigned initial conditions so that the system can approach an equilibrated 

new state point [25, 26]. In this study, atomic blocks were sliced with different numerical rough surfaces 

(without imposing the numerical rough surface as additional atoms; see discussion in earlier paragraph) 

and the resulting rough atomic blocks were analyzed by examining their statistical properties. 

4. Simulation procedure 

4.1. Generating the rough substrates based on the simplified PSD 

The randomly rough surface generation was performed with the algorithm described by Persson et al. 

[17] and Rigazzi [27], by specifying the lattice constant 𝛿 = a0, where a0 is the lattice parameter of the 

simulated material. The surfaces were generated with a lateral length 𝐿 of 60a0. The highest 

wavenumber was set to 𝑞S = 𝜋 a0⁄ . The roughness of the generated surfaces was varied by changing the 

values of the roll-off wavenumber and the PSD exponent: the roll-off wavenumber was defined as 

𝑞r(𝑖) = 𝑞L
1−𝑖/4

𝑞S
𝑖/4
= 𝑞L(𝐿 𝛿⁄ )𝑖 4⁄  with 𝑖 ∈ {1, 2, 3}, and different values for the PSD exponent were 

selected where 𝛽 ∈ [−1,−5]. The corresponding values of 𝐶0 were defined based on Eq. B3, in order to 

set the RMS roughness at 2a0 (see Appendix B). It should be noted that 𝛽 = −2 resulted in an undefined 

value of 𝐼0 (see Eq. B4) for which the surfaces cannot be generated; therefore, 𝛽 was approximated by 

setting its value to −2.001. 

(a) (b) 
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Table 1 summarizes all the simulated rough surfaces: the surfaces are designated via their roll-off 

wavenumber and PSD exponent values, e.g. 𝑞1 denotes surfaces with 𝑞r(𝑖 = 1), and 𝛽3 refers to 

surfaces whose initial PSD exponent was −3; along these lines, 𝑞1_𝛽3 points to the surface with 

𝑞r(𝑖 = 1) and 𝛽 = −3. 

Table 1. All the surfaces generated based on the PSD of Eq. 2. The 𝑞r values, normalized by 𝑞L, for 𝑖 = 1, 

2, and 3 would be 2.78, 7.75, and 21.56, respectively. 

 𝛽 = −1 𝛽 ≅ −2 𝛽 = −3 𝛽 = −4 𝛽 = −5 

𝑞r(𝑖 = 1) 𝑞1_𝛽1  𝑞1_𝛽2 𝑞1_𝛽3  𝑞1_𝛽4  𝑞1_𝛽5  

𝑞r(𝑖 = 2) 𝑞2_𝛽1  𝑞2_𝛽2  𝑞2_𝛽3  𝑞2_𝛽4  𝑞2_𝛽5  

𝑞r(𝑖 = 3) 𝑞3_𝛽1  𝑞3_𝛽2  𝑞3_𝛽3  𝑞3_𝛽4  𝑞3_𝛽5  

Each of the generated rough surfaces was used for constructing a rough atomic block. To do so, a thick 

block of gold with a lattice parameter of a0 = 4.078 Å [28] was constructed. Then, the cutting procedure 

was applied by placing the rough surface at a position where the distance from the bottom of the block 

and the minimum height of the surface was 10a0; in other words, each block had a minimum thickness 

of 10a0. 

4.2. The equilibration procedure 

A number of substrates with specific rough surfaces were generated by means of the PSD in the form of 

Eq. 2, as described in section 4.1. In order to resolve the unstable atomic steps of the generated rough 

substrates, these needed to be equilibrated. This procedure was performed with classical molecular 

dynamics via the large-scale atomic/molecular massively parallel simulator (LAMMPS) [29]. The 

equations of motion were solved using the velocity-Verlet algorithm [30] with a step size of 10 fs [31]. 

This time step was tested by a pre-test simulation of NVE-ensemble to make sure that the system does 

not exhibit any energy drift. Periodic boundary conditions (PBCs) were applied along the lateral 

directions. Also, the atoms of the lowest layer were not allowed to move in the 𝑧 direction. The 

embedded atom method (EAM) potential [32], with the database developed by Sheng et al. [28], was 

used for governing the atoms. The temperature was set at 300 K by applying Berendsen’s thermostat 

[33] to all atoms, and the damping constant was set to 0.1 ps. The equilibration procedure was 

performed for 1.5 ns. 

The effects of roughness, crystal orientation, and temperature were investigated in this work. The details 
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of the roughness parameters are described in section 4.1. In order to study the effects of the crystal 

orientation, different atomic blocks were used in the cutting process; the blocks were dissimilar 

regarding their crystalline directions along the 𝑧 coordinate direction. Three dissimilar blocks with 

crystalline directions of [100], [110], and [111] along the 𝑧 axis were used in this study. It should be 

noted that the effects of crystal orientation were studied only on a number of selected systems (see 

section 5.4 for the details), and for the other systems, the [100] direction was set along the 𝑧 axis. 

Moreover, the effects of temperature were studied for one selected system (see section 5.5 for the 

details). The temperature was set at different values between zero Kelvin and the melting point of 

𝑇m = 1281 K [28]. It should be noted that the relaxation at zero Kelvin was done by the molecular 

statics method, using the Polak-Ribiere version of the conjugate gradient algorithm [34]. This 

minimization technique iteratively adjusts atoms coordinates in a direction with the steepest potential 

energy gradient. The procedure continues until the system reaches its local potential energy minimum. 

4.3. Roughness analyses of the equilibrated substrates 

In order to analyze the roughness of the equilibrated substrates, it was first necessary to identify surface 

atoms. To do so, the method described in Ref. [15] was utilized: a spherical gold particle with a radius of 

50 Å and a stepped geometry was equilibrated at 300 K, and the values of the potential energy were 

used as a criterion for identifying surface atoms, as shown in section 5.1. The visualization and structural 

analyses of the systems were performed using OVITO [35]. 

Once the surface atoms were identified, their spatial coordinates were used for fitting a surface of the 

form ℎ(𝐩) to them, using a triangulation-based linear interpolation function, e.g. see [36]. For the fitting 

process, the 𝐩-space extended over [0,0] and [𝐿, 𝐿] with a grid spacing of 𝛿 = a0. Considering 𝐿 = 60a0, 

a 60 × 60 grid was used for a p-space of size 𝐿 × 𝐿. Then, the fitted surfaces were analyzed for their 

relevant roughness parameters. 

It should be noted that the atoms’ positions were not saved as an averaged value over a period of time; 

the surface analysis was done for each system over the equilibration times between 1.1 ns and 1.5 ns 

(see Figure 4); i.e. each system was analyzed at the different time steps in which the equilibration was 

achieved, and the average values were reported. 

5. Results and discussion 

Table 2 illustrates the rough surfaces of the 𝛽3 systems, equilibrated at 300 K. The 𝑞3_𝛽3 system 
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changed in a way that removed a number of sharp atomistic edges, as can be seen by the significant 

reduction of sharp peaks and their coalescence into smoother ones in the equilibrated surface. The 

changes in 𝑞2_𝛽3 are smaller, and the changes in 𝑞1_𝛽3 can barely be noticed. It should be noted that, 

although the global minimum potential of the systems would be reached when the substrates are flat, 

the equilibration process led the systems to their local potential minimum. In other words, the 

roughness would not disappear unless an activation energy, for example, in the form of heat, is applied 

to the system to surpass the energy barrier between the local and global potential minima. The effects of 

temperature were investigated, and the results are discussed in section 5.5. 

Table 2. The atomistic 𝛽3 rough substrates with the [100] crystalline direction along their 𝑧 axis before 

and after equilibration process. The atoms are colored based on their height values, ranging between 

~10a0 (blue) and ~22a0 (red). 

 𝑞1_𝛽3 𝑞2_𝛽3  𝑞3_𝛽3 

B
ef

o
re

 E
q

u
ili

b
ra

ti
o

n
 

   

A
ft

e
r 

Eq
u

ili
b

ra
ti

o
n

 

   

5.1. Identifying the surface atoms at 𝟑𝟎𝟎 𝐊 

In order to compare the rough surfaces in a quantitative way, first, the surface atoms were identified. 

This was done by defining a potential cutoff using a calibration test [15], which is based on the analyzing 
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the energy distribution of the surface atoms of a spherical nanoparticle. It should be noted that, 

although the total potential energy of the nanoparticle is not directly comparable with the potential 

energy of the bulk, due to its large surface area, the potential energy values of the nanoparticle’s surface 

atoms are comparable with those of the surface atoms of the same material, regardless of its shape; 

therefore, the potential energy distribution of the nanoparticle’s surface atoms can be used for 

identifying the surface atoms of the rough substrates. Figure 3 shows the outer shell of the equilibrated 

particle, and the potential energy distribution of its atoms. The minimum energy between the 𝛿 and 𝜄 

peaks was selected as  the potential cutoff, and its value was found to be 𝑃𝐸c = −3.5380 ± 0.0004 eV. 

It should be noted that this characteristic potential energy was found to be independent from the 

applied temperature. Identifying the surface atoms using their potential energy values is very fast, 

because a simple comparison between the saved potential energies and the cutoff can be used for this 

identification, and no extra computation is required. Its applicability, however, is limited to perfect 

crystals, and, if the system has some defects or is not crystalline, other post-processing methods should 

be applied. For example, the system can be analyzed via a gridding algorithm; see section 5.5 for a 

discussion on this method. 

 

Figure 3. (a) A gold spherical particle with a stepped geometry, equilibrated at 300 K. The atoms are 

colored using their potential energy values. (b) The potential energy distribution of the shell atoms of the 

equilibrated gold particle. The vertical line indicates the value that divides the partially contacting atoms 

from the rest, i.e. 𝑃𝐸c. 

The main reason for the configuration changes was the reduction in the potential energy of the surface 

atoms. Sharp atomic steps and edges impose a high energy value; hence, thermodynamically, the 

potential energy is reduced until a more stable level is achieved with the removal of high frequency 
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spatial features. The changes in the potential energy were studied by extracting the potential energies of 

the surface atoms, i.e. atoms with a potential energy higher than the cutoff 𝑃𝐸c = −3.538 eV. Then, the 

average values per atom were calculated, as is shown in Figure 4. As the results show, the potential 

energy of the surface atoms dropped rapidly during the equilibration; however, after the first drop, the 

changes became smaller in magnitude. Moreover, the results show that the selected relaxation time of 

1.5 ns was long enough for the potential energies of all systems to reach a steady state. 

 

Figure 4. The average potential energy per atom (eV/atom) of the surface atoms of the studied systems 

during the equilibration process, at 300 K. 

By applying the potential cutoff 𝑃𝐸c = −3.538 eV, the surface atoms were identified. After the 

identification of the surface atoms, these were fitted by a surface. Figure 5 illustrates the identified 

surface atoms and the fitted surface of the equilibrated 𝑞1_𝛽3 system. The fitted surfaces were used for 

surface analysis; the results are presented and discussed in the following sections. 
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Figure 5. This figure illustrates (left) the identified surface atoms, and (right) the fitted surface of the 

𝑞1_𝛽3 system. The identified surface atoms were used for fitting a rough surface using a 60 × 60 

uniform grid. This procedure was followed for all of the systems, and the surface analyses were done on 

the fitted surfaces. In this figure, the atoms and grids are colored based on their height values: valleys 

and peaks are colored as blue and red, respectively. 

5.2. Roughness for 𝒛 = [𝟏𝟎𝟎] at 𝟑𝟎𝟎 𝐊 

Three sets of substrates, 𝑞1, 𝑞2, and 𝑞3, with crystal direction [100] along their 𝑧 axis were equilibrated 

at 300 K. The roughness of the substrates was characterized via three statistical parameters: lateral 

correlation length 𝜁 (see section 3), RMS gradient 𝑔 = √⟨|∇ℎ(𝐩)|2⟩, and RMS roughness 𝜎rms =

√⟨|ℎ(𝐩)|2⟩. Figure 6 shows the lateral correlation length and RMS gradient for the rough surfaces, both, 

before and after equilibration. For the generated surfaces, the lowest lateral correlation length and the 

highest RMS gradients were calculated to be 𝜁min ≅ 0.5a0 and 𝑔max = 2.08, respectively. While these 

two values were not controlled in the surface generating process, some limiting values were found for 

these two parameters in the equilibrated state: 𝜁min ≅ √2a0 and 𝑔max ≅ 1. While the maximum value 

of 𝑔max ≅ 1 was smaller than the maximum limiting value of √2 for nominally flat rough atomistic 

surfaces (see Appendix C), 𝜁min ≅ √2a0 can be related to the shortest possible wavelength 𝜆min =

2√2a0 in an fcc structure, which is four times the shortest interatomic distance in that crystalline 

structure. Moreover, Figure 6 shows that 𝜎rms for all generated surfaces was originally close to the 

assigned value of 𝜎rms = 2a0. The values of 𝜎rms of the equilibrated systems, however, changed to 

lower values with different magnitudes. 
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Figure 6. The statistical parameters of the rough surfaces: (a) the lateral correlation length normalized by 

the lattice constant, (b) the RMS gradient, and (c) the RMS roughness normalized by the lattice constant. 

Note that the systems are differentiated using their 𝑞r values, as described in section 4.1. 

Before further investigation, let us define a hybrid roughness parameter 𝜌 = 𝜎rms𝑔 𝜁⁄ : for a flat surface 

(𝜎rms = 0, 𝑔 = 0 and 𝜁 = ∞) 𝜌 = 0, and 𝜌 increases as the surface becomes rough with random 

roughness features, which results in higher values of 𝜎rms and 𝑔 and lower values of 𝜁. Figure 7 (a) 

shows how the roll-off wavenumber and PSD exponent affect the roughness of the original substrates: 

higher assigned values of 𝑞r and 𝛽 resulted in rougher surfaces. In order to compare the roughness 

parameters before and after the equilibration, their relative change was calculated via |Δ𝜌| 𝜌0⁄  with 

Δ𝜌 = 𝜌EQ − 𝜌0 where 𝜌EQ and 𝜌0 are the roughness of the equilibrated and original surfaces, 

respectively. The results are shown in Figure 8. This comparison shows that rougher surfaces 

experienced larger relative changes in their roughness. 

 

Figure 7. The roughness parameter 𝜌 of the substrates (a) before, and (b) after the equilibration. Note 
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that the ranges of 𝜌 differ by one order of magnitude between (a) and (b). 

 

Figure 8. The changes of 𝜌 as a function of the roughness of the original surfaces 𝜌0. 

Comparing the values of 𝜁 and 𝑔 with the corresponding values of 𝜌 (see Figure S2), it was found that 

𝜁min ≅ √2a0 and 𝑔max ≅ 1 correspond to the roughest substrates, and as the substrates become 

smoother, i.e. 𝜌 → 0, the values of 𝜁 and 𝑔 increase and decrease, respectively. Moreover, the results 

show that the changes on the RMS roughness was more pronounced on rougher surfaces (see Figure S3). 

This is due to the fact that the “priority” for a rough surface during equilibration is to lower its energy by 

becoming  smoother, and not to preserve any of its original statistical roughness parameters. 

Furthermore, the values of skewness 𝑆sk = 〈ĥ
3〉 〈ĥ2〉3 2⁄⁄  and kurtosis 𝑆ku = 〈ĥ

4〉 〈ĥ2〉2⁄ , with 

ĥ = h(𝐩) − 〈h(𝐩)〉, and their changes due to equilibration process were calculated. Figure 9 shows that 

the skewness values of the height distribution for the original surfaces were close to zero for most 

systems. For almost all substrates, the equilibration process results in negative values of skewness, which 

indicates that the effect of the removal of sharp peaks was more dominant than that of the removal of 

deep valleys [37]. The kurtosis of most of the original rough surfaces was close to, or lower than 3, and 

the equilibration process lowered the value of this parameter, indicating that the surfaces had relatively 

few high peaks and low valleys [37]; however, the changes of kurtosis showed no discernible correlation 

(see Figure S4). 
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Figure 9. (a) The values of skewness of the original (void symbols) and equilibrated (filled symbols) 

surface roughness. (b) The changes of kurtosis due to the equilibration process. 

The rough surfaces were investigated in more detail by analyzing their PSDs. Because the roughness of 

the substrates was periodic in the lateral directions, there was no need to average the roughness around 

the edges. Moreover, the highest frequency cutoff was defined using the shortest possible wavelength in 

the fcc structure, i.e. 𝑞S = 2𝜋 𝜆min⁄ . Figure 10 shows the PSD of a number of selected systems. As the 

results show, the equilibrated surfaces lost their high frequency content, i.e. the sharp steps and edges; 

however, this deviation is not spread over the whole range of wavenumbers, but starts at a specific 

wavenumber designated as 𝑞dev in the remainder of this paper: the equilibrated surfaces preserved their 

PSD values for wavenumbers smaller than 𝑞dev. The presence of 𝑞dev for all of the substrates is evidence 

that surface roughness at the atomic scale has fractal characteristics with three segments. 

 

Figure 10. The PSDs of a number of selected systems of (a) 𝛽 = −1, and (b) 𝛽 = −5. Note that the 𝑞2 
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systems are not included in the figure for purposes of clarity. The small dashed lines show different 

parameters: 𝑞S with a value of 𝜋 √2a0⁄  indicates the validity limit of the PSDs, 𝑞r(𝑖) points to the roll-off 

wavenumber of the original PSDs, and 𝑞dev in (a) shows the wavenumber at which the PSDs of the 

equilibrated surfaces deviate from the original PSDs. 

In order to investigate this deviation, 𝑞dev was defined as the smallest wavenumber at which 

|
𝐶relaxed−𝐶original

𝐶original
| = 0.5. Figure 11 shows the estimated values of 𝑞dev. The results show that 𝑞dev 

increases as the surface becomes smoother, which means that a smoother surface loses its original 

roughness features at higher frequencies compared to a rougher surface. Moreover, comparing the 𝑞dev 

with the corresponding 𝑞r shows whether the PSD has lost its original roll-off wavenumber or not: for 

𝑞dev > 𝑞r the roll-off wavenumber of the PSD would not change due to equilibration. Based on the 

results, it can be concluded that assigning lower values of 𝑞r decreases 𝑞dev, which means that the 

equilibration process does not affect the surface for a wider range of wavenumbers. Moreover, the 𝑞3 

systems showed the smallest values of 𝑞dev equal to ~1.585 Å−1. 

  

Figure 11. The estimated values of 𝑞dev as a function of roughness parameter 𝜌. The 𝑞r values are also 

shown for comparison. 

Although 𝑞dev points to the deviations of the PSD before and after equilibration, it is important to realize 

that the original PSD has a great impact even on the deviated section. This influence is illustrated in 

Figure 12, which compares the PSDs of two of the roughest substrates, i.e. 𝑞3_𝛽1 (𝜌 = 0.87) and 𝑞3_𝛽5 

(𝜌 = 0.61). This comparison reveals that these two surfaces had very similar high frequency features; 

however, it is easily noticeable how the original 𝑞r(𝑖 = 3) affected the shape of the PSD for 
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wavenumbers between 𝑞r(𝑖 = 3) and the corresponding 𝑞dev. 

 

Figure 12. The PSDs of the 𝑞3_𝛽1 and 𝑞3_𝛽5 systems. Note that the results are copied from Figure 10. 

Assuming a constant PSD exponent for the high frequencies of the surface roughness, the value of 𝛽 was 

estimated. In this estimation, the wavenumbers were bounded between 𝑞S = 𝜋 √2a0⁄  and the 

corresponding 𝑞dev. It should be noted that this estimation was done only for the systems for which 

𝑞dev ≥ 𝑞r, i.e. systems 𝑞1 and 𝑞2. The results (summarized in Figure S5) suggest a trend of decreasing 𝛽 

for increasing roughness 𝜌. 

5.3. Crystal defects due to equilibration process 

While the focus of this work is to study surface roughness and its changes due to the equilibration 

process, the substrates were also analyzed to investigate whether the changes resulted in the generation 

and emission of dislocations. The analyses of all systems revealed that a few dislocation lines were 

generated only in the 𝑞1_𝛽3 system with a total length of 10 nm (see Figure 13). Moreover, the 

generated dislocations did not grow, and stayed attached to the rough surface, signifying that much 

thinner substrates can be used for purposes of equilibration. Furthermore, the stress analysis showed 

that the equilibrated blocks were free of any locally accumulated stress. A detailed discussion can be 

found in the supplementary information. 

β1_Original β1_Equilibrated
β5_Original β5_Equilibrated
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Figure 13. The surface atoms and the generated dislocation lines of the equilibrated 𝑞1_𝛽3 system. The 

outlines indicate the size of the simulation box. 

5.4. Effects of crystal orientation 

The effects of crystal orientation were studied for four limiting systems, namely 𝑞1_𝛽1, 𝑞3_𝛽1, 𝑞1_𝛽5, 

and 𝑞3_𝛽5, corresponding to the minimum and maximum values of 𝑞r and 𝛽 investigated. The results 

were the same as the ones reported in Figure 8, and the crystal orientation had negligible effects on the 

relative changes of roughness (see Figure S6). Moreover, the minimum lateral correlation length was 

found to be 𝜁min ≅ √2a0 and independent from the crystallographic orientation. 

While the values of the RMS roughness, RMS gradient, and lateral correlation length were found to be 

independent from the crystallographic orientations, the skewness and kurtosis of the rough surfaces 

with higher values of 𝛽, i.e. those of the 𝛽1 system, showed dependency on the crystallographic 

orientations (see Figure S7). The results showed the smallest ranges of Δ𝑆sk and Δ𝑆ku for the systems 

with directions of [110] and [111] along their 𝑧 axis, respectively; however, the 𝑞1_𝛽5 system showed 

the minimum changes of Δ𝑆sk = 0.04 and Δ𝑆ku = 0.12. 

Moreover, the PSD of the rough surfaces were analyzed, and the values of 𝑞dev were estimated 

(summarized in Figure S8). The results show that, for almost all systems, changing the crystal orientation 

from [100] to, either, [110] or [111] resulted in larger values of 𝑞dev; however, the value of 𝑞dev for the 

𝑞3 systems was smaller than 𝑞r(𝑖 = 3) for all directions, meaning that the equilibrated surfaces had lost 

their originally assigned roll-off wavenumber, regardless of the crystal orientation along the 𝑧 axis. 

5.5. Effects of temperature 

In order to investigate the sensitivity of the results to temperature, the most stable system, 𝑞1_𝛽5, was 

selected and equilibrated at different temperatures ranging between absolute zero and the melting 

point of the simulated material, which is reported to be 𝑇m = 1281 K [28]. Figure 14 shows the potential 

energy of the equilibrated systems as a function of temperature. In order to visibly show the melting 

Dislocations Surface atoms 
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point, the heat capacity was estimated as ∆𝐸 ∆𝑇⁄ , where ∆𝐸 and ∆𝑇 are the changes in the potential 

energy and temperature between two data points. The sudden jump in the heat capacity between 

𝑇 𝑇m⁄ = 0.8 and 𝑇 𝑇m⁄ = 1.0 indicates the melting of the system [31]. 

 

Figure 14. The equilibrated potential energy and heat capacity of the systems as a function of 

temperature. 

For the systems at temperatures lower than 𝑇 𝑇m⁄ = 0.8, the surface atoms were identified as described 

in section 5.1. For the molten system, however, this method would not work because the molten 

structure affects the potential energy and its distribution throughout the system. Therefore, the surface 

atoms were detected via a gridding algorithm: the system was divided by a bin size of a0 along the 𝑥 and 

𝑦 directions, and within each bin, the atom with the maximum 𝑧 value was selected as the surface atom. 

The lateral correlation length and PSD of each rough surface was calculated, and the values of 𝜌 and 

𝑞dev were estimated, as shown in Figure 15. 
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Figure 15. (a) Roughness as a function of equilibrating temperature and lateral resolution (𝐿𝑅). (b) The 

dependence of deviation wavenumber on equilibrating temperature. The average roughness 𝜌̅ of each 

set was calculated based on the 𝜌 values for 0 ≤ 𝑇 𝑇m⁄ ≤ 0.8. 

Figure 15 (a) shows the calculated roughness of the surface analyzed with two different lateral 

resolutions (𝐿𝑅) of 1a0 and 5a0. The lateral resolution indicates the lateral distance between two 

adjacent sampled data; 𝐿𝑅 = 1a0 was selected to be consistent with the grid spacing used in the rough 

surface generating algorithm (see section 4.1), and 𝐿𝑅 = 5a0 ≅ 2 nm was selected to be comparable 

with the lateral resolution of measuring devices [38]. The results with 𝐿𝑅 = 1a0 show that the roughness 

slightly increases by changing the equilibrating temperature from 0 K to 0.6𝑇m, followed by a slight 

decrease for 𝑇 𝑇m⁄ = 0.8, and a sudden drop at the melting point. The mean roughness value of the 

surface at 𝑇 𝑇m⁄ ≤ 0.8 was calculated to be 𝜌̅ = 0.180 with an error of 3.3%. Although the dependence 

of roughness on temperature for 𝑇 𝑇m⁄ ≤ 0.8 was very small, it was not negligible: as the temperature 

was increased, the system experienced a thermal expansion, which was achieved by the repositioning of 

the atoms. Due to the PBCs along the lateral directions and the supporting atomic layer at the bottom of 

the system, which was fixed along the z-axis, the thermal expansion was restricted to only move the free 

rough surface. The surface atoms with higher potential energy values were the most favorable for 

changing their positions. As a consequence of the thermal expansion and repositioning process, the 

roughness could slightly change, and, also, more atoms could be identified as surface atoms; therefore, 

more data points would be accessible for fitting the surface. Figure 16 illustrates the identified surface 

atoms of the system along the path 0 ≤ 𝑥 ≤ 𝐿 at 𝑦 = 0.5𝐿. This figure shows how the thermal 

expansion affected the spatial coordinates of the surface atoms: for the selected path, the change in the 

temperature from 0 K to 0.6𝑇m resulted in the identification of 54 and 71 surface atoms, respectively. 

The higher number of identified surface atoms is related to thermally invoked atomic steps on the free 
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surface, which result in a higher roughness; see Appendix D for a detailed discussion on this behavior. 

 

Figure 16. The identified surface atoms of the system along the path 0 ≤ 𝑥 ≤ 𝐿 at 𝑦 = 0.5𝐿 at two 

temperatures of 0 K and 0.6𝑇m. 

All of the identified surface atoms were used for fitting a surface as described in section 4.3. The results 

were reported as 𝐿𝑅 = 1a0 for the case that all of the data points of the fitted surface were analyzed at 

once; this holds for all of the reported results of this work, with the exception of Figure 15 (a), where the 

results for 𝐿𝑅 = 5a0 were reported for comparison. For the case of 𝐿𝑅 = 5a0, the first noticeable result 

was a lower average roughness compared to the case of 𝐿𝑅 = 1a0: the average roughness was obtained 

to be 𝜌̅(𝐿𝑅 = 5a0) = 0.113 compared to 𝜌̅(𝐿𝑅 = 1a0) = 0.180 at 𝑇 𝑇m⁄ ≤ 0.8. Furthermore, the larger 

sampling lateral resolution made it possible to analyze the surface more than once, and the results were 

reported with the corresponding measurement errors. Figure 15 (a) shows that the calculated roughness 

values for 𝐿𝑅 = 5a0 at 𝑇 𝑇m⁄ ≤ 0.8 were more or less in the same range regardless of temperature 

without any meaningful difference. In another words, an 𝐿𝑅 of 5a0 is large enough to cover any 

meaningful changes of roughness at a temperature range of 𝑇 𝑇m⁄ ≤ 0.8. On the other hand, the 

changes of roughness would be clearer by studying the 𝑞dev values, as shown in Figure 15 (b); the 

deviating wavenumber is temperature-independent for 𝑇 𝑇m⁄ ≤ 0.4. At higher temperatures, the value 

of 𝑞dev decreases. At the melting point, 𝑞dev reaches the value of 𝑞L, indicating that the surface of the 

molten substrate has lost its original roughness features all over the surface. 

Figure 17 shows the atomic structure of the substrates at 𝑇 𝑇m⁄ = 0 and 𝑇 𝑇m⁄ = 1; this figure confirms 

that the very low value of 𝜌 ≅ 0.05 indicates that the surface is nearly flat. Although the roughness 

parameter 𝜌 is close to its theoretical minimum of zero (see section 5.2), it does not reach this value at 

the melting point due to the presence of thermally excited capillary waves. Instead, the roughness 
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parameter is calculated to be 𝜌 ≅ 0.07 at the melting point for the simulated systems, as discussed in 

detail in Appendix D. 

 

Figure 17. The atomic structure of the equilibrated substrate at (a) 𝑇 𝑇m⁄ = 0 and (b) 𝑇 𝑇m⁄ = 1. The 

atoms are colored based on their height values. 

Studying the effects of temperature shows that the deviating wavenumber is temperature-independent 

for T ≤ 0.4𝑇m. 

5.6. Generating pseudo-stable systems 

In order to generate a pseudo-stable rough substrate, two different methods can be proposed based on 

the results of the investigated systems: one would be to set the cutoff wavenumber of the PSD to some 

value smaller than or equal to the minimum of the deviating wavenumbers, i.e. 𝑞S ≤ min(𝑞dev) ≅

0.2 Å−1. This value translates into a wavelength of 𝜆 ≅ 8a0 and, although not being related to any 

critical length in an fcc structure, it can be compared with the current lateral resolution of atomic-force 

microscopy (AFM) utilizing carbon nanotube tips, which could be as low as ~2 nm [38]. For an fcc 

structure, however, the lateral resolution is relevant down to the interatomic spacing, where the PSD 

cutoff wavenumber needs to be defined by means of the shortest possible wavelength. Therefore, 

another method needs to be applied for resolving the deviation issue: the PSD can be described via 

expanding Eq. 2 into a three-segment PSD: 

(a) (b) 
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𝐶(𝐪) =

{
 

 
𝐶0                           

𝐶0(‖𝐪‖ 𝑞r⁄ )𝛽1     

𝐶1(‖𝐪‖ 𝑞dev⁄ )𝛽2

0                             

   𝑞L ≤ ‖𝐪‖ < 𝑞r
        𝑞r ≤ ‖𝐪‖ ≤ 𝑞dev
𝑞dev ≤ ‖𝐪‖ ≤ 𝑞S
elsewhere            

, 

 

Eq. 4 

with 

𝐶1 = 𝐶0(𝑞dev 𝑞r⁄ )𝛽1  .  Eq. 5 

Following the discussion in Appendix B and using Eq. B1, in order to generate a rough surface tuned to an 

assigned value of 𝜎rms, the value of 𝐶0 needs to be calculated from 

𝐶0 =
𝜎rms
2

2𝜋
𝑉−1,  

Eq. 6 

with 

𝑉 =
𝑞r
2 − 𝑞L

2

2
+ 𝑞r

−𝛽1 (
𝑞dev
2+𝛽1 − 𝑞r

2+𝛽1

2 + 𝛽1
+ 𝑞dev

𝛽1−𝛽2
𝑞S
2+𝛽2 − 𝑞dev

2+𝛽2

2 + 𝛽2
). 

 
Eq. 7 

In order to examine the applicability of the proposed methods, three different surfaces were generated: 

one surface using Eq. 2 with 𝑞S ≅ 0.2 Å
−1, and one using Eq. 3 with 𝑞S ≅ 0.2 Å

−1 and 𝜁 = 5a0; the PSD 

exponent for these two surfaces was selected to be 𝛽 = −3.5. The third surface was generated using Eq. 

4 with 𝑞dev ≅ 0.2 Å
−1, 𝑞S = 2𝜋 𝜆min⁄ , 𝛽1 = −3.5, and 𝛽2 = −4.5. The RMS roughness for all of surfaces 

was selected to be 𝜎rms = 2a0. The generated surfaces were used for building corresponding substrates 

as described in section 4.1, and the substrates were relaxed at zero Kelvin via the conjugate gradient 

algorithm [34], as described in section 4.2. The reason for relaxing the systems at zero Kelvin is based on 

the findings of section 5.5: the changes of the surface roughness are temperature-independent for  

𝑇 ≤ 0.4𝑇m. 

Figure 18 shows the PSDs of the rough surfaces before and after the equilibration process: the results 
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show no difference between the original and the equilibrated PSDs. In other words, both of the proposed 

methods can be used to generate pseudo-stable rough substrates. 

Furthermore, the applicability of the proposed methods was studied via another set of three surfaces, 

where all parameters were the same as the previous ones, but their RMS roughness was set to a larger 

value of 𝜎rms = 5a0. The PSDs of the rough surfaces are shown in Figure 19: while there is no difference 

between the original and the equilibrated PSDs for wavenumbers smaller than 0.2 Å−1, the deviations 

can be detected for larger wavenumbers. 
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Figure 18. The PSDs of the surface roughness of the generated (continuous line) and equilibrated 

substrates (dashed line). The surfaces were generated using (a) the two-segment PSD Eq. 2, (b) the K-

correlation model Eq. 3, and (c) the extended PSD model in the form of Eq. 4. It should be noted that the 

PSDs used for generating surfaces in (a) and (b) had a cutoff of 𝑞S = 0.2 Å
−1; however, for analyzing the 

surfaces, a natural cutoff of 𝑞S = 2𝜋 𝜆min⁄  was used. That is why the plots are shown with a different 

shading between the assigned cutoff and the natural one. 

(a) Two-segment PSD (Eq.2) (b) K_correlation model (Eq.3)

(c) Three-segment PSD (Eq.10)
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Figure 19. The PSDs of the surface roughness of the generated (continuous line) and equilibrated 

substrates (dashed line). The surfaces were generated using (a) the two-segment PSD Eq. 2, (b) the K-

correlation model Eq. 3, and (c) the extended PSD model in the form of Eq. 4. For the explanation of 

different values of 𝑞S on (a) and (b), the readers are referred to the caption of Figure 18. 

6. Conclusions 

The results of this investigation show that rough surface topography needs to be defined in a physically 

meaningful manner for implementation in atomistic simulations. Thermodynamically, rough surfaces 

under equilibration tend to have their atomic steps and edges removed in order to lower the potential 

energy of the system, and reach the local minimum of energy; as a result, the equilibration procedure 

smoothens the rough surfaces as the changes of skewness and kurtosis of the equilibrated surfaces 

under investigation in this work confirm. 

In this paper, different quasi-fractal rough surfaces were generated, which were used for constructing 

rough atomistic blocks of gold with different crystal orientations. Then, the blocks were relaxed and 

(a) Two-segment PSD (Eq.2) (b) K_correlation model (Eq.3)

(c) Three-segment PSD (Eq.10)
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equilibrated at different temperatures. The surface roughness of the equilibrated substrates was 

analyzed and compared with the corresponding original rough surface. In order to study the surface 

roughness, a hybrid roughness parameter was defined as 𝜌 = 𝜎rms𝑔 𝜁⁄ , which has a value of 𝜌 = 0 for a 

perfectly flat surface, and increases as the surface becomes randomly rougher. 

It was found that rougher surfaces experience larger roughness changes, and the dependence of these 

changes on crystal orientation is negligible. Moreover, the changes in the surface roughness were found 

to be temperature-independent for 𝑇 𝑇m⁄ ≤ 0.4. 

Furthermore, the rough surfaces were analyzed through their PSDs. It was found that the substrates 

could hold their original PSDs up to a wavenumber denotes 𝑞dev, where the deviation occurred for larger 

wavenumbers. A minimum value of 0.2 Å−1 was found for this deviating wavenumber, i.e. 𝑞dev ≥

0.2 Å−1. This finding was used for proposing two different methods to generate pseudo-stable rough 

substrates: one is to set the high frequency cutoff to the obtained minimum value for the 𝑞dev, i.e. 

𝑞S = 0.2 Å
−1. This situation can be amenable to comparisons with measurements performed with an 

AFM utilizing carbon nanotube tips featuring a high lateral resolution of ~2 nm [38]. This method was 

tested for different systems, where the results showed no differences in their PSD before and after the 

relaxation process. The other method for generating rough surfaces was obtained by defining a three-

segment PSD, described in Eq. 4. The method was tested for two different RMS roughness values of 2a0 

and 5a0. Analyzing the PSDs showed that, for the substrate with 𝜎rms = 2a0, there were no changes in 

the surface roughness due to the relaxation process; however, the substrate with 𝜎rms = 5a0 showed 

deviations at high wavenumbers larger than 𝑞dev = 0.2 Å
−1. The detected deviations in the final 

simulations (see Figure 19) for wavelengths larger than 𝑞S = 0.2 Å
−1, indicate that, if the lateral 

resolution needs to be finer than 2~3 nm, the system has to be relaxed regardless of its initial 

roughness, otherwise the rough surface representation would be non-physical. 

The results of the current investigation reveal that, rough surfaces used in atomistic simulations need to 

be properly equilibrated, regardless of their initial roughness, unless the lateral resolutions finer than 

~8a0 are not of interest. . It should be noted that this statement would be valid only for the roughness 

of free surfaces, i.e. before the occurrence of any type of contact; the changes of the surface roughness 

due to contact are not the focus of this research and have been studied extensively [3, 7-12]. 

Moreover, for the relaxation process, the initial block does not need to be thick, because dislocation 

emissions, if any, would be extremely limited during equilibration. Moreover, if the simulation 
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temperature is lower than 0.4𝑇m, instead of molecular dynamics, molecular statics (resembling 0 K) can 

be employed to relax the rough substrate. 

Appendix A 

For self-affine fractal profiles, the PSD exponent would be [39] 

𝛽 = −(2𝐻 + 𝐷𝑇),  Eq. A1 

where 𝐻 is the Hurst exponent, and 𝐷𝑆 is the spatial dimension of the projected fractal, i.e. 𝐷𝑆 = 2 for a 

fractal surface and 𝐷𝑆 = 1 for a fractal line. The Hurst exponent describes the raggedness of the profile, 

with a lower value leading to a rougher profile. The value of the Hurst exponent is bounded as 

0 < 𝐻 < 1. Considering the range of the Hurst exponent, one may conclude that 𝛽 ∈ (−2,−4) for a 

fractal surface. The definition of the PSD in the form of Eq. 2, however, does not apply such a restriction 

on the values of 𝛽. On the other hand, if 𝛽 exceeds the abovementioned limitation, the value of 𝐻 would 

vary outside the range of (0,1); therefore, 𝐻 loses its general meaning of the Hurst exponent [40]. This is 

the main reason why the PSD exponent is not expressed in terms of 𝐻 or 𝐷𝐹 in the current study. 

Appendix B 

The spectral moments of the PSD can be calculated from [41] 

𝑚𝑛 = 𝐴𝑛∫ 𝑞1+𝑛
+∞

0

𝐶(𝑞)d𝑞, 
 

Eq. B1 

with 

𝐴𝑛 = ∫ (cos𝜔)𝑛
2𝜋

0

𝑑𝜔. 
 

Eq. B2 

For 𝑛 = 0, 2, and 4, 𝐴𝑛 equals 2𝜋, 𝜋, and 3𝜋 4⁄ , respectively. Considering the definition of 𝐶(𝑞) for 

𝑞L ≤ 𝑞 ≤ 𝑞S based on Eq. 2, Eq. B1 can be solved and reformulated as follows: 
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𝑚𝑛 = 𝐴𝑛𝐶0𝑞r
2+𝑛𝐼𝑛 ,  Eq. B3 

with 

𝐼𝑛 =
1 −𝑀L

2+𝑛

2 + 𝑛
−
1 −𝑀S

2+𝑛+𝛽

2 + 𝑛 + 𝛽
, 

 
Eq. B4 

where 𝑀L = 𝑞L 𝑞r⁄ , and 𝑀S = 𝑞S 𝑞r⁄ . These formulae are important for the generation of rough 

surfaces; a rough surface can be generated by solving Eq. 1, where the values of ℎ(𝐪) should be 

converted from the values of 𝐶(𝐪) in the form of Eq. 2. In order to solve Eq. 2, the values of 𝑞L, 𝑞r, 𝑞S, 𝛽, 

and 𝐶0 need to be defined beforehand. The values of these variables can be assigned arbitrarily, 

provided they do not violate the conditions of 𝑞L < 𝑞r < 𝑞S, 𝛽 < 0, and 𝐶0 > 0. The value of 𝐶0, 

however, can be defined such that the generated surface will possess a specific spectral moment. 

Considering that 𝑚0 = 𝜎rms
2  [16], and 𝑚2 =

1

2
𝑔
2

 [42], the parameter 𝐶0 can be defined as 𝐶0 =

𝜎rms
2 (𝐴0𝐼0𝑞r

2)−1 and 𝐶0 =
1

2
𝑔
2
(𝐴2𝐼2𝑞r

4)−1, respectively. In order to generate a surface with given values 

of 𝜎rms and 𝑔, however, 𝐶0 will need to have a unique solution, resulting in a distinctive roll-off 

wavenumber of 𝑞r = (𝑔 𝜎rms⁄ )√𝐼0 𝐼2⁄ , which cannot be solved analytically. Therefore, in this study, 𝐶0 

was estimated based on the PSD’s zeroth moment, in order to generate rough surfaces with a specific 

value of 𝜎rms. 

Appendix C 

For an atomistic nominally flat rough surface, a limiting case would be a saw-tooth rough surface, with 

every other atom removed along each of the lateral directions. In the surface analysis methods adapted 

in this work, the atomistic rough surfaces were projected on a uniformly gridded plane. The estimated 

surface for the abovementioned limiting case is shown in Figure C1. It can be shown that the local 

gradient on each grid point is √2. Consequently, the mean gradient of this limiting case would be √2. 
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Figure C1. (Left) The uniformly gridded plane for the limiting case of an atomistic nominally flat rough 

surface along the {001} planes of an fcc structure, where every other atom is removed along each 

direction of 𝑥 and 𝑦. Note that no grid was assigned for the faced-centered atoms in the surface analysis 

of the current work. (Right) A selected grid of the saw-tooth rough surface. The numbers on the edges 

indicate the calculated slopes along the x and y axes. The numbers on the arrows indicate the local 

gradients at each grid point. 

Appendix D 

The interface undulation between any two fluids can be described by capillary wave theory; see [43] for 

a short review, and [44] for a deep discussion on the applicability of this theory in MD simulations. While 

this theory is most relevant for interfaces between fluids, one may argue that it is still applicable for the 

cases studied in this research, i.e. the free surface of a solid, specifically for studying the effect of 

temperature on the surface roughness. 

In capillary wave theory, the thermally excited height fluctuation spectrum ℎCW(𝑞) of an isotropic 

crystallographic surface can be expressed by:  

〈|ℎCW(𝑞)|
2〉 =

𝑘𝐵𝑇

𝛾𝐿2
𝑞−2, 

 
Eq. D1 

where 𝑘𝐵 is the Boltzmann constant, and 𝛾 is the surface energy of the free surface expressed in the 

dimensions of energy over area. Considering the relation 𝐶(𝑞) = (𝐿 2𝜋⁄ )2〈|ℎ(𝑞)|2〉 (see section 2), the 

−1 +1 

+1 

−1 
𝑥 

𝑦 
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power spectral distribution of the thermally agitated capillary waves can be written as 

𝐶CW(𝑞) =
1

4𝜋2
𝑘𝐵𝑇

𝛾
𝑞−2. 

 
Eq. D2 

The RMS roughness of the thermally agitated capillary waves can be obtained from 𝑚0 (see Appendix B) 

to be 

𝜎rms,CW = (
1

2𝜋

𝑘𝐵𝑇

𝛾
ln (

𝐿

𝛿
) )

0.5

. 
 

Eq. D3 

Therefore, the total RMS roughness of the surface can be estimated as 

𝜎rms = √𝜎rms,0
2 + 𝜎rms,CW

2 . 
 

Eq. D4 

Considering Eq. D3 and the proportionality of 𝐶CW ∝ 𝑇, one may argue that the roughness would be 

higher as the equilibration temperature increases. This would be in accord with the reported results in 

section 5.5. 

As the temperature rises, the material softens and cannot withstand the local stresses due to the initial 

surface roughness, as is particularly visible for the case of 𝑇 = 𝑇m; however, the generated capillary 

waves do not allow the surface to have a roughness parameter of 𝜌 = 0. In order to estimate the 

roughness parameter of the free surface at the melting point, one can assume that the surface 

roughness is solely due to capillary waves. Therefore, the RMS roughness can be calculated via Eq. D3. 

Moreover, the mean gradient can be calculated from 𝑚2 (see Appendix B) to be 

𝑔CW = (𝜋
𝑘𝐵𝑇

𝛾
(𝛿−2 − 𝐿−2))

0.5

. 
 

Eq. D5 

Furthermore, the autocovariance function of the power spectral distribution in the form of Eq. D2 can be 

calculated using the zero-order Hankel transform of 𝐶(𝑞), which results in 
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var(𝑟) =
1

2𝜋
∫ 𝐶(𝑞)𝐽0(𝑞𝑟)𝑞𝑑𝑞 
𝑞𝑆

𝑞𝐿

, 
 

Eq. D6 

where 𝐽0 is the zero-order Bessel function of the first kind. Then, the autocorrelation function can be 

calculated as 𝑅(𝑟) = var(𝑟) var(𝛿)⁄ . 

For the simulated material, the melting point and the (100) surface energy are 1281 K and 1.225 J m2⁄ , 

respectively [28]. Inserting these values into Eq. D3, Eq. D5, and Eq. D6, yields values for the RMS 

roughness, mean gradient, and lateral correlation length of 𝜎rms,CW = 0.6a0, 𝑔CW = 0.5, and 

𝜁CW = 4.7a0, respectively. It should be noted that the lateral correlation length was estimated from the 

numerical solution of Eq. D6 (see Figure D1). Thus, the roughness parameter of the molten system can 

be calculated as 𝜌CW ≅ 0.07, which is very close to the measured value of 𝜌 ≅ 0.05 for the system at 

the melting point (see section 5.5). 

 

Figure D1. The autocorrelation function of the thermally agitated capillary waves on a free surface of a 

gold substrate at the melting point. 
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