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This dissertation demonstrates an explanation of damage and reliability of 

critical components and structures within the second law of 

thermodynamics. The approach relies on the fundamentals of irreversible 

thermodynamics, specifically the concept of entropy generation due to 

materials degradation as an index of damage. All failure mechanisms that 

cause degradation, damage accumulation and ultimate failure share a 

common feature, namely energy dissipation. Energy dissipation, as a 

fundamental measure for irreversibility in a thermodynamic treatment of 

non-equilibrium processes, leads to and can be expressed in terms of 



  

entropy generation. The dissertation proposes a theory of damage by 

relating entropy generation to energy dissipation via generalized 

thermodynamic forces and thermodynamic fluxes that formally describes 

the resulting damage. 

 Following the proposed theory of entropic damage, an approach to 

reliability and integrity characterization based on thermodynamic entropy 

is discussed. It is shown that the variability in the amount of the 

thermodynamic-based damage and uncertainties about the parameters of a 

distribution model describing the variability, leads to a more consistent and 

broader definition of the well know time-to-failure distribution in reliability 

engineering. As such it has been shown that the reliability function can be 

derived from the thermodynamic laws rather than estimated from the 

observed failure histories. Furthermore, using the superior advantages of 

the use of entropy generation and accumulation as a damage index in 

comparison to common observable markers of damage such as crack size, 

a method is proposed to explain the prognostics and health management 

(PHM) in terms of the entropic damage. 

The proposed entropic-based damage theory to reliability and integrity is 

then demonstrated through experimental validation. Using this theorem, 

the corrosion-fatigue entropy generation function is derived, evaluated and 

employed for structural integrity, reliability assessment and remaining 

useful life (RUL) prediction of Aluminum 7075-T651 specimens tested.   
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1. Chapter 1: Introduction 

1.1 Motivation  

Cumulative hazard and cumulative damage models are important for reliability and 

structural integrity assessment. In fact, there is a substantial gap between available 

reliability and integrity techniques and the fundamental science of materials 

degradation dynamics needed to model early failure prediction and assessment of the 

remaining useful life (RUL) of critical components and structures. To advance the 

traditional structural integrity and life estimation approaches, this research proposes an 

alternative science-based approach to damage assessment and reliability modeling 

based on the second law of thermodynamics.  

This research proposes and demonstrates that the entropy generated by multiple failure 

mechanism processes, which lead to materials degradation, can be used as a more 

representative and integrated index of damage. The proposed entropic-based damage 

index offers a unified and more comprehensive measure of damage. It is known that 

energy dissipations associated with failure mechanisms, which lead to materials 

degradation, involve irreversible processes resulting in entropy generation which is 

physically measurable as the materials degrade. It is, therefore, hypothesized, and later 

demonstrated, that entropy generation is a suitable measure of damage as it allows for 

more accurate estimation of reliability of components, integrity of structures and the 

expended and remaining life of materials. 
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One application of the proposed concept is the entropic characterization of corrosion-

fatigue degradation mechanism. As will be discussed later, this approach, i.e. the 

entropy-based damage approach, is used to assess the degradation and reliability of 

aluminum 7075-T651 specimens. Furthermore, a standard entropy-based damage 

prognostic and health management (PHM) approach is employed in integrity 

assessment and remaining useful life prediction of aluminum 7075-T651 specimens. 

Using entropy as a thermodynamic state function for damage characterization, this 

research discusses the effectiveness of entropic-endurance threshold for probabilistic 

prognostic purposes. 

 

1.2 Research Objectives and Approach 

In this research, an answer is sought to the question of how the entropy generation of 

failure mechanisms can describe the amount of materials damage and how such 

description is used to characterize reliability and integrity of components and 

structures. Using a theorem relating entropy generation to dissipative processes via 

generalized thermodynamic forces and thermodynamic fluxes, this dissertation 

develops a model that formally describes the damage parameter. Having developed the 

proposed entropic damage model over time, the entropy-based reliability and PHM 

models are derived. To demonstrate the proposed approach, this dissertation elaborates 

on one synergistic degradation process and failure mechanism: corrosion-fatigue.  
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In considering the use of entropy for corrosion-fatigue structural integrity assessment, 

this research involves the following steps: In considering the use of entropy for 

corrosion-fatigue structural integrity assessment, this research involves the following 

steps:  

 Provides a mathematical formalism for entropy generation as a damage index, 

derived in terms of multiple dissipative processes occurring in corrosion-fatigue.  

 Explores the hypothesis that degradation-caused entropy generation is independent 

of the cumulative damage path, i.e., the generated entropy is constant for all units 

as they reach an undesired level of damage. 

 Demonstrates the advantages of such an entropic damage that uses entropy 

generation as an index.  

 Uses the proposed entropic damage for assessing reliability of components and 

structures and demonstrates the approach on Al 7075-T651 alloy specimens tested 

for corrosion-fatigue damage.  

 Assesses the performance of the entropy-based PHM framework for prediction of 

Al 7075-T651 alloy specimen RULs. Other features of entropy such as its capability 

in studying the synergistic effects arising from interaction of synergistic corrosion 

and fatigue processes [1, 2] are also investigated within experimental records.  

In order to meet these objectives, the process employed in research can be summarized 

as shown in the following flowchart: 
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Figure 1.1. Dissertation processes flowchart  

 

1.3 Contributions 

The main contributions in this dissertation are:  

 Development and confirmation of an entropic theory of damage based on the 

second law of thermodynamics along with an entropic index that quantifies the 

amount of linear cumulative damage or cumulative hazard.  

 Characterization and derivation of reliability functions such as the time-to-

failure probability density function within the second law of thermodynamics. 

This includes providing definition for the notions of entropic damage to failure 

(EDTF) and entropic-endurance. 
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  Description of the entropic-based structural reliability properties such as 

expended life and RUL. 

 Demonstration of the superior advantages in using the entropic damage index 

in PHM applications. 

 Development of a corrosion-fatigue thermodynamics model that is used in the 

subsequent experimental verifications as an example of a complex interactive 

degradation phenomenon. 

 Demonstration of the applications of the proposed theorem and approaches in 

corrosion-fatigue degradation mechanism, simulated in the laboratory 

environment. The thermodynamic entropy generated “as a measure of damage” 

in the corrosion-fatigue degradation mechanism was evaluated in terms of 

associated dissipative processes for Al 7075-T65. 

 Introduction of a more consistent definition of reliability of items in the context 

of the entropic-damage along with its demonstration to the corrosion-fatigue 

degradation of the specimens tested. 

 Applications of the entropic-damage in reliability assessment, in PHM and 

RUL estimation of specimens tested have been demonstrated. 

 

1.4 Outline of the Dissertation 

The remainder of the dissertation is organized as follows. Chapter 2 provides a review 

of the background and related studies. In Chapter 3, the thermodynamics 
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background necessary for the assessment of entropic damage is presented. In 

Chapter 4, I discuss the uncertainties related to the damage evolution model, the 

ability of entropy to provide the best life model, and the entropy-based reliability 

and PHM approaches are demonstrated. Chapter 5 derives a function of entropy 

generation resulting from corrosion-fatigue degradation mechanism through 

identification of associated dissipative processes. Chapter 6 illustrates the materials 

and the experimental procedure employed for simulation of corrosion-fatigue 

degradation mechanism and investigates the mechano-chemical synergistic effect. 

In chapter 7, the entropy-based damage model is employed to evaluate the 

degradation evolution trend of Al 7075-T651 specimens subjected to corrosion-

fatigue; the entropy based reliability method is applied to obtain the reliability of 

specimens at a particular time; and the RUL of specimens are estimated via the 

entropy-based PHM framework. Chapter 8 concludes and provides 

recommendations for future work.   
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2. Chapter 2: Background and Review of Major Related 

Works 

This chapter provides an overview of the key literature on degradation and damage 

models used in the assessment of reliability of systems and integrity of structures. It 

mainly concentrates on the notion of entropy generation as a measure of degradation 

and damage in materials, and reviews the state-of-the-art advances in entropic 

treatment of damage followed by a discussion on the generalization of the entropic 

concept to damage characterization. Specific examples of thermodynamic-based 

treatments of damage are presented and degradation mechanisms such as fatigue, wear 

and corrosion, including coupled (interacting) mechanisms, are discussed. The superior 

advantages of an entropic approach in reliability assessment and RUL predictions of 

structures and components are discussed and compared with the current methods and 

approaches. 

 

2.1 Failure Models 

Reliability engineering has evolved significantly over the past few decades in the way 

it addresses risk and reliability challenges in design, manufacturing and operation. The 

evolution of reliability modeling began with the traditional generic handbook-based 

reliability prediction methods such as those advocated in MIL-HDBK-217F [3], 

Telcordia SR-332 [4], and FIDES [5] relied on the analysis of field data (with complex 

and varied operating and environmental conditions), with the assumption that the 
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failure rates are constant. However, numerous studies have shown that by not 

considering unit-to-unit minor variations and differences in the field operation of units 

(especially in identical units), the generic and even more unit-specific data led to 

misleading and inaccurate reliability assessments [6, 7].  

More recently, formal consideration of empirically based physics and mechanistic 

models in reliability analysis, herein referred to as the physics of failure (PoF) 

approach, has been a significant improvement over the conventional historical data and 

reliability test approaches [8, 9, 10, 11, 12]. The PoF approach simulates empirically 

based physical models of failure based on the science of failure mechanisms such as 

fatigue, fracture, wear, and corrosion.  

There are three possible PoF modeling frameworks subject to the nature of the 

underlying failure and degradation mechanism: the stress-strength model, the 

performance-requirement model, and the damage-endurance model [13]. The most 

common PoF model of failure is the damage-endurance model, where degradation in 

the form of irreversible cumulative damage occurs. The stress aggregate drives the 

cumulative damage metric. Cumulative damage may not degrade performance; 

however, the item fails when the cumulative damage exceeds its endurance limit. In all 

these models, damage is an abstract notion. Traditionally, to measure damage, 

observable surrogates or markers of damage, such as crack length [1] or amount of wear 

[14] have been used to characterize damage. Next section elaborates on damage 

definition concept and its effect on degradation and structural integrity assessment. 
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2.2 Damage Parameter Definitions 

The common definition of damage relies on the field variables chosen to describe the 

anticipated aging or degradation process which is subjective and dependent on the 

choices of the observable variables in the underlying physical processes leading to 

damage. For example, for fatigue, damage variables used to describe the expected 

damage include the ratio of instantaneous to final crack lengths [15], the linear 

summation of normalized number of cycles accumulated at different stresses (Miner’s 

rule) [16], the accumulation of normalized surface layer stress [17], the cumulative 

plastic strain ratio [18], the linear summation of persistent slip band length ratio [19], 

the accumulation of the endurance limit ratio [20, 21] and the ratio of defect surface 

area to total cross section area [22]. For wear damage, the local plastic deformation 

[23], the wear volume [14] and delamination of composites [24] have been used. 

Moreover, the definition of damage can vary at different geometric scales. For example, 

in the corrosion-fatigue degradation mechanism, transmission electron microscopy and 

dislocation modeling studies show that at the nano-scale, adsorbed hydrogen ions 

localize plastic deformation and lower the energy required for fracture, resulting in 

degradation [25]. At the micro-scale level, it has been shown that weakness of oxide 

film for extensive plastic deformation relative to the underlying metal may result in the 

localization of slip bands and a reduction in near-surface plasticity, ultimately leading 

to the formation of dislocation structures and voids [26]. At the meso-scale level, 

damage constitutes the growth and coalescence of micro cracks that initiate a crack. At 
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a macro-scale level, damage is defined as the growth and propagation of macro-cracks 

that result in a final fracture [1]. 

2.3 Thermodynamic Characterizations of Damage 

It is evident that the true damage in nearly all degradation processes is larger than the 

observed markers of damage. For example, in fatigue involving plastic deformation, 

many unobserved subsurface micro cracks, among other types of damage are present 

before a marker of damage such as a large enough crack becomes observable. 

Difficulties in proposing a consistent definition of damage from the physical and 

mechanical points of view have compelled some researchers to look for a 

microscopically consistent definition in the context of the continuum damage 

mechanics (CDM) [22, 1]. For example, in CDM, damage, 𝐷, as a thermodynamic 

internal variable is defined as the effective surface density of microdefects: 

𝐷 =
𝐴𝐷

𝐴𝑖
 

(1)  

where 𝐴𝐷 is the damage surface area and 𝐴𝑖 is the initial (pre-damage) cross section 

area. Due to the difficulty of directly measuring the density of defects on the surface or 

volume of materials, Lemaitre [22] used the strain equivalent principle to correlate 

between other measurable properties of material (e.g. variation of elastic strain, module 

of elasticity, micro-hardness, density, and plastic strain) and damage. However, these 

different damage indices do not provide a consistent measure of damage that covers 

both observable and unobservable damages.  In a thermodynamic framework, Lemaitre 

[22] also utilized the thermodynamic relation between damage rate and dissipation of 
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energy to derive the constitutive equations. He provides a comprehensive discussion 

on the general methods of deriving the constitutive equations for different degradation 

processes. However, the analytical expression of the dissipation potential (or 

equivalently damage rate potential) is not of concern in this study. Rather, we propose 

a general way to quantify damage that is applicable to different degradation 

phenomena. Therefore, a more objective, consistent and broad definition of damage is 

necessary and plausible. To attain this goal, this study elaborates on the concept of 

material damage within the thermodynamic framework. 

Thermodynamically, all failure mechanisms (degradation processes) leading to damage 

share a common characteristic, which is the dissipation of energy. In thermodynamics, 

dissipation of energy is the basic measure of irreversibility, which is the main feature 

of the degradation processes in materials [27]. Chemical reactions, release of heat, 

diffusion of materials, plastic deformation, and other means of energy production 

involve dissipative processes. In turn, dissipation of energy can be quantified by the 

entropy generation within the context of the irreversible thermodynamics. Therefore, 

dissipation (or equivalently entropy generation) can be considered as a substitute for 

characterization of damage. This forms the basis of a theory pursued in this study, in 

which entropy generation is considered as a broad index of damage and thus offers a 

science-based alternative to model a wide range of damage processes and describes a 

more fundamental science of reliability and integrity assessment.  Dissipative processes 

can be directly related to thermodynamic entropy, for example plasticity and 
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dislocations [28, 29], erosion-corrosion [30], wear and fracture, fretting-corrosion [31], 

thermal degradation [32], and associated failure of tribological components [33, 34]. 

 

2.3.1 Entropy for damage characterization from statistical mechanics 

approach 

There are two distinct interpretations of entropy for damage characterization. In the 

statistical mechanics microscopic interpretation of entropy introduced by Boltzman 

[35], the connection between damage and entropy may be established by using 

Equation 2 where the entropy, 𝑆,  “as a macroscopic thermodynamic quantity  can be 

connected with the statistical microscopic quantity” [36] , 𝑊, describing “the 

probability that the system will exist in the state it is, relative to all the possible states 

it could be in” [37].  

 

 𝑆 =  𝐾𝐵 ln𝑊 (2)  

 

where 𝐾𝐵 = 1.38 × 10−23JK-1 is the Boltzmann constant. Using this approach, 

Basaran et al. [37, 38, 39, 40] and Temfack and Basaran [41] introduced a damage 

variable model as the ratio of probability of a microstructure state, 𝑊, to the original 

reference state probability, 𝑊0.  They calculated entropy generation and employed the 

Boltzmann notion of statistical entropy to describe the damage growth function for 

Pb/Sn solder alloys. Tucker et al. [42] and Chan et al. [43] also utilized the statistical 
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mechanics [44] interpretation of entropy for modeling damage and fatigue fracture 

initiations and growth in solder joints. In their model, damage is defined as the 

cumulative distribution function corresponding to the probability of a microstructure 

state, 𝑊, occurring as a function of an entropic measure.  

 

2.3.2 Use of second law of thermodynamics approach for damage 

characterization 

The macroscopic interpretation of entropy as the second law of thermodynamics offers 

an alternative definition of damage based on the interesting aspect of the principle of 

entropy increase. According to the second law of thermodynamics, natural processes 

evolve spontaneously in one direction only through the increase of entropy [45]. In 

accordance with the principle of entropy increase, manufactured organized components 

return to their natural conditions through degradation, which reduces the integrity of 

material properties to the point where the components are no longer functional [27]. 

Feinberg and Widom [46, 47] made early efforts to describe a thermodynamic-based 

definition of damage. They developed a thermodynamic characterization of 

degradation dynamics, which employs the Gibbs free energy as a measure of material 

or component parameter degradation. According to their model, disorder/damage must 

increase entropy or reduce thermodynamic energies. The use of Gibbs free energy and 

its reduction to represent the degradation, however, is only valid when the pressure and 

temperature of the system remain constant [2], which constrained their model of 
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degradation to isothermal-isobaric conditions (e.g., Gibbs energy-based damage 

modeling cannot capture degradations due to thermal losses). Furthermore, they 

assumed that change in the system characteristic results from a log-time aging behavior 

versus time. This is true only if the damage accumulates at a fixed rate, which assumes 

constant use and accumulation of damage at a constant rate [27]. In fact, the emerging 

field of damage mechanics tracks entropy and thermodynamic energies to quantify the 

behavior of irreversible degradations, including tribological processes such as friction 

and wear [48, 49, 50, 51, 34] and fretting and fatigue [52, 53, 54, 37], that incline to 

increase entropy generation of the components or structures. In what follows we 

elaborate on the concept of entropy employed to represent some irreversible processes 

including fatigue, wear and stress corrosion cracking. 

 

2.3.2.1 Use of entropy in modeling fatigue damage 

Particularly in the fatigue and fracture community, thermodynamic treatment of 

damage has been broadly studied. Early efforts at entropy-based modeling date back to 

the studies of Whaley et al. [55, 56, 54]. They suggested that the entropy generation 

during fatigue is associated with the plastic energy dissipation, and can be assessed by 

the cumulative amount of plastic energy per unit temperature of material. Furthermore, 

they suggested that at the beginning of fatigue failure, the total entropy gain due to 

irreversible plastic deformation is constant. Ital’yantsev [57, 58], likewise, showed that 

fatigue failure occurs when the material gains a critical value of cumulative entropy. 

He proposed mathematical conditions for failure and showed that the entropy of a 
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material tends to increase until failure occurs, after which the entropy generation 

vanishes. However, Whaley et al. and Ital’yantsev offered no experimental 

observations or quantification of entropy accumulation to support their claim. 

Basaran et al. [37, 38, 39, 40] , Tucker et al. [42] and Chan et al. [43] used the concept 

of entropy from statistical mechanics [44] for modeling damage and fatigue fracture 

initiation and growth in solder joints. Their model uses a small-strains small-

displacements assumption with application to electronic packaging under isothermal 

conditions. Furthermore, it does not make a clear distinction between the total entropy 

and the entropy generation.  

Naderi et al. [59] demonstrate the potential of employing the concept of thermodynamic 

entropy generation to assess degradation in processes involving metal fatigue. They 

report a broad series of experiments performed to determine the fatigue fracture entropy 

for two different metals. In particular, they show that the maximum value of cumulative 

entropy for Aluminum 6061-T6 undergoing low-cycle fatigue is about 4 MJ/m3 K and 

about 60 MJ/m3 K for stainless steel 304L, irrespective of the load amplitude, 

geometry, size of specimen, frequency, and stress state. Similarly, Amiri et al. [60] 

show that the accumulated entropy generation for bending low-cycle fatigue tests of 

Aluminum 6061-T6 samples is nearly constant, with the average of 4.07 MJ/m3K, 

regardless of the displacement amplitude. They show that empirical fatigue models 

such as Miner’s rule, Coffin-Manson Equation, and Paris law can be deduced from 

thermodynamic consideration. 
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Ontiveros [52] also employed entropy generation to estimate time to fatigue crack 

initiation in notched specimens subjected to uniaxial cyclic load in high-cycle regimes. 

Results of their work suggest that the time for short fatigue crack can be estimated via 

cumulative entropy generation. 

 

2.3.2.2 Use of entropy in wear damage treatment 

Thermodynamic treatment of wear damage has also been extensively studied. Early 

attempts date back to the work of Klamecki [49], who performed a near-equilibrium 

analysis via entropy generation to demonstrate energy dissipation in friction processes. 

Klamecki showed that entropy could be used to describe all dissipative processes in 

sliding contact, including wear damage. The experimental work of Doelling et al. [50] 

showed that the amount of mass removal due to wear has a linear correlation with 

entropy flow. Entropy flow was calculated by means of a calorimeter via measuring 

heat generation and temperature rise at contact surfaces. They also showed that the 

classical Archard’s wear law [14] is a consequence of the second law of 

thermodynamics and can be derived in terms of a functional relationship between wear 

and entropy flow. It is to be noted that the work of Doelling et al. pertained to steady-

state conditions where entropy flow is equal to entropy generation. Doelling et al. 

argued that it is the entropy generation that represents exhaustion (i.e., degradation) of 

a thermodynamic system and showed that experimental measurement of the entropy 

flow is simpler than entropy generation that merely requires measuring entropy due to 

heat and mass exchange with the environment. Several other studies are available on 
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thermodynamic assessment and, specifically, entropic assessment of tribosystems [61, 

62, 63]. Amiri and Khonsari (2010) provide a comprehensive review of the entropic 

approach to friction and wear problems. 

 

2.3.2.3 Use of entropy in degradation analysis of structural material behavior 

under mechanical load and corrosion 

The strain response of electrode potential or work function has long been of interest in 

relation to a wide range of problems, including corrosion in structural materials under 

load [64, 65, 66, 29], coupling of electronic properties to stress in semiconductor 

devices [67, 68], diffusion [69, 70], and metallurgy [71]. For metals under corrosion 

and mechanical loads, Gutman [29] identified the influence of elastic and plastic 

deformation on anodic dissolution rates and vice versa (i.e., the mechano-chemical 

effect). He formulated the entropy generation as the sum of entropy generation due to 

electrochemical reactions and plastic deformations, and correlated the associated 

thermodynamic fluxes and forces by phenomenological equations [72]. In the 

thermodynamic analysis given by [73, 30, 74, 66], the contribution of elastic 

deformation, plastic deformation and hydrogen dissolved on the anodic corrosion 

current density is discussed for corroding metal specimens under hydrogen charged 

stressed conditions. Other researchers [75, 76, 77, 65] have studied the effect of elastic 

strain on the change in metal reactivity to the varying working function. For example, 

Smertanin [77] demonstrated that at equilibrium, Maxwell’s thermodynamic 

relationship is valid between the derivative of the surface stress of the electrode, with 
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respect to its superficial charge density, and the derivative of electrode potential to 

tangential strain variable. Although all these studies use the thermodynamic laws to 

interpret the electro-mechano-chemical effects between mechanical deformation and 

active corrosion dissolution rate, none of them utilizes the concept of entropy as an 

index of damage resulting from the associated dissipative processes.  

The preceding literatures review demonstrates that the concept of entropy provides a 

science-based modeling approach to a wide range of damage processes with promising 

results in fatigue and fracture mechanics, and tribology processes [59]. Following this 

trend, Bryant et al. [78] established a more general relationship between the damage of 

systems undergoing irreversible dissipative processes and the associated entropy 

generation called the Degradation-Entropy Generation (DEG) theorem. In their 

approach Bryant et al., linked the traditional damage measure based on the observable 

markers of damage (e.g. wear volume, crack size and corrosion mass loss) to the 

associated entropy generation through a linear relation. Their actual results focused on 

tribological systems with a single dissipative process of wear [78]. They concluded that 

the famous Archard law [14] for measuring wear in fretting wear is the consequence of 

the DEG theorem. Clearly, connection of the entropy generation to markers of damage 

requires that the entropy generated exclusively be generated for the specific 

degradation process that caused the observable marker. While this is theoretically valid, 

measurement of the entropy that can be exclusively attributed to a marker of damage 

would be nearly impossible. 
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Using a theorem relating entropy generation to the dissipation processes via the 

generalized thermodynamic forces and thermodynamic fluxes, this study offers an 

alternative science-based damage assessment approach to formally describe the 

resulting damage. This entropy-based damage modeling approach is demonstrated by 

modeling the corrosion-fatigue degradation and failure mechanism. Using the entropy-

based damage approach allows analysts to develop the corresponding structural 

integrity, reliability function, and assess the RUL of such structures. This recognition 

also let us to introduce an entropy-based PHM framework which provides a strong 

foundation for failure prediction and RUL assessment of critical components and 

structures.  

 

2.4 Life Prediction Models 

Prognostic and health management approaches provide information about the 

performance and RUL of components by modeling degradation propagation. The 

techniques included in the PHM provide warnings before failures happen, reduce life 

cycle cost of inspection, and improve qualification tests assisted in design and 

manufacturing. Generally speaking, PHM models [79, 80] are developed to combine 

the knowledge of the past deterioration trend and the current degradation state with the 

endurance threshold to estimate the RUL [81] . Traditionally, these methods rely on 

the condition of the performance data which are evaluated by empirically based PoF 

models [8, 9, 11, 12] or data-driven techniques such as machine learning algorithms 
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[82, 83, 84]. The PoF models utilize the specific knowledge of products, such as failure 

mechanisms, material properties, loading profile and geometry [8, 9, 11, 12, 10]. 

However, such empirical methods are limited to simple failure mechanisms and are 

hard to model when multiple competing and common cause failure mechanisms are 

involved. In general, data-driven approaches such as neural networks [82], decision 

tree classifiers [83] and Bayesian techniques [85, 86] can be considered as a black box 

operation that can obtain the complex relationship and degradation trend in the data 

without the need for the particular product characteristics such as the degradation 

mechanism or material properties. The weakness of data-driven techniques is that they 

cannot differentiate different failure modes and mechanisms in the system [87]. “This 

limits root-cause analysis, and increases uncertainty in validation and verification” 

[87]. In data-driven approaches, RUL is typically assessed by estimating damage trend, 

performing an appropriate extrapolation to the damage trend, and calculating RUL 

from the intersection of the extrapolated damage to a defined endurance threshold. In 

these methods, the threshold, such as the mean value of endurance threshold, or a 

conservative lower-bound of endurance threshold, is commonly selected 

deterministically. However, the specification of the endurance threshold has a critical 

effect on the RUL prediction performance [88]. For example, setting a high threshold 

value can cause a component to fail before its scheduled time. On the other hand, a 

conservative low threshold value can result in the premature abandonment of the 

component from the operation. 
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Using entropy generation as an index of damage can remedy some of the shortcomings 

of PoF and data driven approaches in several ways. In comparison with PoF models 

which traditionally rely on the dominant failure mechanism, entropy generation 

provides a consistent and far broader interpretation and measure of damage by 

incorporating multiple competing and common cause degradation mechanisms. By its 

nature, entropy “as a measure of uncertainty” [43, 89, 40] comprises the variabilities in 

the microstructure states. Therefore, it can provide the better estimate of life in the 

absence of detailed microstructural observations [43]. Furthermore, the entropy-based 

PHM framework suggested in this study enables to tackle the issue of endurance 

threshold determination by taking the advantage of entropy being as a thermodynamic 

state function independent of the path of the failure (which commonly depends on 

factors such as geometry, load and frequency of load) from the initial state to the final 

failed state of the material, considering a known endurance limit [59, 27].  

 

2.5 Corrosion-Fatigue Degradation Models 

The assessment of the corrosion-fatigue degradation mechanism as an example of the 

proposed entropic-based reliability and integrity assessment is of technical and 

economic interest, as it can severely jeopardize the structural integrity and safety of 

critical structures such as off-shore structures, naval vessels, and naval airframes [90, 

91, 92]. Common practices for corrosion-fatigue structural integrity assessment in 

metals and alloys have isolated and evaluated the damage characteristics at different 
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life stages. As such, the corrosion-fatigue damage process is divided into four stages: 

1) the pit nucleation, 2) growth of the nucleated pit, 3) surface crack initiation and its 

growth into a through crack phase, and 4) through-crack growth to a prescribed critical 

length. For each of these stages, researchers have proposed empirical models for the 

life estimation [93, 94, 95, 96, 97, 98, 99, 12]. In these models, the pit growth rate is 

typically follows the Kondo model [93], whereby the pit remains hemispherical in 

shape and grows at a constant volumetric rate. The Linear Elastic Fracture Mechanism 

(LEFM) and Elasto-Plastic Fracture Mechanism (EPFM) are often applied at the crack 

propagation stage and final instability [100, 11, 91]. The lifetime of a component 

subject to corrosion-fatigue is estimated by the sum of the lifetime obtained from 

empirical models developed for each stage. In this study, using a theorem relating 

entropy generation to dissipative phenomena, the corrosion-fatigue entropy generation 

function was derived, evaluated and employed to assess the degradation evolution of 

Al7075-T651 specimens. 
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3. Chapter 3: An Entropic Theory of Damage 

3.1 Entropy Generation and Damage  

It was stated earlier that damage resulting from the degradation processes could be 

viewed as the consequence of dissipation of energies (refer to Figure 3.1) that can be 

more generally expressed by entropy as its index such that: 

Damage ≡ Entropy 

 

 
  

Figure 3.1. Entropy generation relationship to damage 

 

An immediate question that arises is how to characterize the deterioration of integrity 

due to the resulting damage in terms of the entropy generation. Consistent with the 

second law of thermodynamics, entropy does not obey the conservation law. Processes 

occurring inside the system may be reversible or irreversible. Reversible processes 

inside a system may lead to transfer of entropy resulting from heat and material 

exchange from one part of the system to other parts of the interior, but these processes 

do not generate entropy. Irreversible processes inside a system, however, do generate 

entropy, and hence this factor must be taken into account in computing the level of 

entropy.  
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3.2 Fundamentals of Irreversible Thermodynamics 

For a system with properties being continuous functions of space and time, irreversible 

processes can be described by formulating the first and second laws of 

thermodynamics. If the system involves chemical reaction and work of any forms, 

Gibbs [101] shows that the change in internal energy, 𝑈, of the system on the basis of 

combining the first and second laws of thermodynamics would be: 

 

𝑈̇ = 𝑇𝑆̇ + 𝑊̇ + ∑ 𝑋𝑖𝐽𝑖
𝑚
𝑖=1 + ∑ 𝜇𝑘𝑣𝑘

𝑟
𝑘=1     (3)  

 

 

where 𝑆 is the entropy of the system, T is temperature, 𝑊 is the mechanical work due 

to deformation in the bulk of the system, 𝑋𝑖 is generalized thermodynamic force (such 

as pressure), 𝐽𝑖 is the generalized thermodynamic flux (such as volume rate), 𝜇𝑘 is the 

chemical potential and 𝑣𝑘is the chemical reaction rate of the kth component. 

Note that 𝑊̇ in Equation 3, is associated with the work of quasi-conservative forces 

and 𝑋𝑖𝐽𝑖 is associated with the work of dissipative forces. According to Ziggler [102], 

forces applied on the system can be divided into quasi-conservative and dissipative 

forces. Quasi-conservative forces can be derived from free energy and do not contribute 

to dissipations [27].  

According to the principles of thermodynamics for any macroscopic system, the 

variation of the entropy, 𝑆, of the system can be written as the sum of two terms [103, 

2, 45]: 
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𝑑𝑆 = 𝑑𝑒𝑆 + 𝑑𝑑𝑆 (4)  

 

where superscripts 𝑒 and 𝑑 represent the exchange and dissipative parts of the entropy, 

respectively. The term  𝑑𝑒𝑆 is the entropy supplied to the system by surrounding 

elements through transfer of mass and heat (e.g., in an open system where wear and 

corrosion mechanisms occur), which may be positive or negative. The term 𝑑𝑑𝑆 

is the entropy produced inside of the system where according to the second law of 

thermodynamics must be zero for reversible transformations and positive (𝑑𝑑S ≥ 0) 

for irreversible transformations of the system with increase of disorder. 

In order to calculate the entropy generation in terms of experimentally measurable 

quantities, Equation 4 can be written in a local form that is appropriate for description 

of systems where the densities of extensive properties such as mass and energy are 

continues functions of space coordinates [103].  As such, 𝑆 can be defined for a domain 

𝑔 by the means of specific entropy 𝑠 per unit mass (described by density 𝜌 and volume 

𝑉) as 𝑆 = ∫ 𝜌𝑠𝑑𝑉
𝑔

, and the rate of exchanged entropy can be obtained as: 

     
𝑑𝑒𝑆

𝑑𝑡
= − ∫ 𝑱𝑠. 𝒏𝑠𝑑𝐴

Ω

 
(5)  

 

where 𝑱𝑠 is a vector of the total entropy flow per unit area per unit time (flux),  crossing 

the boundary between the system and its surroundings, and 𝒏𝑠 is a normal vector. 

Moreover, the rate of 𝑑𝑑𝑆 can be obtained from: 
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𝑑𝑑𝑆

𝑑𝑡
= ∫ 𝜎𝑑𝑉

𝑉

 (6)  

 

where 𝜎 is the entropy generation per unit volume per unit time. Figure 3.2 illustrates 

the concept of entropy generation and entropy flow in a system. 

 

 

Figure 3.2. Entropy generation and entropy flow for a system 

 

Using Equation 4, 5, 6 and Gauss’ theorem [45, 103], the entropy balance, Equation 

(6), can be expressed in local form as: 

 

𝜌
𝑑𝑠

𝑑𝑡
+ ∇. 𝑱𝑠 = 𝜎 (7)  

 

According to the second law of thermodynamics, the entropy generation per unit 

volume per unit time within the system, 𝜎, must be zero for reversible transformations 

and positive for irreversible transformations of the system with increase of disorder. 

This suggests the use of entropy as a measure of disorder or damage (“the larger the 

dA 

Js 

Ω 

V 

σ ≥ 0 

𝑛𝑠 
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disorder, the larger the entropy” [104]), that characterizes expenditure of the system’s 

life. Accordingly, the damage rate of the system is closely connected to entropy 

generation, which accumulates progressively over time and degrades the system until 

its final breakdown [48, 27].  

In order to assess damage induced in the system, every fundamental dissipative process 

active in the system should be identified. Using the conservation (balance laws) of 

energy, mass and momentum, along with the Gibbs relation shown in Equation 3 [101] 

and under the hypothesis of local equilibrium, the balance equation for entropy can be 

derived in terms of explicit expressions as in Equation 8 [2, 103]. The concept of local 

equilibrium simply assumes that for a thermodynamic system, intensive variables such 

as internal energy, 𝑢, molar number per unit volume, 𝑛𝑘, and specific volume, v, that 

define entropy per unit mass 𝑠(𝑢, v, 𝑛𝑘) and necessarily define the macroscopic state 

of the system can also be well defined locally [103]. According to the local equilibrium 

hypothesis, it is assumed that although the total system is not in equilibrium, over a 

small region, there exist a state of local equilibrium where the local entropy, 𝑠, is the 

same function, (𝑠 = 𝑠(𝑢, v, 𝑛𝑘)), of 𝑢, v and 𝑛𝑘, and, specifically, Equation 3 remains 

valid. 

 

 

𝑑𝛾

𝑑𝑡
= −𝛻. (

𝑱𝑞 − ∑ (𝑐𝑚𝜓 + 𝜇𝑘)𝑱𝑘
𝑛
𝑘=1

𝑇
) (8)  
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+
1

𝑇2
𝑱𝑞 . 𝛻𝑇 − 𝛴𝑘=1

𝑛 𝑱𝒌 (𝛻
𝜇𝑘

𝑇
) +

1

𝑇
𝝉: 𝝐𝑝̇ +

1

𝑇
𝛴𝑗=1

𝑟 𝑣𝑗  𝐴𝑗

+
1

𝑇
𝛴𝑚=1

ℎ 𝑐𝑚𝑱𝑚(−𝛻𝜓) 

 

where 𝛾 = 𝜌𝑠 is volumetric entropy, 𝑱𝑞 is heat flux, 𝑱𝑘 is diffusion flow, 𝑱𝑚 represents 

fluxes resulting from external fields (magnetic and electrical) such as electrical current, 

𝐴𝑗 = −𝛴𝑖=1
𝑢 𝜇𝑖𝜈𝑗𝑖 is chemical affinity or chemical reaction potential difference, 𝝉 is the 

stress tensor, 𝝐𝑝̇ is plastic strain rate tensor, 𝜓 is potential of the external field such as 

electrical potential difference, and 𝑐𝑚 is the coupling constant. External forces may 

result from different factors including electrical fields, magnetic fields and gravity 

fields where the corresponding fluxes are electrical currents, magnetic currents and 

velocity. For example, in the case of an electric field, 𝐸 = −𝛻𝜓 is the electric potential, 

𝑰 = 𝛴𝑚=1
ℎ 𝑐𝑚𝑱𝑚, is current density and 𝑐𝑚 = 𝐹𝑧𝑚, where 𝐹 is the Faraday constant and 

𝑧𝑚 is the number of moles of electrons. Each term in Equation 7 is derived from the 

various mechanisms involved, which define the macroscopic state of the complete 

system. By comparing Equation 8 with Equation 7 we can state: 

 

𝑱𝑠 =
𝑱𝑞 − ∑ (𝑐𝑚𝜓 + 𝜇𝑘)𝑱𝑘

𝑛
𝑘=1

𝑇
 (9)  

𝜎 =
1

𝑇2
𝑱𝑞 . 𝛻𝑇 − 𝛴𝑘=1

𝑛 𝑱𝑘 (𝛻
𝜇𝑘

𝑇
) +

1

𝑇
𝛕: 𝝐𝑝̇ +

1

𝑇
𝛴𝑗=1

𝑟 𝑣𝑗  𝐴𝑗

+
1

𝑇
𝛴𝑚=1

ℎ 𝑐𝑚𝑱𝑚(−𝛻𝜓) 
(10)  

 

where Equation 9 shows the entropy flux resulting from heat exchange and material 

exchange, and the presence of an external field. Equation 10 represents the total energy 
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dissipation terms from the system that (from left to the right) include heat conduction 

energy, diffusion energy, mechanical energy, chemical energy, and external field 

energy (such as magnetic, electrical, radiation and gravity). Equation 10 is fundamental 

to non-equilibrium thermodynamics, and represents the entropy generation 𝜎 as the 

bilinear form of thermodynamic forces and fluxes as: 

 

𝜎 = 𝛴𝑖=1
𝑚 𝑋𝑖𝐽𝑖 (11)  

 

It is through this form that the contributions from the applicable thermodynamic forces 

and fluxes are expressed. A major task in developing an entropic damage framework is 

to properly identify applicable dissipative processes, the appropriate set of fluxes, and 

the conjugate driving forces. For example, Table 3.1 lists some of the thermodynamic 

forces and fluxes for some of the irreversible processes including fatigue, corrosion, 

creep, wear and irradiation. 

 

Table 3.1. Corresponding forces and fluxes for select dissipative processes [27] 

Primary mechanism Thermodynamic force, 𝑿 Thermodynamic flow, 𝑱 Examples 

Heat conduction Temperature gradient, 

∇(1/𝑇) 

 

Heat flux, 𝑞 Fatigue, creep, 

wear 

Plastic deformation of 

solids 
Stress, 𝜏/T Plastic strain, 𝜖𝑝̇ Fatigue, creep, 

wear 

 

Chemical reaction Reaction affinity, 𝐴𝑘/𝑇 Reaction rate, 𝜈𝑘 Corrosion, 

wear 

 

Mass diffusion Chemical potential, 

−∇(
𝜇𝑘

𝑇
) 

 

Diffusion flux, 𝑗𝑘 Wear, creep 

Electrochemical 

reaction 

Electrochemical potential, 

𝐴̃/𝑇 

Corrosion current 

density, 𝑖𝑐𝑜𝑟𝑟 

Corrosion 
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Irradiation Particle flux density, 𝐴𝑟/𝑇 Velocity of target atoms 

after collision, 𝑣̇𝑟 

Irradiation 

damage 

Annihilation of lattice 

sites 
Creep driving force,(𝜏 −
ωI)/𝑇 

Creep deformation rate, 

R 

Creep 

 

3.3 Local Equilibrium Hypothesis for Non-equilibrium 

Thermodynamics 

           To better understand the thermodynamics of materials damage, let us briefly elaborate 

on some fundamental thermodynamics concepts. First, we must notice that all 

degradation mechanisms leading to damage are in non-equilibrium states [45]. 

Therefore, equilibrium thermodynamics —which is merely concerned with equilibrium 

in which a system attains maximum entropy with zero entropy generation rate, σ = 0 

—cannot describe the degradation. The classic theory of irreversible thermodynamic 

(CTIT), on the other hand, enables us to cope with non-equilibrium changes from place 

to place and over time.  The most important hypothesis underlying CTIT is undoubtedly 

the local equilibrium hypothesis. According to Lebon et al. [45], the local equilibrium 

hypothesis states that the local and instantaneous relations between a system’s 

properties are the same as for a uniform system in equilibrium. Lebon et al. also suggest 

that, mentally, systems can be divided into cells that are sufficiently large for 

microscopic fluctuations to be negligible but sufficiently small so that equilibrium can 

be realized in each individual cell to a good approximation. Based on the local 

equilibrium hypothesis, each cell is assumed to be in equilibrium state. Thermodynamic 

properties are uniform within each individual cell, but can differ among neighboring 
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cells. Also, in each individual cell the equilibrium state can change with time [45]. 

Furthermore, two timescales are suggested to check the applicability of the local 

equilibrium assumption. The first timescale, tm, is the time elapsed for an individual 

cell to attain equilibrium, and it is of the order of the time interval between two 

successive collisions between particles, i.e., 10−12 s, at normal pressure and 

temperature. The second timescale, tM, is related to the time required for macroscopic 

change of the system. This may be the time required for macroscopic damage induced 

in the system, or may be related to the duration of an experiment. The ratio of these 

two timescales is called the Deborah number (i.e., De = tm/tM). For 𝐷𝑒 ≪ 1, the local 

equilibrium hypothesis is applicable where relevant variables evolve on a large 

timescale tM and practically do not change over the time tm. However, the hypothesis is 

not appropriate for describing situations for which large values of De are typical for 

fast or high frequency phenomena such as ultrasound propagation, shock waves and 

nuclear collisions, or when other variables, not found at equilibrium, are able to 

influence the process. This is, for instance, the case for polymers found in long 

molecular chains where their configuration affects their activities substantially. Other 

examples include super-fluids and superconductors whose irregular properties require 

introduction of extra variables [45]. The corrosion-fatigue degradation process used in 

this study as an example is considered a relatively slow phenomenon occurring over a 

long period and therefore justifying use of the local equilibrium hypothesis.  
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3.4 Outline of the Proposed Entropic Theory of Damage 

Qualification of the local equilibrium hypothesis for slow degradation mechanisms 

enables the use of Equation 10 and allows us to express the evolutionary trend of the 

total volumetric generated entropy, 𝛾𝑑, representing damage, 𝐷, by: 

 

𝐷~𝛾𝑑|𝑡 = ∫ [𝜎|𝑋𝑖(𝑢), 𝑱𝑖(𝑢)]𝑑𝑢
𝑡

0

 (12)  

 

where 𝛾𝑑|𝑡 is the monotonically increasing cumulative entropy starting at time zero 

from a theoretical value of zero or practically some initial entropy, 𝛾𝑑0
, to an entropic-

endurance value, 𝛾𝑑𝐸
, that makes the component functionally non-performing. 

Examples of the entropic-endurance level include a point where it is judged that a small 

margin to failure might remain. The following attributes describe key properties of the 

entropic-endurance level: 

1. Entropic-endurance describes the capacity of a unit to withstand entropy. 

2. Entropic-endurance of the same units is equal. 

3. Entropic-endurance of different units is different. 

4. Entropic-endurance can be measured and involves stochastic variability. 

This research proposes an entropic theory of damage in which the normalized 

thermodynamic entropy generation, due to all degradation processes that act 

individually or synergistically, is considered as the index of the resulting damage. 
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Accordingly, I define damage due to all degradation processes by the general damage 

index: 

 

𝐷 =
𝛾𝑑 − 𝛾𝑑0

𝛾𝑑𝐸
− 𝛾𝑑0

 (13)  

 

When cumulative total entropy 𝛾𝑑 reaches this entropic-endurance, 𝛾𝑑𝐸
, from initial 

damage entropy, 𝛾𝑑0
, it may be assumed that, for all practical purposes, the component 

or structure is considered as failed. At this level, the corresponding damage index 

reaches unity whereby cumulative damage reaches a level beyond which the specimen 

or component reaches a zone of concern (but not necessarily the point of failure that 

might be interpreted as an observable damage). When the level of entropic-based 

cumulative damage is normalized to represent the damage, care must be taken not to 

correspond it to an observable damage marker. For example, if a specimen underwent 

fatigue degradation resulting in fracture, this end effect (i.e., failure point) does not 

necessarily represent the time when the normalized entropic-damage reaches unity. In 

an entropic-based damage the entropic-endurance level should be selected as the point 

when the damage is deemed intolerable and high enough that occurrence of a failure is 

imminent. Selection of appropriate entropic-endurance can be made from reliability 

and integrity testing or from engineering judgment. 

In this study, the evaluation of damage is quantified relative to the initial damage value 

of zero. The initial entropic-damage can be calculated using the correlation between 

the rate of damage and damage at different stage of degradation [1].  
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At its core, the entropic-based definition of damage is consistent with the widely used 

PoF models (i.e. stress-strength, performance requirement and damage-endurance 

models [13]) discussed above. The underlying process of failure in all three models is 

consistent with the entropic theory of damage discussed earlier, as entropy is generated 

in all of them and they all involve energy dissipation. For example, in the stress-

strength model, the assumption is that the unit (e.g., a structure, system or component) 

fails if the stress (mechanical, thermal, electrical or radiation) exceeds the strength (e.g., 

yielding point, tear resistance, melting point, burst resistance, and conductive heat 

resistance). In the context of the entropic definition of damage, the stress-strength 

failure involves rapid and nearly instantaneous generation of entropy that exceeds the 

corresponding entropic limit that describes failure. Similarly, according to the 

thermodynamic practice of damage-endurance model, as discussed earlier, gradual 

degradation involving energy dissipation leads to the cumulative entropic damage, and 

the item fails only when the cumulative entropic damage exceeds the entropic 

endurance. In the performance-requirement model, the assumption is that the unit’s 

performance characteristic is satisfactory if it falls within an acceptable tolerance limit. 

Consistent with the entropic definition of damage, the underlying processes that cause 

performance decline (e.g., an increase in resistivity of resistors, loss of efficiency of 

rotating machinery, and declining luminosity) also involve energy dissipation along 

with entropy generation over time. In this case, accumulation of entropy itself can 

represent the unit’s performance decline until a requirement such as safety margin or 

minimum output requirement (considered as the entropic endurance) is violated.  
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4. Chapter 4: An Entropy-Based Reliability and PHM 

Approaches 

Since energy dissipation leads to entropy generation, the total entropy generated in any 

degradation process can be established through the measurement of dissipated energies, 

and which can then be used as an index of damage. Such index is used to derive the 

time of failure of structures and components. This description, therefore, connects the 

second law of thermodynamics to the conventional models of reliability engineering 

used in life assessment. Accordingly, this chapter provides a formalism to relate the 

entropy-based damage to the corresponding reliability models of life. In comparison 

with the conventional probabilistic reliability quantities, deriving the reliability 

function in terms of entropy generation can offer a fundamental approach to 

representation of reliability. Finally, this chapter, provides an entropy-based PHM 

framework to estimate the RUL of critical components and structures, and discusses 

the superior features of the proposed entropic damage index as compared to the 

common observable markers of damage. 

 

4.1 Entropy as a Measure of Uncertainty 

 Uncertainties associated with models used to measure degradation and damage in 

materials are due to natural variabilities in the microstructure states (e.g., chemical 

composition phases, point and planar defects, grain orientations, grain boundaries, 
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dislocations and configurations of microcracks and cavities). These microstructure 

features must be incorporated into damage models through experimental observation, 

which is difficult to accomplish in practice. These challenges have inspired some 

researchers to use entropy as “a measure of uncertainty” for prediction and assessment 

of damage [1, 41, 37, 39]. In terms of uncertainty, entropy is linked with the missing 

information about which of the microstates with energy E is occupied at any instant 

(i.e. the probability, 𝑊, that the system will exist in the state with energy E, relative to 

all the possible states). Boltzmann relates entropy to the probabilistic microscopic 

behavior of matter as a measure of uncertainty, or more specifically, missing 

information, by his well-known expression shown in Equation 2. Jaynes [105] also 

described uncertainty of microstates in statistical mechanics [44] through information 

theory (using Shannon’s notion of information entropy as a measure of information 

uncertainty [106] ) and the maximum entropy production principle (MEPP) [105], 

where, given incomplete information about possible states in which a system could 

exist, the preferred state is the one that maximizes the entropy. In accordance with his 

study, supposing a set of 𝑊 possible microstates with probabilities 𝑃𝑟𝑖
 as the 

probability for microstate 𝑖, where 𝑖 = 1, 2, … , 𝑊, Leff [89] also shows that one can 

acquire the least biased estimate of the individual probabilities. This is done by 

obtaining the set of probabilities that maximizes Shannon’s missing information 

function [106] as: 
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𝐼𝑆ℎ = −𝑐 ∑ 𝑃𝑟𝑖
ln𝑃𝑟𝑖

𝑊

𝑖=1
  (14)  

relative to known constraints, where 𝑐 = constant. If the only constraint remains that 

the sum of the probabilities is equal to one, the probability of microstates can be 

obtained as: 𝑃𝑟𝑖
 =  1/𝑊 for all 𝑖, and 𝐼𝑆ℎ =  𝑐 ln𝑊. If the arbitrary constant 𝑐 is 

selected to be 𝐾𝐵, Boltzmann’s constant, the Shannon missing information function 𝐼 

becomes identical to the Boltzmann entropy, 𝑆 =   𝐾𝐵 ln𝑊. Therefore, 𝑆 can be 

inferred as the extent of missing information—that is uncertainty [89].    

 

4.2 Reliability Assessment Based on Entropic Damage 

Material, environmental, operational and other variabilities in degradation processes 

and other events leading to damage impose uncertainties on the damage trends (i.e., 

normalized total entropy growth as the index), 𝐷, and resulting time to failure (TTF) 

points as depicted in Figure 4.1. However, since entropy comprises the uncertainties 

resulting from microstate variabilities (i.e., the major source of aleatory uncertainties), 

the entropic damage to failure (EDTF) data points should result in the thinner 

distribution compared with TTF distribution. At the ideal condition, in the absence of 

epistemic and aleatory uncertainties, the trends of thermodynamic entropy “as a state 

function” should converge to merely a deterministic EDTF. 

When the preceding sources of uncertainty are introduced, the variations in the 

resulting entropies can be described by a random variable and described as the 

probability density function (PDF) of the EDTF data points. This PDF can then be used 
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to describe the life expended and the useful remaining life of the component or 

structure. 

 

 
Figure 4.1. Distribution of damage to failure data points and time to failure data 

points 

 

Mathematically, the probability that the random variable, 𝐷, (i.e., the cumulative 

damage at the observed failure time, 𝑡𝑐) exceeds 𝐷𝑓 (the normalized “entropic-

endurance” discussed earlier) is equal to the probability that the random variable 𝑇 

(time to failure) is less than 𝑡𝑐. Accordingly, one can derive the time to failure PDF, 

𝑔(𝑡), from the thermodynamic index of damage (i.e., cumulative entropy) described by 

the PDF, 𝑓(𝐷): 

 

 𝑃𝑟(𝑇 ≤ 𝑡𝑐) = ∫ 𝑔(𝑡)𝑑𝑡
𝑡𝑐

0
 = 1- ∫ 𝑓(𝐷)𝑑𝐷

𝐷𝑓=1

0
 (15)  

 

By deriving the time to failure PDF, we can find the pertinent reliability function at 

particular time 𝑡𝑐 which is expressed by Equation 16. In this formulation, the reliability 
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function is derived based on the total thermodynamic entropy generated, rather than 

estimated, from historical TTF data. 

 

 𝑅(𝑡𝑐) = 1 − 𝑃𝑟(𝑇 ≤ 𝑡𝑐) = ∫ 𝑓(𝐷)𝑑𝐷
𝐷𝑓=1

0
  (16)  

Using thermodynamics entropy to obtain the reliability function reveals the 

contribution of underlying failure mechanisms (e.g., fatigue, corrosion and heat losses) 

to the overall failure, while capturing the interactions among them. Therefore, in 

comparison with conventional reliability assessment based on historical data, deriving 

the reliability function in terms of EDTF PDF provides a theoretical and systematic 

approach for the health management of degraded components where the degradation 

process contributions in generating the entropy are recognized. 

 Developing conventional reliability function, however, as discussed earlier can result 

in inefficient inspection, repair and replacement schedule and cost, unplanned 

component and structure shut down, and safety impacts (e.g. possible exposure of 

hazardous parts to personnel and environment). The deployment of PHM methods can 

provide safety, operational and functional benefits along with reducing the epistemic 

uncertainties associated with data (e.g. updating the prior data with new evidence using 

well-known methods such as Bayesian updating, Kalman filtering, constraint 

optimization and particle filter). 
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4.3 Entropy-Based Damage PHM Framework 

In this study we propose an entropy-based PHM framework to estimate the RUL of 

critical components and structures. This framework shown in Figure 4.2, benefits from 

conventional data driven techniques and the superior advantages of the use of entropy 

as a damage index in comparison with common observable markers of damage.  

 

 

Figure 4.2. Entropy-based damage PHM framework 

 

According to this framework, the health assessment and RUL prediction can be 

implemented in four steps. First, the dissipative processes and associated data in the 

critical components under aging are determined. These processes and relevant 

parameters can be identified by the traditional Failure Modes, Mechanisms, and Effects 

Analysis (FMMEA), which identifies the potential failure mechanisms for products 

under certain environmental and operating conditions. The volumetric entropy as a 
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parameter of damage, which includes all the interactive failure mechanisms, is 

quantified then. The second step is the extraction of the features (e.g., root mean square, 

mean, variance, kurtosis, crest factor, peak to peak, auto correlation and cross 

correlation) related to the monitored variables (e.g., temperature, electrical potential, 

corrosion current, mechanical stress and solution concentration) used to measure 

dissipative processes and consequent entropy value, detection and isolation of anomaly 

states by fault diagnosis approaches. The fault diagnosis approaches can include 

artificial neural network [107, 108, 83], wavelet theory [109, 110], relevance vector 

machine [111], support vector machine [112] order tracking method [113] and 

instantaneous power spectrum statistical analysis [114]. The third step includes the use 

of prognostic techniques (e.g., artificial neural network [82], fuzzy logic [115], wavelet 

theory [107], relevance vector machine [111], Bayesian methods (e.g., Kalman filter 

and particle filter [85, 86]), regression [116], demodulation [117], time series analysis 

[118] and fusion prognostics techniques [119]) for entropy-based damage model 

parameters estimation and prediction purposes.  

The fourth and final step is RUL prediction. As discussed earlier endurance threshold 

determination is critical in the performance of RUL prediction [120, 88]. The entropy-

based PHM framework suggested in this study handles the uncertainties related to 

endurance threshold by taking the advantage of entropy characteristics (e.g., providing 

the better estimate of degradation evolution, and being independent of the failure path 

as a thermodynamic state function). 
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5. Chapter 5: Entropic-Based Damage in Corrosion-Fatigue  

Corrosion-fatigue is a coupled failure mechanism where two relatively independent 

degradation processes of corrosion and fatigue synergistically interact and accelerate 

the rate of damage, faster than otherwise realized by the sum of the two failure 

mechanisms. This chapter develops a thermodynamics model of the corrosion-fatigue 

failure mechanism, which will be used in the subsequent experimental observations as 

an example of a complex interactive failure mechanism. Accordingly, the main 

dissipative processes in the corrosion-fatigue failure mechanism are introduced and 

used to derive the total entropy generation function. 

 

5.1 Main Dissipative Processes in Corrosion-fatigue 

Figure 5.1 shows the setup for an experimental process that involves an aluminum 

specimen subjected to the corrosion-fatigue degradation mechanism. The specimen is 

electrochemically monitored. The corrosion process occurs at the surface of the 

specimen under a cyclic load with the following oxidation and reduction reactions for 

a metallic electrode, 𝑀: 

 

𝑀 ↔ 𝑀𝑧𝑀
+

+ 𝑧𝑀𝑒− (17)  

𝑂 + 𝑧𝑂𝑒− ↔ 𝑅 (18)  

 

where 𝑂 is a certain oxidant in solution, which results in the formation of  reduction 
product 𝑅.  



 

 

43 

 

 

 

 

Figure 5.1. Entropy flow in the control volume under corrosion fatigue 

 

Assuming a specific control volume, the main dissipative processes during the 

corrosion-fatigue failure mechanism include electrochemical losses induced by 

electronic current leakage (e.g. activation and Ohmic over-potentials); chemical 

reaction losses; mechanical losses; heat losses; and diffusion losses.  According to 

Naderi et al. [59] and Ontiveros [52] the entropy generation due to heat conduction 

inside the solid is negligible in high-cycle fatigue. Assuming the corrosion fatigue in 

high-cycle regime and an adiabatic condition, the contribution of the corrosion 

activation over-potential, 𝜎𝑎𝑐𝑡, corrosion reaction chemical potential, 
1

𝑇
Σ𝑗=1

𝑟 𝜈𝑗𝐴𝑗 , 

diffusion over-potential, 𝜎𝑐𝑜𝑛𝑐, Ohmic losses, 𝜎Ω and mechanical losses, 𝜎𝑀, on the 

rate of entropy generation for a control volume, can be determined by: 

 

𝜎 = 𝜎𝑎𝑐𝑡 +
1

𝑇
𝛴𝑗=1

𝑟 𝑣𝑗  𝐴𝑗 + 𝜎𝑐𝑜𝑛𝑐 + 𝜎Ω + 𝜎𝑀 (19)  

 

where the contribution of each term is explained in the following.  
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5.2 Activation Over-potential 

Activation over-potential is the additional electric potential necessary to overcome the 

energy barrier in order for the electrode reaction to proceed at a desired rate. For 

example, when a cathodic over-potential, 𝐸, is applied to the electrode, the oxidation 

cathodic reaction rate is reduced and the oxidation anodic rate increases. This is 

accomplished by decreasing the activation energy for the cathodic reaction by an 

amount, 𝐸𝑀𝑎𝑐𝑡,𝑐
 = 𝛼𝑀𝑧𝑀𝐹(𝐸 − 𝐸𝑐𝑜𝑟𝑟),  and increasing that for anodic reaction by an 

amount, 𝐸𝑀𝑎𝑐𝑡,𝑎
= (1 − 𝛼𝑀)𝑧𝑀𝐹(𝐸 − 𝐸𝑐𝑜𝑟𝑟), where 𝐸𝑐𝑜𝑟𝑟 is the Open-Circuit 

Potential (OCP), and 𝛼𝑀 is the charge-transport coefficient for oxidation reaction. 

Considering the irreversible fluxes of the anodic and cathodic half reactions of process 

18, the contribution of the corrosion activation over-potential to the entropy generation 

for a control volume, 𝑉, can be expressed as: 

 

𝜎𝑎𝑐𝑡 =
1

𝑇
(𝑱𝑀,𝑎𝑧𝑀𝐹𝐸𝑀𝑎𝑐𝑡,𝑎

+ 𝑱𝑀,𝑐𝑧𝑀𝐹𝐸𝑀𝑎𝑐𝑡,𝑐
+ 𝑱𝑂,𝑎𝑧𝑂𝐹𝐸𝑂𝑎𝑐𝑡,𝑎

+ 𝑱𝑂,𝑐𝑧𝑂𝐹𝐸𝑂𝑎𝑐𝑡,𝑐
) 

(20)  

 

where 𝑱𝑀,𝑎 and 𝑱𝑀,𝑐 are the irreversible anodic and cathodic activation currents for 

oxidation reaction, respectively, and  𝑱𝑂,𝑎 and 𝑱𝑂,𝑐 are the anodic and cathodic 

activation currents for reduction reaction, respectively. In the case of corrosion-fatigue, 

both anodic and cathodic polarization can influence the degradation mechanism, with 

different behaviors observed during crack initiation compared to crack growth, and for 

steels compared to either aluminum or titanium alloys [121]. For example, Duquette et 
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al. [26] reported that the fatigue lives of smooth specimens of Al-7075 and Al-Mg-Li 

in NaCl solution were reasonably low at both anodic and cathodic polarization. 

However, corrosion-fatigue of polished specimens of 1020 and 4140 steels exposed to 

NaCl during high-frequency rotating bending occurred only when a critical anodic 

current was surpassed [121]. 

 

5.3 Ohmic Over-potential 

The current that passes between the working electrode and auxiliary electrode creates 

a potential gradient in the electrolyte. This effect is called Ohmic over-potential and is 

more pronounced at high current densities or in electrolyte solutions of low 

conductivity. To minimize the effect of Ohmic over-potential, the accepted method is 

placement of the Luggin capillary close to the working electrode. 

 

5.4 Diffusion Losses 

Concentration over-potential caused by the failure of the surrounding material to 

preserve the initial concentration of the bulk solution as a reactant is consumed at the 

electrode. Concentration over-potential for anodic oxidation during corrosion can 

usually be ignored because of the presence of an unlimited supply of metal atoms at 

the interface [29]. This loss process occurs over the entire range of current density but 

is predominant at high cathodic reactions, leading to depletion of the dissolved species 
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in the adjacent solution [122]. The contribution of the concentration over-potentials for 

cathode reaction, using a simplified approach based on Fick’s law, can be obtained as: 

 

𝜎𝑐𝑜𝑛𝑐 =
1

𝑇
(𝑱𝑀,𝑐𝐸𝑀𝑐𝑜𝑛𝑐,𝑐

+ 𝑱𝑂,𝑐𝐸𝑂𝑐𝑜𝑛𝑐,𝑐
) (21)  

 

 

where  𝐸𝑀𝑐𝑜𝑛𝑐,𝑐
 and 𝐸𝑂𝑐𝑜𝑛𝑐,𝑐

 are cathodic oxidation and reduction diffusion over-

potentials, respectively. 

 

5.5 Mechanical Losses 

The mechanical dissipative losses, 𝜎𝑀, constitute plastic, 𝝐𝒑̇: 𝝉, and elastic energy 

losses. Plastic losses are explicitly associated with the total generated entropy as shown 

in Equation 10. When the material is under cyclic loading in the elastic region, 

consistent with the continuum mechanic rules, it does not experience any permanent 

deformation, and the stress-strain diagram goes back to the origin [41]. In other words, 

fatigue would not be possible under the elastic regime, which would violate the second 

law of thermodynamics. Inspection of the material at the atomic scale, however, shows 

that atoms do not necessarily return to their initial lattice site but to a lower energy level 

[123], which leads to the formation of nano-scale voids and stress concentration 

locations. As a result, these voids grow and coalesce to form micro cracks in the 

material. For the case of high cycle fatigue under elastic deformation, Ontiverous [52] 

and Temfack and Basaran [41] introduce irreversible entropy generation due to elastic 

work. Due to the mechanical nature of the fracture and crack propagation, we 
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categorize losses due to these degradation processes as resulting from mechanical 

losses.   

Interactions between dislocations and the environment at the crack initiation points are 

commonly suggested as a source of degradation in corrosion-fatigue [121]. The 

hydrogen embrittlement hypothesis is supported by extensive but incidental evidence 

as an important mechanism for corrosion-fatigue crack propagation, and the hydrogen 

embrittlement hypothesis is the most readily acknowledged degradation mechanism for 

high-strength alloys in strong hydrogen-producing environments [124, 125, 126]. 

Hydrogen embrittlement results from the diffusion of hydrogen atoms (a byproduct of 

the corrosion process) into the lattice space of metals and alloys, which can weaken 

atomic bonds, causing de-cohesion of lattice bonds and enhancing localized plasticity 

through crack tip dissolution. Hydrogen-enhanced corrosion-fatigue cracking is either 

inter-granular or trans-granular, with the latter involving a dislocation of the 

substructure [121]. 

A thermodynamic model for hydrogen-enhanced anodic dissolution was first suggested 

by Qiao et al. [74]. Near-neutral stress corrosion cracking analysis in some studies [73, 

127] has suggested the acceleration of anodic current due to hydrogen-facilitated free 

energy increments and strong synergistic interactions between the dissolved hydrogen 

and the local stress field around the crack tip. However, such a strong change in the 

free energy and synergistic effect is not supported by the experimental results found by 

other studies [128, 129, 130].  
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Another important mechanism for initiating cracks is when passive films are not 

capable of extensive plastic deformation relative to the underlying metal, which can 

cause corrosion-fatigue damage through one or more processes, including a reduction 

of near-surface plasticity, leading to reduced or enhanced corrosion-fatigue (depending 

on the cracking mechanism), localization of near-surface dislocation structure and 

voids, and film-induced cleavage [131, 132, 121]. These phenomena—along with 

others such as micro crack propagation [133, 134, 135], surface energy change [136], 

crack closure [137, 138], microstructure [139], crack size [140], and configuration of 

micro cracks and cavities—represent internal corrosion-fatigue processes requiring an 

advanced means of measurement by direct observation, and do not appear explicitly 

either in the law of conservation of energy or the second law of thermodynamics. The 

internal variables theory [45], an alternative approach to non-equilibrium 

thermodynamics, enables us to supplement local equilibrium variables (e.g. volume 

and deformation) with the corresponding scalar or tonsorial variables which represent 

these internal phenomena. It is beyond the scope of this study to analyze these 

phenomena by implementing internal variables, but benefitting from the entropy 

characteristic (i.e. being as a measure of uncertainty), their subsequent effects are 

considered in the stress-strain and corrosion potential-electrical charge hysteresis 

energy loops described in the next section.   
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5.6 Total Entropy Generation during Corrosion-fatigue 

Using Equation 19, the contribution of the above factors to the entropy generated in a 

control volume can be expressed as: 

 

𝜎 =
1

𝑇
(𝑱𝑀,𝑎𝛼𝑀𝐴̃𝑀 + 𝑱𝑀,𝑐(1 − 𝛼𝑀)𝐴̃𝑀 + 𝑱𝑂,𝑎𝛼𝑂𝐴̃𝑂

+ 𝑱𝑂,𝑐(1 − 𝛼𝑂)𝐴̃𝑂) +
1

𝑇
(𝑱𝑀,𝑐𝐸𝑀𝑐𝑜𝑛𝑐,𝑐

+ 𝑱𝑂,𝑐𝐸𝑂𝑐𝑜𝑛𝑐,𝑐
)

+ 𝜎Ω +
𝝐𝒑̇: 𝝉

𝑇
+

𝜎𝑀𝑒

𝑇
 

(22)  

where 𝐴̃ = Σ𝑖𝜈𝑖μ̃𝑖 is electrochemical affinity induced by electrochemical potential 

𝜇𝑖 = 𝜇𝑖 + 𝑧𝑖𝐹(𝐸 − 𝐸𝑐𝑜𝑟𝑟), and 𝜎𝑀𝑒
 is the dissipative part of the energy resulting 

from elastic deformation of material.  
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6. Chapter 6: Experimental Approach and Results  

To understand the underlying dissipative processes in a corrosion-fatigue failure 

mechanism, and to measure the resulting entropic damage, a number of corrosion-

fatigue tests are designed and performed in the Probabilistic Physics of Failure and 

Fracture (P2F2) Laboratory of the Center for Risk and Reliability at the University of 

Maryland. This chapter describes the specimen design, the alloy and the experimental 

set up, and the procedures used to simulate a corrosion-fatigue failure mechanism. In a 

corrosion-fatigue mechanism, not only does the stress cause the flow of dislocation, 

but the anodic current present at the electrode surface can also increase the mobility of 

dislocation and reduce the resistance against plastic deformation [27]. This cross 

coupling effect, or synergistic effect, which is known as mechano-chemical effect, is 

supported by the experimental results presented in this chapter. 

 

6.1 Specimen Design and Material 

Corrosion damage is often formed on structural components exposed to fatigue loading. 

Maritime aircraft along with other types of naval vessels and structures subjected to sea 

water are susceptible to corrosion damage. The main structural alloy which constitutes 

the primary parts of airframes in service is 7075-T6xx, selected for its high strength 

properties. Hence, this study desires to investigate the effect of the corrosion-fatigue 

damage on this alloy from thermodynamic perspective. 
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The “as received” chemical composition of the cold-rolled alloy aluminum 7075-T651 

being investigated is shown in Table 6.1. The specimen was designed using finite 

element analysis to ensure that failure occurred in the middle section with the width of 

2 mm. The structural mechanics module of COMSOL software was used to perform a 

finite element analysis in which the specimen was analyzed under static tension load. 

In this simulation, the linear elastic model was used to describe the material.  Figure 

6.1 shows the 3D and 2D geometry of specimen. 

 

Table 6.1. As received Al 7075-T651 composition 

Composition Si Fe Cu Mn Cr Ni Zn Ti Mg 

% by weight 0.049 0.18 1.53 0.012 0.18 0.018 5.73 0.028 2.46 

 

 

 

 

  

 

Figure 6.1. Specimen geometry (sizes are in mm) 

 

 

𝑡 = 6.3 𝑚𝑚 
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Figure 6.2. Specimen Finite element analysis 

 

 The Von Misses stress and strain distribution of the Al 7075-T651 specimen that 

underwent axial tensile loading with the maximum stress values in the center of the 

specimen are shown in Figure 6.2. 

 

6.2 Experimental procedure 

Fatigue tests were carried out in a corrosive 3.5% wt. NaCl aqueous solution, acidified 

with a 1 molar solution of HCl, with a pH of 3, under axial loading and load controlled 

under free corrosion potential. This concentration was selected to simulate the salinity 

of sea water, and the pH was selected based on electrochemical principles which 

indicate that aluminum is susceptible to corrosion at these conditions. The red area in 

Figure 6.1 shows the corrosion area. Before testing, the specimens were ground with 

SiC abrasive papers of grits up to #1200, then successively cleaned and rinsed with de-

ionized water and acetone. The schematic of the experimental setup is shown in Figure 

6.3a. The Instron software recorded mechanical stress and strain values. A digital image 

correlation technique [141] was also employed to validate Instron outputs. An 
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electrochemical corrosion cell, made from plexi-glass, was designed and built to be 

compatible with the whole gauge section of the specimen as shown in Figure 6.3b. The 

whole gauge section (the area of interest) of the specimen was electrochemically 

monitored using a Gamry potentiostat device with an Ag/AgCl electrode as the 

reference electrode (RE) maintained at a constant distance (2 mm) from the specimen, 

a platinum counter electrode (CE) and the specimen as the working electrode (WE). 

All the tests were conducted after the WE, immersed in the solution, reached the 

equilibrium OCP. The flow rate was approximately considered as zero. 

Tests were carried out at the maximum cyclic stress, 𝑃, levels of 87%, 80%, 70%, 63%, 

57%, 51% and 41% of the corroded specimen yield stress, stress ratio of 0.01, and 

loading frequency of 0.04 Hz. The waveform was sinusoidal. The stop criterion was 

the failure of specimens. 

 

  

 

 

 

 

 

(a) (b) 

Figure 6.3. Experimental setup 
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6.3 Tensile Mechanical Properties of Specimens in Corrosive 

Environment 

Before the principle corrosion-fatigue tests were conducted, a tensile mechanical test 

was performed to obtain the mechanical and electrochemical properties of the specimen 

immersed in corrosive environment. Figure 6.4 shows the decrease of elongation to 

fracture of a specimen tested in the NaCl 3.5%wt. solution versus air. Alexopoulos et 

al. [142] show the same property for a tensile test of Aluminum 2024 in a corrosive 

environment. The yield and ultimate strength of the corroded specimen decreased by 

20% when the tensile strength of the specimen was tested in air.  

 

 

Figure 6.4. Tensile stress-strain curves for aluminum alloy 7075-T651 in air and 

NaCl 3.5% wt. 
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6.4 Experimental Observation of Synergistic Mechano-chemical 

Effect 

The corrosion-fatigue tests were conducted while measuring the OCP variations during 

load-unload versus the unstrained RE. Figure 6.5 shows a dependence of OCP of a 

specimen under cyclic load as a result of mechano-chemical effect. According to the 

mechano-chemical effect, we can expect to observe an enhanced anodic dissolution 

flux induced by dynamic surface deformation. Meanwhile, the anodic current at the 

electrode surface can decrease near-surface work hardening and increase the mobility 

of dislocation, ultimately stimulating fatigue damage [29, 121, 30]. Gutman [29] and 

Sahal et al. [66] suggested that the local value of the chemical potential in the liquid-

solid system is defined only by the absolute value of the hydrostatic part of the stress 

tensor, 𝜏𝑚, and is independent of the deviatory part of the stress. Using the solid 

incompressibility hypothesis [29], the potential difference caused by stress is given by: 

 

𝛥𝜙 =
𝑉𝑚𝜏𝑚

𝑧𝑀𝐹
 (23)  

 

where 𝑉𝑚 is the molar volume. It should be noted that the increase of the free energy 

due to the field stress only influences the potential of the ions in the metal, and not the 

potential of the metal ions in the electrolyte. If the Ohmic and concentration over-

potentials are considered negligible, the dissolution current density can be expressed as 

[29]: 
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𝑖 = 𝐽𝑀
0 𝑒𝑥𝑝(

𝑉𝑚𝜏𝑚

𝑅𝑇
)𝑒𝑥𝑝 (

𝛼𝑀𝐴̃𝑀

𝑅𝑇
) − 𝐽𝑀

0 𝑒𝑥𝑝(
(1 − 𝛼𝑀)𝐴̃𝑀

𝑅𝑇
) (24)  

 

where 𝑒𝑥𝑝(
𝑉𝑚𝜏𝑚

𝑅𝑇
) expresses the effect of stress. In this study, the value of 𝛥𝜙 is 

obtained in a useful range, in accordance with the experimental results. For example, 

in Figure 6.5, where the maximum cyclic stress, 𝑃 = 330𝑀𝑃𝑎, is applied, the potential 

difference, 𝛥𝜙 = 0.002v, is in good agreement with the value of 𝛥𝜙 obtained from 

Equation 23, where molar volume, 𝑉𝑚 = 10 cm3/mol, the hydrostatic part of the stress 

tensor, 𝜏𝑚 =
1

3
𝑃 [29] and 𝑧 = 3 were considered for the anodic dissolution of the 

aluminum matrix [122, 143], which is believed to dissolve when it is immersed in 3.5% 

wt. NaCl solution. In order to understand the corrosion characteristics of Al7075, the 

constituent particles and corrosion morphology of Al 7075 are discussed in the next 

sections.  

 
Figure 6.5. Open circuit potential variation during cyclic load application 
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6.5 Al 7075 Constituent Particles  

In Al 7075, three types of constituent particles are present. The first type is Fe-

containing constituent particles that have irregular shapes and sizes ranging from a few 

μm to 30 μm. Because these particles have a higher electrochemical potential than the 

surrounding Aluminum matrix and will act as cathodes in the presence of salt water, 

they are referred to as C-type particles. About 80% of the constituent particles seen in 

Al 7075 were C-type particles. 

The second type of constituent particle in Al 7075 is Cu/Mg-containing particles as 

Al2CuMg. Many of the Cu/Mg-containing constituent particles are spherical with a size 

ranging from a few μm to < 10 μm. Because these particles have a more negative 

corrosion potential than the Aluminum matrix and are referred to as A-type particles. 

A few silicon-containing particles are in Al 7075. Their numbers are less than those of 

the other two types of particles, and they are electrochemically “neutral” relative to the 

Aluminum matrix, thus, do not appear to play a significant role in the pitting process 

[144, 145].  

 

6.6 The Corrosion Attack Morphology of Al 7075 

It has been shown that for Al 7075 in NaCl 3.5%wt. there is no appreciable attack on 

the matrix that surrounds C type particles [144]. However, at the A type particle sites, 

evident attack was observed [144]. It is believed that because of the more negative 

corrosion potential of these particles relative to the matrix they begin to dissolve when 



 

 

58 

 

they are immersed in 3.5% wt. NaCl solution. However, due to the selective dissolution 

of Mg in Al2CuMg particles the remaining particles may become Cu-rich and cathodic 

relative to the matrix. Similar to what observed in the pitting corrosion of Al2024 [144]. 

In these cases, the surrounding matrix will be under corrosion pitting attack [145, 144].  

The corrosion pit formation is related to the local breakdown of oxide layer. It has been 

shown that, pitting occurs at three steps, namely, adsorption of chloride ions on the 

anodic film, penetration of the aggressive anions into the anodic layer and initiation of 

corrosion process after electrolyte penetration. Comprehensive reactions during pitting 

corrosion of Aluminum in NaCl solution have been investigated by Gustavo et al. and 

Nguyen et al. [146, 147]. Basically, chloride ions are absorbed on the oxide film 

followed by the local break down of the film at weak points.  

 

6.6.1 Anodic reactions  

Initiated pits propagate through the dissolution of the Al ions as 

 

Al = Al3+ + 3e− (25)  

 

The dissolution of Aluminum by formation of Al3+ ions at the bottom of pit induces an 

electrical field that causes the adsorption of Cl− species  at the pit's bottom and forms 

a solid salt in pits to neutralize the solution and form Aluminum chlorides which 

followed by the dissolution of the adsorbed complex [143]. 
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Al + Cl− → AlCl− (26)  

AlCl− → Al3+ + Cl− + 3e− (27)  

 

Without any inhibitive species, water molecules promote the formation of an oxide 

layer, which is responsible for the re-passivation of an active pit. 

 

2Al + 3H2O → Al2O3 + 6H+ + 6e− (28)  

 

Thus, in the pit there is a high concentration of hydrogen ions which causes an acidic 

environment within a pit and is mainly contributed to the dissolution of the oxide film 

as: 

 

Al2O3 + 6H+ → 2Al3+ + 3H2O (29)  

6.6.2 Cathodic reaction 

The cathodic reaction can be considered as a four-electron O2 reduction [143]. 

 

O2 + 2H2O + 4e− → 4OH− (30)  

 

The above anodic and cathodic reactions are useful for simulation purposes which is 

not the focus of this research.  
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7. Chapter 7: Application and Demonstration of the 

Proposed Entropic-Damage Theory to Corrosion-Fatigue 

7.1 Quantification of Entropy Generation  in Corrosion-Fatigue 

In this study, the corrosion-fatigue entropy generation was quantified based on the 

following assumptions: (1) the corrosion process occurs close to the equilibrium state 

(i.e., OCP), and the classical theory of irreversible processes does not cope with 

situations far from equilibrium; (2) entropy flow due to heat exchange is negligible in 

accordance with Naderi et al. [59] and Ontiveros [52], whose results showed 

insignificant entropy generation due to heat conduction inside the solid under high-

cycle fatigue. Although the high-cycle fatigue does not result in significant heat 

conduction, low-cycle fatigue can experience noticeable thermal heat generation and 

conduction [148]; (3) diffusion losses are eliminated since the solution species are 

assumed to be well mixed; (4) the corrosion of the Al samples are considered as 

potential controled (5) the effects of diffusivity and concentration of hydrogen at the 

crack surface are excluded from entropy calculation because, for aluminum alloys 

under cyclic loading in the sodium chloride solution, Mason [8] indicates that above a 

critical frequency of load cycling (of 0.001 Hz), shorter cycle periods provide less time 

for diffusion and accumulation of hydrogen; (6) the Ohmic over-potential can be 

ignored, as its effect was minimized by placement of the Luggin capillary close to the 

working electrode; and (7) the corresponding current to OCP records can be obtained 

based on the fit of the sum of two exponential functions to the part of the polarization 
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curve where OCPs vary (i.e., around the second breakdown potential) in the corrosion-

fatigue experiments (refer to Figure 7.1a and Figure7.1b). In order to explore the effect 

of corrosion time and cyclic loading on the polarization behavior, a potentiodynamic 

scan was performed at different loads and immersion time periods, as represented 

Figure 7.1a and Figure 7.1c. Since the results show no particular patterns in the 

variation of polarization curves with alteration of load conditions and immersion times, 

the mean of the polarization curves with a greater range of uncertainty (Figure 7.1a) 

was used for corrosion current evaluation.  

 

 

 

 

 

 

 

 
 

(a) (b) (c) 

 

Figure 7.1. (a) Polarization curves at different stress levels (b) the corrosion current 

as a function of potential was obtained by fitting the sum of two exponential functions 

to the interval of potential values corresponding to OCP variations during corrosion-

fatigue tests (c) polarization curves after different immersion time periods. 
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The above assumptions allow us to eliminate the effect of heat conduction, diffusion, 

hydrogen embrittlement, and Ohmic over-potential due to their insignificant 

contributions to entropy generation. The amount of entropy generated in each cycle of 

the corrosion-fatigue experiment is then obtained in terms of the area of the hysteresis 

energy loops resulting from mechanical stress-strain [56] and the energy resulting from 

variation of corrosion potential-current in each cycle of loading and unloading. Results 

are shown in Figure 7.2. 

 

  

Figure 7.2. Corrosion potential-current and stress-strain hysteresis energy loops  

 

Table 7.1 contains the conditions and results for the corrosion-fatigue experiments, 

including the stress magnitudes, the loading ratio, the frequency, entropy to failure 

values for corrosion and fatigue and the cycles to failure. In order to take into account 

the effect of variabilities and uncertainties, each test condition was applies to a group 

of at least four specimens. Additionally, two sets of tests were performed at the 

maximum cyclic stress chosen as 51% and 41% of the corroded specimen yield stress. 
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These supplementary tests were conducted to support the results of the tests with higher 

magnitude of stress.    
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Table 7.1. Corrosion-fatigue experiments results (the specimens marked with stars 

are used as training samples for RUL predictions) 

Sample 

Number 

Maximum 

Stress(Mpa) 

Loading 

ratio 

Frequency 

(Hz) 

Corrosion 

Entropy 

Value 

(MJ/Km3) 

Fatigue 

Entropy 

Value 

(MJ/Km3) 

Cycle 

to 

Failure 

(Cycle) 

1* 405 0.01 0.04     0.08     0.77 4811 

2* 405 0.01 0.04     0.10     0.83 6114 

3 405 0.01 0.04     0.12     0.91 7203 

4 405 0.01 0.04     0.12     1.04 7309 

5 365 0.01 0.04     0.08     1.03 5036 

6* 365 0.01 0.04     0.11     1.07 6808 

7* 365 0.01 0.04     0.15     1.27 9208 

8 365 0.01 0.04     0.12     1.06 7175 

9* 365 0.01 0.04     0.11     0.73 6683 

10 330 0.01 0.04     0.16     1.06 9769 

11 330 0.01 0.04     0.17     0.96 10189 

12* 330 0.01 0.04     0.18     0.97 10539 

13* 330 0.01 0.04     0.21     1.06 12647 

14 330 0.01 0.04     0.21     1.13 12175 

15* 295 0.01 0.04     0.16     0.84 9390 

16 295 0.01 0.04     0.13     0.79 7635 

17* 295 0.01 0.04     0.21     1.13 12620 

18 295 0.01 0.04     0.18     1.33 10539 

19* 265 0.01 0.04     0.34     1.2 19822 

20 265 0.01 0.04     0.19     0.71 11383 

21* 265 0.01 0.04     0.24     0.85 13943 

22 265 0.01 0.04     0.1     0.60 7839 

23 215 0.01 0.04     0.45    1.26 20739 

24 190 0.01 0.04    0.48    1.21 27609 

 

Figure 7.3a presents the evolution trend of corrosion-fatigue volumetric entropy for 

different loading conditions. The results show that the cumulative entropy values at the 

fracture points remain between 0.7 MJm−3 K−1 and 1.7 MJm−3 K−1. Figure 7.3b presents 
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the box plot of the fracture entropies at each loading condition, revealing that the mean 

of the fracture entropy values remains roughly 1.15 MJm−3K−1 with standard deviation 

of 0.2. This value can be taken as a very rough value of entropic-endurance. It is very 

rough because it is related to an observed marker of damage, and in our theory we note 

that cumulative entropy and entropic-endurance describe damages both observable and 

non-observable. However, for demonstration purposes, this would be tolerated, and we 

note that it will be a source of additional uncertainty and discrepancy in the results.  

The slim distribution of entropy to failure data points demonstrates the ability of 

entropy to treat the uncertainties associated with microstate variabilities. Furthermore, 

it reveals that entropy is independent of the loading conditions. The entropy distribution 

at the fracture points is an expression of variabilities and uncertainties in experimental 

measurement errors, the legitimacy of the assumptions considered in developing the 

entropy evaluation, weaknesses in the control of the variables during the experiment, 

and variations in operational and environmental conditions. One important source of 

uncertainty is the assumption that the evaluation of damage is quantified relative to a 

negligible initial damage. 

Figure 7.4a presents the normalized corrosion entropy with respect to the normalized 

fatigue entropy, where normalized entropies were calculated by dividing the entropy 

resulting from corrosion and fatigue, respectively, to the total entropy gain at the final 

fracture for different loading conditions. The result, interestingly, suggests that the 

normalized corrosion entropies increase monotonically with decreases in load, 

compensating for the decreases in fatigue entropy. Figure 7.4b represents the average 
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of specimens’ corrosion to fatigue (CF) ratios at fracture points for different loading 

conditions. Using a second order polynomial to fit to the data (with the coefficient of 

determination, 𝑅2equal to 0.96) obtained from experimental observations; the ratio of 

CF for lower mechanical loads can be estimated through extrapolation. Although 

extrapolation is subject to uncertainty—as the graph shows the CF ratio of one at the 

load of around 30 MPa— the graph can be used to approximately predict CF ratios at 

lower mechanical loads. 

 

 
 

(a) (b) 
 

 

  

Figure 7.3. (a) Cumulative entropy evolutions at different loading conditions, (b) 

Box plot of fracture entropies (entropy to failure) at each loading condition where 

boxes represent the interval of fracture entropy distributions, and mid lines reflect the 

mean of fracture entropies at each loading condition 
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(a) (b) 

Figure 7.4. (a) Normalized corrosion entropy versus normalized fatigue entropy, (b) 

Regression and extrapolation of the second order polynomial curve fitted to the 

experimental data 

 

Using 𝛾𝑑𝐸
= 1.15 MJm−3 K−1 as the mean of facture entropies for training samples 

described in the next section and 𝛾𝑑0
= 0, the evolution trend of normalized cumulative 

volumetric entropy generation (i.e., the damage metric) for the Al specimens is shown 

in Figure 7.5.  
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Figure 7.5. Damage evolution for Al samples undergoing the corrosion-fatigue 

degradation mechanism 

 

7.2 Entropic Based Reliability Assessment within Corrosion-

Fatigue 

Using Equation 15 and the linear relationship between the cycle’s evolution and 

cumulative entropies resulting from corrosion-fatigue experiments shown in Figure 

7.5, the cycle to failure (CTF) PDF (𝑔(𝑛) ) can be derived in terms of EDTF PDF ( 

𝑓(𝐷) ) as expressed in Equation 31. Note that in Equation 31, the number of cycle, 𝑛, 

represents “time”. 

 

𝑔(𝑛) = 𝛾 +
𝜆

𝛾𝑛2
𝑓(

𝜆

𝛾𝑛
) (31)  
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where 𝛾 = 1/𝑡𝑐 and 𝜆 = 𝐷𝑓 are the CTF distribution parameter. Herein, the assumption 

is that the point of “failure,” which is an observed marker of damage, corresponds to 

the entropic-endurance level. Accordingly, the entropic-endurance level is selected as 

the mean of the total volumetric entropy generation at fracture points. This subjective 

choice is used for demonstration purposes only and would be the likely source of one 

of the main discrepancies between the actual EDTF PDF and derived EDTF PDF.  

Figure 7.6 represents how the CTF PDF can be derived by applying Equation 31 to the 

EDTF PDF, depicted in Figure 7.6b.  Thin distribution of EDTF in Figure 7.6b supports 

the entropy ability in handling the uncertainties to an appropriate extend. While the 

empirical distribution of EDTF would be adequate, one could also acquire known 

distribution models that fit well into the EDTF data. It reveals that the Weibull 

distribution fits reasonably well to the corrosion-fatigue EDTF data points obtained in 

these tests at the failure time, 𝑡𝑐, with a coefficient of determination, 𝑅2, of 0.92. By 

substitution of Weibull distribution in Equation 31, the CTF PDF can be derived 

accordingly. To indicate the goodness of fit of Weibull distribution to the derived CTF 

PDF, the sum of square error between the derived PDF and the true CTF PDF (refer to 

Figure 7.6c) is calculated as of 0.0008. Furthermore, using the t distribution-test 

hypothesis to examine the null hypothesis that the two distributions (i.e., the true CTF 

PDF and derived CTF PDF) are from the same Weibull population with equal scale 

parameters at 5% significant level, results in the output of 0 and P-value equal to 

0.9867, thus indicating that t distribution-test does not reject the null hypothesis. Based 
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on the derived CTF PDF the reliability of the specimens was estimated as 63%. In these 

calculations, 𝑡𝑐 is selected as the mean of CTF (9493 cycle) data points. 

 

Figure 7.6. (a) Normalized entropy evolution of aluminum specimens; filled 

diamond and filled circles show the CTF and EDTF, respectively, (b) Weibull 

distribution function was fitted to the EDTF and (c) derived PDF of CTF based on 

EDTF PDF versus true CTF distribution 
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7.3 RUl Prediction by Entropic-Based PHM Framework 

Figure 7.7 shows the implementation of the entropy-based PHM framework to the 

corrosion-fatigue degradation mechanism. The health assessment and RUL estimation 

of aluminum samples is demonstrated in two steps using two well-known methods in 

PHM. These steps are offline data analysis, including processing of training data such 

as extraction of features and classification of training data points to healthy and faulty 

labels, and online data analysis, including health assessment of test data points, 

estimation of online degradation model parameters and RUL prediction. The details of 

each phase are discussed below: 

 

 

Figure 7.7. The application of the entropy-based PHM approach 
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7.3.1 Offline modeling 

Assuming the corrosion and fatigue are the main dissipative processes, features of 

strain and corrosion potential variations (i.e. maximum amplitude, root mean square, 

and skewness) along with energy loop values resulting from stress-strain hysteresis and 

corrosion potential-electrical charge were processed for training samples. The training 

samples are marked with star superscript in Table 7.1. To evaluate the state of the 

components’ health, the k-nearest-neighbor (kNN) [149] approach was employed. The 

kNN approach is a non-parametric classification method in which a new data point is 

classified based on its vicinity to the k neighboring data points of known classes. In 

this method, the Euclidean distance is calculated from a new data point to the centroid 

of the nearest neighbors from each class, and the new data is classified to the shortest 

centroid distance. The healthy and faulty classes were selected based on the portion of 

the specimen life. Data from the initial 10-30% and 70% lifetime defined the healthy 

and faulty class, respectively. 

In kNN the selection of k is subject to the type of data. To obtain a proper value of k at 

which the classification output is stabilized, sensitivity analysis should be performed. 

In this study, the impact of the presence of noise in the classification was examined in 

altering the location of the nearest neighbors’ centroid.  In the sensitivity analysis, the 

change in the distance of a test point to the centroid of the nearest neighbors was 

calculated as the value of k was increased by one at each step, as shown in Figure 7.8. 

k was selected such that enough neighbors were selected to produce a stable neighbor’s 

centroid. 
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Figure 7.8. Selecting k based on sensitivity study for the training data 

 

 Fault level (FL) is determined by taking a moving average of the kNN binary output 

over time with a window of 100 data points. This enables the definition of anomaly 

detection threshold. An anomaly was acknowledged when the FL > 0.7. Based on the 

faulty portion of the lifetime, this threshold is defined as a minimum operating 

requirement level for an item (the item may still be operational, but not satisfactorily). 

The classification output plot is depicted for sample number 5 in Figure 7.9.  

 

 

Figure 7.9. kNN classification output for sample number 5 
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7.3.2 Online modeling 

By choosing the normalized volumetric entropy parameter as the index of damage to 

be monitored, the Bayesian updating method can be used to estimate the parameters of 

the degradation model and to predict age. The Bayesian updating approach provides a 

general, rigorous method for dynamic state estimation problems. The idea is to build a 

PDF of the system model states (i.e. the degradation model parameters in this study) 

based on all available information. Particle filter (PF) is a method for implementing a 

recursive Bayesian filter using Monte Carlo simulations. Herein, it approximates the 

damage evolution trends (depicted in Figure 7.5) parameters’ PDF by a set of particles 

sampled from the normal PDF and a set of associated weights denoting probability 

masses [85]. 

As the particle filter requires models developed from known system behavior, the 

particles in the PF method are generated and recursively updated by system states 

evolution model shown in Equation 32, where the random walk model is considered 

for evolution of degradation trend parameters 𝑎0𝑛
 and 𝑎1𝑛

, a measurement model 

depicted in Equation 33, and an a priori estimate of the system model states PDF.  

 

 

𝑎0𝑛
= 𝑎0𝑛−1

+ 𝜔𝑎0
 

𝑎1𝑛
= 𝑎1𝑛−1

+ 𝜔𝑎1
 

(32)  

 𝐷𝑛 = 𝑎1𝑛
𝑛 + 𝑎0𝑛

+ 𝜃 (33)  
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where  𝒙𝑛 = [𝑎0𝑛
, 𝑎1𝑛

 ] is the degradation trend parameter vector at cycle n while 

its elements are subject to normal distribution error, 𝜔𝑎𝑖
= 𝑁𝑜𝑟𝑚𝑎𝑙(0, 𝛽𝑎𝑖

), 𝑖 = 1, 2, 

with zero mean and standard deviation, 𝛽𝑎𝑖
. 𝐷𝑛 is the entropic damage measurement at 

cycle n which is subjected to a Gaussian noise, 𝜃 = 𝑁𝑜𝑟𝑚𝑎𝑙(0, 𝛽𝐷), and its progress 

model is obtained from the linear regression of damage trends depicted in Figure 3, 

with the average of coefficient of determination, 𝑅2 equal to 0.98, estimated from the 

training samples’ degradation evolution trends regression. 

The goal of PF implementation is then to estimate the probability distribution of the 

degradation model parameters, 𝑎0𝑛
 and 𝑎1𝑛

, given a series of entropic damage 

measurements, 𝐷𝑛 = [𝐷1, 𝐷2, 𝐷3, … , 𝐷𝑛]. The particle filter is implemented by 

initiating the degradation model parameters by a set of particles, 𝒙0
𝑖 , where 𝑖 =

1, 2, … , 𝑁𝑠.  

Within the Bayesian framework, the posterior PDF of the system model states, 

𝑃𝑟(𝒙0:𝑛|𝐷1:𝑛), at cycle 𝑛 can be approximated by: 

 

 𝑃𝑟(𝒙0:𝑛|𝐷1:𝑛) ≈ 𝛴𝑖=1
𝑁𝑠 𝑤𝑛

𝑖 𝛿(𝒙0:𝑛 − 𝒙0:𝑛
𝑖 ) (34)  

 

where 𝛿(.) is the Dirac delta function, 𝒙0:𝑛 and 𝐷1:𝑛 are the set of all states and damage 

measurements up to cycle 𝑛, and  𝒙𝑛
𝑖 , 𝑖 = 1, … , 𝑁𝑠, is a set of random samples drawn 

from 𝑃𝑟(𝒙0:𝑛|𝐷1:𝑛) with associated weights 𝑤𝑛
𝑖  , 𝑖 = 0, … , 𝑁𝑠, normalized such that 

∑ 𝑤𝑛
𝑖 = 1

𝑁𝑠
𝑖=1 . 
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Sampling / importance resampling is a commonly used algorithm to attribute 

importance weight, 𝑤𝑛
𝑖 , to each particle, 𝑖, as: 

 

 𝑤𝑛
𝑖 =

𝑃𝑟(𝐷1:𝑛|𝒙𝑛
𝑖 )𝑃𝑟(𝒙𝑛

𝑖 )

𝜋(𝒙𝑛
𝑖 |𝐷1:𝑛)

 (35)  

 

A recursive formulation in order to update the weights can be obtained as: 

 

 𝑤𝑛
𝑖 = 𝑤𝑛−1

𝑖
𝑃𝑟(𝐷𝑛|𝒙𝑛

𝑖 )𝑃𝑟(𝒙𝑛
𝑖 |𝒙𝑛−1

𝑖 )

𝜋(𝒙𝑛
𝑖 |𝐷1:𝑛)

 (36)  

 

where the importance distribution 𝜋(𝒙𝑛
𝑖 |𝐷1:𝑛) can be approximated by 𝑃𝑟(𝒙𝑛

𝑖 |𝒙𝑛−1
𝑖 ), 

which is an arbitrarily chosen distribution [85]. 

 

7.3.3 RUL prediction 

As discussed earlier, given a series of measured entropic damage values, 𝐷𝑛, the PF 

technique enables the estimation of the degradation model parameters (𝑎0𝑛
 and 𝑎1𝑛

), 

where in the updating process, 𝑁s samples are used to approximate the posterior PDF 

of them. Each sample denotes a candidate for the system model state vector, 𝒙𝑛
𝑖 =

[𝑎0𝑛
, 𝑎1𝑛

], 𝑖 = 1, 2, … , 𝑁𝑠, so the prediction of damage, 𝐷, would have 𝑁𝑠 possible 
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trajectories with the corresponding importance weight 𝑤𝑛
𝑖 . The 𝑙th step ahead of the 

prediction of each trajectory at cycle 𝑛 is calculated by: 

 

 𝐷𝑛+𝑙
𝑖 = 𝑎1𝑛

𝑖 (𝑛 + 𝑙) + 𝑎0𝑛
𝑖  

(37)  

 

The estimated PDF of the damage prediction, ℎ(𝐷), at 𝑙thstep ahead can be estimated 

by: 

 

 ℎ(𝐷) = 𝑃𝑟(𝐷𝑛+𝑙|𝐷0:𝑛) ≈ ∑ 𝑤𝑛
𝑖 𝛿(𝐷𝑛+𝑙 − 𝐷𝑛+𝑙

𝑖
𝑁𝑠

𝑖=1
) 

(38)  

 

where 𝑤𝑛
𝑖  kept constant with the corresponding values at the anomaly point. Defining 

a deterministic entropic endurance which corresponds to endurance threshold level as 

𝐷𝑓 = 1, the RUL probability estimation, 𝑅𝑛
𝑖 , of the 𝑖th trajectory at cycle 𝑛 can be 

obtained by solving the following equation as: 

 

 1 = 𝑎1𝑛
𝑖 (𝑛 + 𝑅𝑛

𝑖  ) + 𝑎0𝑛
𝑖  

(39)  

 

The PDF of the RULs at cycle 𝑛 can be approximated by: 

 



 

 

78 

 

 𝑃𝑟(𝑅𝑛|𝐷0:𝑛) ≈ ∑ 𝑤𝑛
𝑖 𝛿(𝑅𝑛 − 𝑅𝑛

𝑖
𝑁𝑠

𝑖=1
) 

(40)  

 

However, if the variability in the endurance threshold is considered with the PDF 

distribution 𝑏(𝐷𝑓), being independent from the deterioration distribution [150], the 

RUL cumulative density function at cycle 𝑛 can be derived from Equation 41 which 

accounts for the knowledge of the deterioration state 𝐷𝑛 at cycle 𝑛 [150]: 

 

𝑅𝑈𝐿(𝑛) = ∫
𝐵(𝐷) − 𝐵(𝐷𝑛)

1 − 𝐵(𝐷𝑛)
ℎ𝐷−𝐷𝑛 (𝐷 − 𝐷𝑛)𝑑𝐷

∞

𝐷𝑛

 (41)  

 

where 𝐵 is the Cumulative Density Function (CDF) of the endurance thresholds 

(satisfying 𝐵(0) = 0), ℎ𝐷−𝐷𝑛  is the probability of having at cycle 𝑛 a deterioration 

increments 𝐷 − 𝐷𝑛, and the term 
𝐵(𝐷)−𝐵(𝐷𝑛)

1−𝐵(𝐷𝑛)
 is the left-truncated CDF of the endurance 

threshold providing the probability of having the endurance threshold between the 

current deterioration state ( Anomaly point) and infinity. 

7.3.4 Prognostics results 

Using the kNN classification method, anomalies were identified when the test data FL 

crosses the anomaly detection threshold. Once the anomaly was detected, the PF 

algorithm was initiated to predict the RULs. The initial values of the degradation 

evolution trend parameters (𝑎0𝑛
 and 𝑎1𝑛

) were obtained from the least square 
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regression of degradation trend, using the healthy interval of the data for each test 

specimen. These parameters were updated by the PF algorithm in each cycle step.  

Figure 7.10a shows the prediction results for sample number 5. The left-truncated 

endurance threshold and the PDF of the predicted total life are shown in the red contour 

plot and blue line, respectively. Figure 7.10.b shows the distribution of the degradation 

trend at the anomaly criteria, resulting from the degradation model parameters 

uncertainties.   

The same procedure was applied to the remaining specimens. The percentage of the 

mean of the predicted RULs and actual RULs, and the minimum and maximum 

absolute value of error between the predicted RULs at different endurance thresholds 

and actual RULs are shown in Table 2. The error interval falls in the range of 0.1% to 

25.5%. This implies that using entropy as a measure of damage can handle the 

uncertainties related to the endurance threshold to a good extent. The performance of 

predictions, however, can be enhanced by reducing the uncertainties discussed earlier. 

Other studies such as [151, 88] suggest statistical solutions to manipulate the endurance 

threshold uncertainty in predicting the RUL, or using the opinion of experts with 

expertise within the relevant field to provide useful information about the threshold 

probability distribution. With the use of entropy as a damage index, however, this study 

tried to provide a practically scientific approach to control the endurance threshold 

uncertainty effects on RUL prediction. 
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Figure 7.10. (a) RUL prediction for sample number 5, (b) distribution of degradation 

trend at the anomaly criteria 
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Table 7.2. RUL prediction results 

Test 

sample 

number 

Stress 

(MPa) 

Actual 

RUL (% 

of life) 

Mean of 

estimated 

RULs (% of 

life) 

Error 

between 

actual RUL 

and mean 

of estimated 

RULs (% of 

life) 

Minimum 

error 

between 

actual RUL 

and 

estimated 

RULs (% of 

life) 

Maximum 

error 

between 

actual RUL 

and 

estimated 

RULs (% of 

life) 

3 405 32.3 37.1 4.8 1.2 21.5 

4 405 32.8 28.3 4.4 1.9 12.8 

5 365 11.0 11.7 0.7 0.1 23.9 

8 365 23.3 20.2 3.1 0.3 23.3 

10 330 26.3 17.8 8.5 0.2 13.3 

11 330 30.8 30.3 0.5 0.1 11.5 

14 330 23.2 8.15 15.4 1.4 23.2 

16 295 31.6 42.5 10.9 2.5 25.5 

18 295 30.0 15.4 14.6 0.1 24.1 

20 265 28.9 33.6 4.7 1.2 24.2 

22 265 31.5 35.7 4.2 0.2 15.7 
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8. Chapter 8: Conclusions and Recommendations 

8.1 Conclusions 

This dissertation proposes a new entropic theory of damage that describes an index of 

damage on the basis of the generated entropy during any degradation process and 

describes and derives integrity and reliability expressions of critical components and 

structures within the irreversible thermodynamic framework. It suggests that the true 

damage in nearly all degradation processes is larger than the observed markers of 

damage, and if all degradation processes related to the failure mechanisms were known, 

the associated entropy generation from each mechanism would have been the true 

indicator for the total damage incurred, regardless of whether or not the damages were 

observable. Therefore, a unified “non-empirical” index of damage can be defined based 

on the entropy generation concept, which is capable of capturing the effects of multiple 

competing and interacting failure mechanisms, and can provide a consistent definition 

at a long stretch of scaling from micropscopic to macroscopic scales. The ability of 

entropy as a measure of uncertainty is described in terms of providing the best estimate 

of degradation accumulation and performance decline in the absence of any 

microstructural observation. Furthermore, it shows that entropy as a thermodynamic 

state function is independent of the failure path, and is capable of handling the 

uncertainties related to a metric defined as the entropic-endurance beyond which a 

failure will occur.   
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Using entropy as an index of damage, which relies on the most fundamental law of 

engineering and science (i.e., the second law of thermodynamics), proved useful to 

formally describe the reliability assessment of critical components and structures. It has 

been described that manufacturing imprecision, usage disparities, variabilities related 

to material properties, geometries or loading conditions and other events leading to 

damage impose uncertainties on the damage trends (i.e., normalized total entropy 

growth as the index), 𝐷, and resulting time to failure (TTF). This research provided a 

formalism to relate the entropy-based damage to the corresponding reliability models 

of life. Deriving the reliability function in terms of the entropic damage to failure 

probability distribution function, and knowing the contributions of different dissipative 

processes in form of entropy generation, can offer a foundation for other applications 

(e.g., prognosis and health management) in structural integrity assessment. 

The application of the entropic-based damage is also demonstrated within the prognosis 

and health management framework to estimate remaining useful life prediction of 

critical components and structures within the irreversible thermodynamic framework. 

The suggested approach not only offers a science-based foundation for PHM methods, 

but also benefits from the superior advantages of the use of entropy as a damage index, 

in contrast with the common observable markers of degradation. In fact, the proposed 

entropic based PHM approach is preferred as it allows inclusion of all degradation 

mechanisms through quantification of entropy, based on failure mechanisms. With the 

use of entropy as “as measurement of uncertainty” for damage characterization, better 

estimates can be achieved with greater confidence. This entropic based approach 
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improves the performance of remaining useful life assessment by providing an almost 

constant entropic-endurance threshold. Furthermore, by decreasing the dimensionality 

of calculation better resource management can be optimized. 

To evaluate the practicality of the approach for reliability analysis and integrity 

characterization, the entropic-based damage approach was implemented in corrosion-

fatigue degradation mechanism, simulated in a laboratory environment. Using this 

theorem, which relates entropy generation to dissipative phenomena and under the 

assumptions mentioned earlier, the thermodynamic entropies generated in the 

corrosion-fatigue degradation mechanism of dog-bone samples exposed to 

simultaneous cyclic loading and corrosive environment was evaluated in terms of the 

associated dissipative processes.  With the elimination of the effect of heat conduction, 

diffusion loses, hydrogen embrittlement dissipations and Ohmic over-potential due to 

their insignificant contributions to entropy generation, the main entropy contributions 

are assumed to be the result of corrosion and fatigue degradation processes. It has been 

shown that using the concept of entropy-based-damage can alleviate the conceptual 

challenges when dealing with different degradation mechanisms (i.e., corrosion and 

fatigue in corrosion-fatigue failure mechanism) with different observable markers, 

which allows us to provide a consistent definition of damage. For example, materials 

removal owing to corrosion may be viewed as a surface damage, while in fatigue the 

change of strain in material may be used as a volumetric damage. However, as far as 

both degradation processes occur in the same control volume, their entropy generation 

contributions can be added to indicate the entirety of the damage incurred.  
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The synergistic mechano-chemical effect arising from interaction of synergistic 

corrosion and fatigue processes was revealed within experimental records. The amount 

of chemical over-potential enhanced by cyclic stress was shown to be in good 

agreement with the value of chemical over-potential induces by mechanical load 

obtained in literature.   

The experimental results showed that the cumulative entropy generations resulted in 

corrosion-fatigue tests at the time of failure, while scattered due material-to-material 

variability, remain approximately constant and are independent of the loading 

conditions. This result supports the proposed theory of entropic-damage being 

independent from failure path as a thermodynamic state function.  

It was shown that the contribution from the cumulative corrosion entropy increased 

with the decrease of load (which corresponds to the decrease of fatigue entropy), but 

that the total cumulative entropy remained constant. Fitting a second order polynomial 

to the specimens’ corrosion to fatigue ratios at fracture points for different loading 

conditions; it has been shown that the contribution of the corrosion and fatigue 

entropies for lower mechanical loads can be estimated through extrapolation. Using a 

linear relationship between cumulative corrosion-fatigue entropy and time evolution, 

the entropy-based damage reliability model was derived based on the relationship 

between the entropic damage to failure probability distribution function and cycle-to-

failure probability distribution function. Using the t distribution-test hypothesis the 

dissertation confirmed the goodness of fit of derived cycle to failure probability 

distribution function.  
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An entropy-based prognostic and health management approach was also implemented 

for structures subject to the corrosion-fatigue degradation mechanism. The 

thermodynamic entropy generated in the corrosion-fatigue degradation mechanism was 

then used to predict the remaining useful life of AL 7075-T651 samples. The use of 

entropy for prediction purposes was shown to be effective in terms of capturing the 

amount of damage and expended life due to dissipative processes (i.e., corrosion and 

fatigue), and. The limited difference between actual remaining useful life and estimated 

ones reveals that using entropy as a measure of damage is effective in handling the 

uncertainties associated with the entropic-endurance. 

Finally, it is worth to note that, this study is limited to some assumptions. Important 

ones are: elimination of some of dissipative processes with insignificant contributions 

to entropy generation in quantifying the entropy generated during corrosion-fatigue 

experiments; consideration of presence of no damage in samples at the beginning of 

the experiments; and limited control of laboratory environmental conditions due to the 

long period of experiments. These shortcomings can be addressed by means of high 

precision observation equipment and sensors, using the correlation between the rate of 

damage and damage at different stages of degradation for quantification of damage at 

time zero [152], and use of modern technologies and methods to control the laboratory 

environmental conditions for long lasting tests.  
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8.2 Recommendations for Future Work 

The following areas are suggested for future research.  

 

 Perform fatigue tests using a broader spectrum of stress amplitudes and loading 

ratios to improve the estimates and reduce uncertainties.  

 Conduct spectrum loading to investigate the feasibility of applying an entropic-

based damage approach to more complex and realistic degradation conditions.  

 Validate the proposed entropy-based damage approach in corrosion-fatigue 

against other aluminum alloys and steel materials. 

 Validate the proposed entropic-damage theory at different ranges over the 

corrosion polarization curve [i.e., corrosion dissolution of anodic species (𝛼 

phase) and corrosion dissolution of cathodic species (𝛽 phase)]. 

 Use various measurement techniques to improve on the measurement of 

thermodynamic forces and fluxes resulting from other dissipative processes 

such as heat conduction, diffusion, and hydrogen embrittlement that this study 

found to have an insignificant contribution to entropy.  

 Develop a new approach that accounts for the initial entropic damages such as 

pit initiation in the pre-corrosion phase, which this study assumed to be zero. 

 Develop proof of the independence of entropy generation at the fixed entropic-

endurance points for other geometries by performing experiments using more 

complex geometries. 
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 Investigate the synergistic effects between thermodynamic fluxes and forces 

when multiple dissipative processes are active during corrosion-fatigue 

degradation mechanisms.  

 Perform corrosion-fatigue tests in different environmental conditions (e.g., 

different corrosive solution concentration and pH, different temperature and 

pressure). 

 Develop similar entropic-damage models for other critical failure mechanisms 

such as stress-corrosion-cracking, radiation embrittlement, and creep failure 

mechanisms. 

 Characterization of the proposed entropy-damage theory in the context of 

statistical mechanics. This brings about the probabilistic interpretation of 

damage, based on the probability of the underlying microstructural states. 

 Examin the proposed entropic-based-damage approach along with reliability 

and PHM entropy based techniques through the use of data resulted from other 

failure mechanisms.  
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