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Visual recognition has been a subject of extensive research in computer vision. A

vast literature exists on feature extraction and learning methods for recognition. However,

due to large variations in visual data, robust visual recognition is still an open problem. In

recent years, sparse representation-based methods have become popular for visual recog-

nition. By learning a compact dictionary of data and exploiting the notion of sparsity,

start-of-the-art results have been obtained on many recognition tasks. However, existing

data-driven sparse model techniques may not be optimal for some challenging recognition

problems. In this dissertation, we consider some of these recognition tasks and present

approaches based on sparse coding for robust and efficient recognition in such cases.

First we study the problem of low-resolution face recognition. This is a challenging

problem, and methods have been proposed using super-resolution and machine learning-

based techniques. However, these methods cannot handle variations like illumination

changes which can happen at low resolutions, and degrade the performance. We propose

a generative approach for classifying low resolution faces, by exploiting 3D face mod-

els. Further, we propose a joint sparse coding framework for robust classification at low

resolutions. The effectiveness of the method is demonstrated on different face datasets.

In the second part, we study a robust feature-level fusion method for multimodal

biometric recognition. Although score-level and decision-level fusion methods exist in

biometric literature, feature-level fusion is challenging due to different output formats

of biometric modalities. In this work, we propose a novel sparse representation-based



method for multimodal fusion, and present experimental results for a large multimodal

dataset. Robustness to noise and occlusion are demonstrated.

In the third part, we consider the problem of domain adaptation, where we want

to learn effective classifiers for cases where the test images come from a different dis-

tribution than the training data. Typically, due to high cost of human annotation, very

few labeled samples are available for images in the test domain. Specifically, we study

the problem of adapting sparse dictionary-based classification methods for such cases.

We describe a technique which jointly learns projections of data in the two domains, and

a latent dictionary which can succinctly represent both domains in the projected low-

dimensional space. The proposed method is efficient and performs on par or better than

many competing state-of-the-art methods.

Lastly, we study an emerging analysis framework of sparse coding for image clas-

sification. We show that the analysis sparse coding can give similar performance as the

typical synthesis sparse coding methods, while being much faster at sparse encoding. In

the end, we conclude the dissertation with discussions and possible future directions.
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Chapter 1: Introduction

1.1 Motivation

Visual recognition has been a subject of extensive research in computer vision. A

vast literature exists on feature extraction and learning methods for recognition. However,

in real world, captured images show myriad variations, which can be caused by changes

in cameras, object viewpoint, lighting conditions, etc. Dealing with these variations is

challenging, and the problem holds considerable research interest.

Low resolution can be a significant challenge in many practical recognition systems,

e.g., surveillance, where the person can be standing far away from camera, thus, his/her

image has few pixels. Many face recognition algorithms, which work well when image

has sufficient resolution, break down at low resolutions. Image enhancement techniques,

like super-resolution do not increase recognition performance. Further, low resolution

is usually coupled with other variations like illumination, blur, etc making the problem

harder.

An approach to robust visual classification is through fusion of multiple cues. While

individual features may not work well for different variations in data, a joint inference

can give improved results. Fusion is typically done at feature-level or output score-level.

Ranked outputs of individual classifiers are also fused in some applications. Fusion of

raw features can be more robust, however there can be challenges due to different feature

formats and high feature dimension. Another important problem is to devise a way to

weigh different features at the test time.

Recently, Saenko et al [109] introduced the problem of domain adaptation to the
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Figure 1.1: Example of domain adaptation problem. We want to adapt a classifier to per-

form well on images from Webcam with a few labeled examples available while training.

However, sufficient number of labeled samples are available from the Amazon dataset.

vision community. The problem of domain adaption deals with the situation where the

test images come from a different distribution than the training data, as shown in Figure

1.1. This change can be caused due to the variations in data capture as mentioned above.

Further, due to high cost of annotation, only few labeled samples are usually available

in the test domain for adapting the classifier. The challenge here is to learn a robust

classifier which can perform well in testing conditions. Applications of domain adaptation

methods include robust object recognition (e.g. matching high resolution images to low

resolution), using unlabeled videos (on YouTube) for improving image recognition, etc.

Lastly, with large amount of data available, efficient classification has become an

important problem. With the above challenges in mind, we now present some effective

solutions in this dissertation.
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1.2 Proposed Algorithms and Contributions:

1. Low resolution face recognition:

In the first part, we consider the challenging problem of recognition of low resolu-

tion face images. As the recognition becomes difficult at low resolutions, we as-

sume that a high resolution training image is available for recognition. We propose

a generative approach [115, 116] for classifying the low resolution image, by ex-

ploiting the information available in high resolution training through 3D face mod-

els. An important feature of our algorithm is that it can handle resolution changes

along with illumination variations. The effectiveness of the proposed method is

demonstrated using standard datasets and a challenging outdoor face dataset. It is

shown that our method is efficient and can perform significantly better than many

competing low resolution face recognition algorithms.

2. Robust feature-level fusion:

Traditional biometric recognition systems rely on a single biometric signature for

authentication. While the advantage of using multiple sources of information for

establishing the identity has been widely recognized, computational models for

multimodal biometrics recognition have only recently received attention. In the

second part of the dissertation, we propose a multimodal sparse representation

method [114, 117], which represents the test data by a sparse linear combination

of training data, while constraining the observations from different modalities of

the test subject to share their sparse representations. Thus, we simultaneously take

into account correlations as well as coupling information among biometric modal-

ities. A multimodal quality measure is also proposed to weigh each modality as it

gets fused. Furthermore, we also kernelize the algorithm to handle non-linearity

in data. The optimization problem is solved using an efficient alternative direction

method. Various experiments show that the proposed method compares favorably

with competing fusion-based methods.

3. Domain-adaptive dictionary learning:
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Data-driven dictionaries have produced state-of-the-art results in various classifica-

tion tasks. However, when the target data has a different distribution than the source

data, the learned sparse representation may not be optimal. In this part of the disser-

tation, we investigate if it is possible to optimally represent both source and target

by a common dictionary. Specifically, we describe a technique [118, 119] which

jointly learns projections of data in the two domains, and a latent dictionary which

can succinctly represent both the domains in the projected low-dimensional space.

An efficient optimization technique is presented, which can be easily kernelized

and extended to multiple domains. The algorithm is modified to learn a common

discriminative dictionary, which can be further used for classification. The pro-

posed approach does not require any explicit correspondence between the source

and target domains, and shows good results even when there are only a few la-

bels available in the target domain. Various recognition experiments show that the

method performs on par or better than competitive state-of-the-art methods.

4. Analysis Sparse Coding:

Data-driven sparse models have been shown to give superior performance for image

classification tasks. Most of these works depend on learning a synthesis dictionary

and the corresponding sparse code for recognition. However in recent years, an

alternate analysis coding based framework (also known as co-sparse model) has

been proposed for learning sparse models. In this work [113], we study this frame-

work for image classification. We demonstrate that the proposed approach is robust

and efficient, while giving a comparable or better recognition performance than the

traditional synthesis-based models.

Finally, we present discussions and describe extensions of the proposed approaches.

1.3 Organization

The dissertation is organized as follows. The method for synthesis-based low res-

olution face recognition is presented in Chapter 2. In Chapter 3, we present a robust
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feature-level fusion method for multimodal recognition. The method for domain-adaptive

dictionary learning is presented in Chapter 4. The analysis sparse coding model is dis-

cussed in Chapter 5. A summary and future research directions are presented in Chapter 5.
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Chapter 2: Low-Resolution Face Recognition

2.1 Introduction

Face recognition has been an active field of research in biometrics for over two

decades [146]. Current methods work well when the test images are captured under con-

trolled conditions. However, quite often the performance of most algorithms degrades

significantly when they are applied to the images taken under uncontrolled conditions

where there is no control over pose, illumination, expressions and resolution of the face

image. Image resolution is an important parameter in many practical scenarios such as

surveillance where high resolution cameras are not deployed due to cost and data storage

constraints and further, there is no control over the distance of faces from the camera.

Figure 2.1 illustrates a practical scenario where one is faced with a challenging problem

of recognizing humans when the captured face images are of very low resolution (LR).

Many methods have been proposed in the vision literature that can deal with this res-

olution problem in FR. Most of these methods are based on application of super-resolution

(SR) technique to increase the resolution of images so that the recovered higher-resolution

(HR) images can be used for recognition. One of the major drawbacks of applying SR

techniques is that there is a possibility that the recovered HR images may contain some

serious artifacts. This is often the case when the resolution of the image is very low. As

a result, these recovered images may not look like the images of the same person and the

recognition performance may degrade significantly.

In practical scenarios, the resolution change is also coupled with other variations

such as pose change, illumination and expression. Algorithms specifically designed to
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Figure 2.1: A typical image in remote face recognition.

deal with LR images quite often fail in dealing with these variations. Hence, it is essential

to include these parameters while designing a robust method for low-resolution FR. To

this end, in this dissertation, we present a generative approach to low-resolution FR that is

also robust to illumination variations based on learning class specific dictionaries. One of

the major advantages of using generative approaches is that they have reduced sensitivity

to noise than the discriminative approaches [146]. Furthermore, we kernelize the learning

algorithm to handle non-linearity in the data samples and present a joint sparse coding

framework for robust recognition.

The training stage of our method consists of three main steps. In the first step, given

HR training samples from each class, we use an image relighting method to generate mul-

tiple images of the same subject with different lighting so that robustness to illumination

changes can be realized. In the second step, the resolution of the enlarged gallery images

from each class is matched with that of the probe image. Finally, in the third step, class

and resolution specific dictionaries are trained. For the testing phase, a novel LR image

is projected onto the span of the atoms in each learned dictionary. The residual vectors

are then used to classify the subject. A flowchart of the proposed algorithm is shown in

Figure 2.2.

The key contributions of this work are:

1. We propose a synthesis-based method for LR FR that is robust to illumination vari-

ations, and a dictionary learning framework for classification at low resolutions.
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Figure 2.2: Overview of the proposed low resolution face recognition framework.

2. We extend our method from linear to non-linear case by learning a dictionary in the

high-dimensional feature space using kernel methods.

3. A joint non-linear dictionary learning method is proposed for LR FR that shares

common sparse codes between HR and LR dictionaries.

2.1.1 Chapter organization

The rest of the chapter is organized as follows: In Section 2.2, we review some re-

lated works. The proposed approach is described in Section 2.3 and experimental results

are presented in Section 2.4. The computational efficiency of the proposed approaches is

analyzed in Section 2.5. Finally, Section 2.6 concludes the chapter with a brief summary

and discussion.

2.2 Previous Work

In this section, we review some of the recent FR methods that can deal with low

resolution. We also briefly discuss the relevant sparse coding literature.
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2.2.1 SR-based approaches

SR is the method of estimating HR image x given downgraded image y. The LR

image model is often given as

y = BHx+ η,

where B,H and η are the downsampling matrix, the blurring matrix and the noise, re-

spectively. Earlier works for solving the above problem were based on taking multiple

LR inputs and combining them to produce the HR image. A classical work by Baker

and Kanade [6] showed that the methods using multiple LR images using smooth priors

often fail to produce good results as the resolution factor increases. They also proposed a

face hallucination method for super-resolving face images. Subsequently, there have been

works using single image for SR such as example-based SR [35], SR using neighborhood

embedding [20] and sparse representation-based SR [137].

While these methods can be used for super-resolving the face images, that can be

subsequently recognized, methods have also been proposed for specifically handling the

problem for faces. In particular, an eigen-face domain SR method for FR was proposed by

Gunturk et al in [45]. This method proposes to solve the FR at LR using SR of multiple

LR images using their PCA domain representation. Given an LR face image, Jia and

Gong [52] propose to directly compute a maximum likelihood identity parameter vector

in the HR tensor space that can be used for SR and recognition. Hennings-Yeomans et

al. [47] presented a Tikhonov regularization method that can combine the different steps

of SR and recognition in one step. Wilman et al. [149] proposed a relational learning

approach for super-resolution and recognition of low resolution faces.

2.2.2 Metric learning-based approaches

Though LR face images are directly not suitable for face recognition purpose, it

is also not necessary to super-resolve the images before recognition, as the problem of

recognition is not the same as SR. Based on this motivation, some different approaches

to this problem have been suggested. The method of Coupled Metric Learning [64] at-
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tempts to solve this problem by mapping the LR image to a new subspace, where higher

recognition can be achieved. A similar approach for improving the matching performance

of the LR images using multidimensional scaling was recently proposed by Biswas et al.

in [10–12]. Further, Ren et al. [102] used coupled kernel methods for low-resolution face

recognition. A coupled Fisher analysis method was proposed by Sienna et al. [124]. Lei

et al. [63]. also proposed a coupled discriminant analysis framework for heterogenous

face recognition.

2.2.3 Other methods

There have been several attempts to solve the problem of unconstrained FR using

videos. In particular, Arandjelovic and Cipolla [3] use a video database of LR face images

with variations in pose and illumination. Their method combines a photometric model of

image formation with a statistical model of generic face appearance variation to deal with

illumination. To handle pose variation, it learns local appearance manifold structure and

a robust same-identity likelihood.

A change in resolution of the image changes the scale of the image. Scale change

has a multiplicative effect on the distances in image. Hence, if the image is represented

in log-polar domain, a scale change will lead to a translation in the said domain. Based

on this, an FR approach has been suggested by Hotta et al. in [48] to make the algorithm

scale invariant. This method proposes to extract shift-invariant features in the log-polar

domain.

Additionally a support vector data description method for LR FR has been described

in [62]. 3D face modeling has also been used to address the LR face recognition problem

[71] [98]. Choi et al. [23] present an interesting study on the use of color for degraded

face recognition.
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2.2.4 Sparse Coding

In recent years, sparse representation-based classification method (SRC) has emerged

as a powerful tools for various classification problems. Wright et al. [135] proposed the

seminal SRC algorithm for face recognition. It was shown that by exploiting the inher-

ent sparsity of data, one can obtain improved recognition performance over traditional

methods especially when data are contaminated by various artifacts such as illumination

variations, disguise, occlusion, and random pixel corruption. A review of linear and non-

linear dictionary-based algorithms for face recognition is presented in Patel et al. [87].

Further, a framework for joint sparse coding has been used for various tasks, like super-

resolution [137] and cross-view recognition [53]. The motivation for using joint sparse

coding in such tasks is due to being able to transfer the sparse codes between high and low

resolution image patches [137] or combine information from multiple views [53]. In this

chapter, we propose a method for learning joint dictionaries for HR and corresponding

LR gallery images for robust recognition at low resolutions.

2.3 Proposed Approach

In this section, we present the details of the proposed low-resolution FR algorithm

based on learning class specific dictionaries.

2.3.1 Image Relighting

As discussed earlier, the resolution change is usually coupled with other parameters

such as illumination variation. In this section, we introduce an image relighting method

that can deal with this illumination problem in LR face recognition. The idea is to capture

various illumination conditions using the HR training samples, and subsequently use the

expanded gallery for recognition at low resolutions.

Assuming the Lambertian reflectance model for facial surface, the HR intensity
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Figure 2.3: Examples of the (a) original image, (b) average normal used for calculation,

(c) estimated albedo and (d) re-illuminated HR and LR gallery images.

image IH is given by the Lambert’s cosine law as follows:

IH(i, j) = ρ(i, j)max(n(i, j)T s, 0), (2.1)

where IH(i, j) is the pixel intensity at location (i, j), s is the light source direction, ρ(i, j)

is the surface albedo at location (i, j), n(i, j) is the surface normal of the corresponding

surface point. Given the face image, IH , image relighting involves estimating ρ, n and

s, which is an extremely ill-posed problem. To overcome this, we use 3D facial normal

data [13] to first estimate an average surface normal, n̄. Further, the model is non-linear

due to the max term in (2.1). However, the shadow points do not reveal any information

about albedo. Hence, we neglect the max term in further discussion. The albedo, ρ and

source directions s can now be estimated as follows:

• The source direction can be estimated using n̄ and assuming unit albedo following

a linear Least Squares approach [16]:

ŝ =

(

∑

i,j

n̄(i, j)n̄(i, j)T

)−1
∑

i,j

IH(i, j)n̄(i, j).

• An inital estimate of albedo, ρ0 can be obtained as:

ρ0(i, j) =
IH(i, j)

n̄(i, j)T ŝ
.
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• The final albedo estimate is obtained using minimum mean square approach based

on Wiener filtering framework [9]:

ρ̂ = E(ρ|ρ0),

where, E(ρ|ρ0) denotes the minimum mean square estimate (MMSE) of the albedo.

Using the estimated albedo map, ρ̂ and average normal, n̄ we can generate new

images under any illumination condition using the image formation model (2.1). It was

shown in [61] that an image of an arbitrarily illuminated face can be approximated by a

linear combination of face images in the same pose, illuminated by nine different light

sources placed at pre-selected positions.

Hence, the image formation equation can be rewritten as

IH =

9
∑

k=1

akI
H
k , (2.2)

where

IHk (i, j) = ρ(i, j)max(n(i, j)T sk, 0),

and {s1, · · · , s9} are pre-specified illumination directions. Since, the objective is to gener-

ate HR gallery images which will be sufficient to account for any illumination in the probe

image, we generate images under pre-specified illumination conditions and use them in

the gallery. Figure 2.3 shows some relighted HR images along with the corresponding LR

images and the estimated albedo. Furthermore, as the condition is true irrespective of the

resolution of LR image, the same set of gallery images can be used for all resolutions.

2.3.2 Low Resolution Dictionary Learning

In LR face recognition, given labeled HR training images, the objective is to identify

the class of a novel probe LR face image. Suppose that we are givenC distinct face classes

and a set of mi HR training images per class, i = {1, · · · , C}. Here, mi corresponds to the

total number of images in class i including the relighted images. We identify an lH × qH
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grayscale image as an NH-dimensional vector, xH , which can be obtained by stacking its

columns, where NH = rH × qH . Let

XH
i = [xH

i,1, · · · ,xH
i,mi

] ∈ R
NH×mi

be an NH × mi matrix of training images corresponding to the ith class. For resolution

and illumination robust recognition, the matrix XH
i is pre-multiplied by downsampling B

and blurring H matrices. Here, H has a fixed dimension of NH × NH and B will be of

size NL × NH , where NL = rL × qL, the LR probe being a grayscale image of rL × qL.

The resolution specific training matrix, XL
i is thus created as

XL
i = BHXH

i , (XH
i ) ↓ . (2.3)

Given this matrix, we seek the dictionary that provides the best representation for

each elements in this matrix. One can obtain this by finding a K-atom dictionary Di ∈
R

NL×K , and a sparse matrix Γi ∈ R
K×mi that minimizes the following representation

error

(D̂i, Γ̂i) = argmin
Di,Γi

‖XL
i −DiΓi‖2F subject to

‖γk‖0 ≤ T0 ∀ k, (2.4)

where γk represent the columns of Γi and the ℓ0 sparsity measure ‖.‖0 counts the num-

ber of nonzero elements in the representation. Here, ‖A‖F denotes the Frobenius norm

defined as ‖A‖F =
√

∑

i

∑

j |A(i, j)|2. Many approaches have been proposed in the

literature for solving such optimization problems. We adapt the K-SVD algorithm [2] for

solving (2.4) due to its simplicity and fast convergence. The K-SVD algorithm alternates

between sparse-coding and dictionary update steps. In the sparse-coding step, Di is fixed

and the representation vectors γks are found for each example xL
i,j . Then, with fixed a Γi,

the dictionary is updated atom-by-atom in an efficient way. See [2] for more details on

the K-SVD dictionary learning algorithm.
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2.3.2.1 Classification:

Given an rL × qL LR probe, it is column-stacked to give the column vector y. It

is projected onto the span of the atoms in each Di of the C class dictionary, using the

orthogonal projector

Pi = Di(D
T
i Di)

−1DT
i .

The approximation and residual vectors can then be calculated as

ŷi = Piy = Diαi (2.5)

and

ri(y) = y − ŷi

= (I−Pi)y, (2.6)

respectively, where I is the identity matrix and

αi = (DT
i Di)

−1DT
i y (2.7)

are the coefficients. Since the K-SVD algorithm finds the dictionary, Di, that leads to the

best representation for each examples in XL
i , ‖ri(y)‖2 will be small if y were to belong to

the ith class and large for the other classes. Based on this, we can classify y by assigning

it to the class, d ∈ {1, · · · , C}, that gives the lowest reconstruction error, ‖ri(y)‖2:

d = identity(y)

= argmin
i
‖ri(y)‖2. (2.8)

2.3.2.2 Generic Dictionary Learning:

The class-specific dictionary, Di, i = 1, · · · , C learnt above can be extended to

use features other than intensity images. Specifically, the dictionary can be learnt using

features like Eigenbasis, FH
i extracted from training matrix XH

i . However, as equation

(2.3) does not hold for FH
i , the resolution specific feature matrix FL

i is directly extracted

using XL
i . Our Synthesis-based LR FR (SLRFR) algorithm is summarized in Figure 2.4.
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Given a LR test sample y and C training matrices {XH
i }Ci=1 corre-

sponding to HR gallery images.

Procedure:

• Gallery Extension: For each training image, use the relighting

approach described in section 2.3.1 to generate multiple im-

ages with different illumination conditions and use them in the

gallery.

• Learn the best dictionaries Di, to represent the resolution spe-

cific enlarged training matrices, XL
i , using the K-SVD algo-

rithm, where XL
i = (XH

i ) ↓, i = 1, · · · , C.

• Compute the approximation vectors, ŷi, and the residual vec-

tors, ri(y), using (2.5) and (2.6), respectively for i = 1, · · · , C.

• Identify y using (2.8).

Figure 2.4: The SLRFR algorithm.
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2.3.3 Non-linear Dictionary Learning

The class identities in the face dataset may not be linearly separable. Hence, we also

extend the SLRFR framework to the kernel space. This essentially requires the dictionary

learning model to be non-liner [129].

Let φL : RNL → G be a non-linear mapping from NL dimensional space into an

inner product space G. A non-linear dictionary can be trained in the feature space G by

solving the following optimization problem

(Âi, Γ̂i) = argmin
Ai,Γi

‖φL(XL
i )− φL(XL

i )AiΓi‖2F subject to

‖γk‖0 ≤ T0 ∀ k, (2.9)

where

φL(XL
i ) = [φL(xL

i,1), · · · ,φL(xL
i,mi

)].

In (2.9) we have used the following model for the dictionary in the feature space,

D̃i = φL(XL
i )Ai,

Since it can be shown that the dictionary lies in the linear span of the samples φL(XL
i ),

where Ai ∈ R
mi×K is a matrix with K atoms [129]. This model provides adaptivity via

modification of the matrix Ai. Through some algebraic manipulations, the cost function

in (2.9) can be rewritten as,

‖φL(XL
i )−φL(XL

i )AiΓi‖2F
= tr((I−AiΓi)

T
K

L(XL
i ,X

L
i )(I−AiΓi)), (2.10)

where K
L is a kernel matrix whose elements are computed from

κ(i, j) = φL(xL
i )

TφL(xL
j ).

It is apparent that the objective function is well-defined since it only involves a matrix of

finite dimension K
L ∈ R

mi×mi , instead of dealing with a possibly infinite dimensional

dictionary.
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An important property of this formulation is that the computation of KL only re-

quires dot products. Therefore, we are able to employ Mercer kernel functions to compute

these dot products without carrying out the mapping φL. Some commonly used kernels

include polynomial kernels

K
L(x,y) = 〈(x,y〉+ c)d

and Gaussian kernels

K
L(x,y) = exp

(

−‖x− y‖2
σ2

)

,

where c, d and σ are parameters.

Similar to the optimization of (2.4) using the linear K-SVD [2] algorithm, the opti-

mization of (2.9) involves sparse coding and dictionary update steps in the feature space

which results in the kernel dictionary learning algorithm [129]. Details of the optimiza-

tion algorithm can be found in [129] and Appendix A.

2.3.3.1 Classification:

Let {Ai}Ci=1 denote the learned dictionaries for C classes. Let z ∈ R
NL be a vector-

ized LR probe image z of size rL × qL. We first find coefficient vectors γi ∈ R
K with at

most T non-zero coefficients such that φL(XL
i )Aiγi approximates z by minimizing the

following problem

min
γi

‖φL(z)− φL(XL
i )Aiγi‖22 s.t ‖γi‖0 ≤ T, (2.11)

for all i = 1, · · · , C. The above problem can be solved by the Kernel Orthogonal Match-

ing Pursuit (KOMP) algorithm [129]. The reconstruction error is then computed as

ri = ‖φL(z)− φL(XL
i )Aiγi‖2

= K
L(z, z)− 2KL(z,XL

i )Aiγi+

γT
i A

T
i K

L(XL
i ,X

L
i )Aiγi, (2.12)

where,

K
L(z,XL

i ) = [κ(z,xL
i,1), κ(z,x

L
i,2), · · · , κ(z,xL

i,mi
)].
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Similar to the linear case, once the residuals are found, we can classify z by assigning it

to the class, d ∈ {1, · · · , C}, that gives the lowest reconstruction error, ‖ri(y)‖2:

d = identity(y)

= argmin
i
‖ri(y)‖2. (2.13)

Our kernel Synthesis-based LR FR (kerSLRFR) algorithm is summarized in Figure 2.5.

Given a LR test sample y and C training matrices {XH
i }Ci=1 corre-

sponding to HR gallery images.

Procedure:

• Gallery extension as described in Algorithm 2.4.

• Learn non-linear dictionaries Ai, to represent the resolution

specific enlarged training matrices, XL
i , using the kernel dic-

tionary learning algorithm 2.9, where XL
i = (XH

i ) ↓, i =

1, · · · , C.

• Compute the sparse codes, γ i and the residual vectors, ri, using

(2.11) and (2.12), respectively for i = 1, · · · , C.

• Identify y using (2.13).

Figure 2.5: The kerSLRFR algorithm.

2.3.4 Joint Non-linear Dictionary Learning

In the previous sections, we described methods to learn resolution-specific dictio-

naries for linear and non-linear cases. However, even though dictionaries can capture

class-specific variations, the recognition performance would go down at low resolutions.

Hence, information available in the HR training images must be exploited to make the

method robust. To enable this, we propose a framework of learning joint dictionaries
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Figure 2.6: Overview of the proposed joint non-linear dictionary learning approach. We

constrain the LR and HR dictionaries to share sparse codes to learn robust dictionaries at

low resolutions.

for HR and corresponding LR images. We achieve this through sharing sparse codes

between HR and LR dictionaries. This regularizes the learned LR dictionary to output

similar sparse codes as HR dictionary, thus, making it robust. The proposed formulation

is described as follows. An overview of the proposed approach is also shown in Figure

2.6.

Let φH : RNH → G be a non-linear mapping from NH dimensional space into a

dot product space G. We seek to learn dictionaries AH ∈ R
mi×K and AL ∈ R

mi×K by

solving the optimization problem:

(ÂH
i , Â

L
i , Γ̂i) = argmin

AH
i ,AL

i ,Γi

‖φH(XH
i )− φH(XH

i )A
H
i Γi‖2F

+ λ‖φL(XL
i )− φL(XL

i )A
L
i Γi‖2F

subject to ‖γk‖0 ≤ T0 ∀ k, (2.14)
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where, λ > 0 is a hyperparameter. This can be re-formulated as:

(
ˆ̃
Ai, Γ̂i) = argmin

Ã,Γi

‖Φ1(X
H
i ,X

L
i )−Φ2(X

H
i ,X

L
i )ÃiΓi‖2F

subject to ‖γk‖0 ≤ T0 ∀ k, (2.15)

where,

Φ1(X
H
i ,X

L
i ) =





φ(XH)
√
λφ(XL)



 , Ã =





AH
i

AL
i



 ,

Φ1(X
H
i ,X

L
i ) =





φ(XH) 0

0
√
λφ(XL)



 .

The optimization problem (2.14) can be solved in a similar way as (2.9) using a

modified version of kernel K-SVD algorithm [129]. Details of the method are presented

in Appendix A A.

2.3.4.1 Classification:

Let {AL
i }Ci=1 denote the learned dictionaries for C classes. Then a low resolution

probe z ∈ R
NL can be classified using the KOMP algorithm [129], as described in (2.11),

(2.12) and (2.13), by substituting {AL
i }Ci=1 for dictionary term. The proposed algorithm

referred to as joint kernel SLRFR (jointKerSLRFR) is summarized in Figure 2.7.

2.4 Experiments

To demonstrate the effectiveness of our method, in this section, we present experi-

mental results on various face recognition datasets. We demonstrate the effectiveness of

the proposed recognition framework, as well as compared with metric learning [11, 64]

and SR- based [47, 149] methods. For all the experiments, we learnt the dictionary ele-

ments using the PCA features.
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Given a LR test sample y and C training matrices {XH
i }Ci=1 corre-

sponding to HR gallery images.

Procedure:

• Gallery extension as described in Algorithm 2.4.

• Learn the dictionaries AH
i and AL

i to jointly represent the HR

and LR training matrices, XH
i and XL

i , where XL
i = (XH

i ) ↓,
i = 1, · · · , C, respectively using the joint kernel dictionary al-

gorithm.

• Using the learnt dictionary AL
i , compute the the sparse codes,

γi and the residual vectors, ri, using (2.11) and (2.12) respec-

tively for i = 1, · · · , C.

• Identify y using (2.13).

Figure 2.7: The jointKerSLRFR algorithm.
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2.4.1 FRGC Dataset

We present results on Experiment 1 of the FRGC dataset [91]. It consists of 152

gallery images, each subject having one gallery and 608 probe images under controlled

setting. A separate training set of 183 images is also available which was used to learn

the PCA basis.

2.4.1.1 Implementation

The resolution of the HR image was fixed at 48× 40 and the probe images at reso-

lutions of 10×8 and 7×6 were created by smoothening and downsampling the HR probe

images. From each gallery image, 5 different illumination images were produced, which

were flipped to give 10 images per subject. The experiments were done at resolutions of

10×8 and 7×6, thus validating the method across resolutions. We also tested the CLPM

algorithm [64] and PCA performances on the expanded gallery to get a fair comparison.

We also report the recognition rate for PCA using the original gallery image to demon-

strate the utility of gallery extension at low resolutions. Results from other algorithms are

also tabulated. We chose RBF kernel for testing kerSLRFR and jointKerSLRFR and set

λ = 1 for jointKerSLRFR. The kernel parameter, σ was obtained through cross-validation

for both HR and LR data. The dictionary size, K was set to 7 and the sparsity, T0 was

taken as 4. We used the nearest neighbor method for classification using PCA features

and CLPM [64] method.

2.4.1.2 Observations

Figure 2.8 and Table 2.1 show that the proposed methods clearly outperforms pre-

vious algorithms. The proposed algorithm, SLRFR improves the CLPM algorithm for

all the resolutions, while kerSLRFR further boosts the performance. The jointKerSLRFR

shows the best performance for all the methods. The joint sparse coding framework,

clearly helps in improving performance at low resolutions. Further, PCA based on the
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extended gallery set also improves the performance over using a single gallery image.

This shows that our method of gallery extension can be coupled with the existing face

recognition algorithms to improve performance at low resolutions.
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Figure 2.8: Recognition Rates for FRGC data with probes at low resolutions

Resolution MDS [11] S2R2 [47] VLR [149] PCA Ext CLPM SLRFR kerSLRFR jointKerSLRFR

6× 6 - 55.0% - 45.1% 60.7% 62.9% 64.7% 65.2%

7× 6 - - 55.5% 49.7% 65.5% 66.4% 71.2% 73.6%

9× 7 58.0% - - 56.1% 70.2% 72.2% 76.4% 78.1%

Table 2.1: Comparisons for rank one recognition rate of FRGC dataset

2.4.1.3 Sensitivity to noise:

Low resolution images are often corrupted by noise. Thus, senstivity to noise is

critical in assessing the performance of different algorithms. Figure 2.9 shows the recog-

nition rates for different algorithms with increasing noise level. It can be seen that CLPM

shows a sharp decline with increasing noise, but the proposed approaches SLRFR, ker-

SLRFR and jointKerSLRFR are stable with noise. This is because the CLPM algorithm
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learns a model tailored to noise-free low resolution images, whereas the generative ap-

proach in the proposed methods leads to stable performance with increasing noise.
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Figure 2.9: Recognition Rates for FRGC data across increasing noise levels at 10× 8 LR

probe resolutions

2.4.2 CMU-PIE dataset

The PIE dataset [125] consists of 68 subjects in frontal pose and under different

illumination conditions. Each subject has 21 face images under different illumination

conditions.

2.4.2.1 Implementation

We chose the first 34 subjects with 6 randomly chosen illuminations as the training

set to learn PCA basis. For the remaining 34 subjects and the 15 illumination conditions,

the experiment was done by choosing one gallery image per subject and taking the re-

maining as probe images. The procedure was repeated for all the images and the final

recognition rate was obtained by averaging over all the images. The size of the HR im-

ages was fixed to 48 × 40. The LR images were obtained by smoothening followed by
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downsampling the HR images. For each galley image, 10 images under different illumi-

nations produced using gallery extension method and the corresponding flipped images

were added to the gallery set. The RBF kernel was chosen for kerSLRFR and jointKer-

SLRFR and the kernel parameter, σ was set through cross-validation. We set λ = 1 for

all the experiments.

Resolution MDS [11] VLR* [149] PCA ext CLPM [64] SLRFR kerSLRFR jointKerSLRFR

7× 6 55.0% 74% 51.7% 64.6% 73.3% 76.5% 76.9%

12× 10 73.0% − 63.5% 73.5% 83.8% 86.8% 87.4%

19× 16 78.0% − 83% 85.6% 87.1% 89.7% 90.0%

Table 2.2: Comparisons for rank one recognition of PIE dataset rate. Note that VLR*

[149] uses multiple gallery images while training.
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Figure 2.10: Recognition Rates for PIE data with probes at low resolutions

2.4.2.2 Observations

Figures 2.10, 2.11 and Table 2.2 show that the proposed method clearly outperforms

previous algorithms. The proposed algorithms shows over 20% improvement over the

MDS method [11] and 8% better than the CLPM method at rank one recognition rate, for

26



5 10 15 20 25 30
20

30

40

50

60

70

80

90

100
CMC Curve for PIE Data at 7x6 resolution

Cumulative Rank

A
v
e

ra
g

e
 R

e
c
o

g
n

it
io

n

 

 

SLRFR

PCA ext

PCA

CLPM

kerSLRFR

jointKerSLRFR

Figure 2.11: CMC (Cumulative Match Characteristic) Curves for PIE data with probes at

7× 6 resolution

the probe resolution of 7 × 6. The kerSLRFR and jointKerSLRFR methods report better

performance than VLR algorithm [149] at 7× 6 resolution. Further, the CMC curves for

SLRFR, kerSLRFR and jointKerSLRFR lie above the other methods for all the ranks, as

shown in Figure 2.11. PCA using the extended gallery set also improves the performance

over using a single gallery image.

2.4.3 AR Face dataset

We also tested the proposed algorithms on the AR Face dataset [69]. The AR face

dataset consists of faces with varying illumination and expression conditions, captured in

two sessions. We evaluated our algorithms on a set of 100 users. Images from the first

session, seven for each subject,were used as training and gallery and the images from the

second session, again seven per subject, were used for testing.
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2.4.3.1 Implementation

To test our method and compare with existing metric-learning based methods [64]

[11], we chose first 30 subjects from the first session as the training set. For the remaining

70 subjects, the experiment was done by choosing one gallery image per subject from

the first session and taking the corresponding images from session 2 as probes. The

procedure was repeated for all the 7 images in the session 1 and the final recognition rate

was obtained by averaging over all the runs. The size of the HR images was fixed to 55×
40. The LR images were obtained by smoothening followed by downsampling the HR

images to 14×10. We also tested the performance of the CLPM [64] and PCA algorithms

on the expanded gallery to get a fair comparison. Results from other algorithms are also

tabulated.

2.4.3.2 Observations

Figure 2.12 shows the CMC curve for the first 5 ranks. Clearly, the proposed ap-

proaches outperform other methods. SLRFR gives better rank one performance than the

CLPM algorithm, while kerSLRFR and jointKerSLRFR further increases the recognition

over all the ranks. This further demonstrates that the proposed algorithms can also handle

variations like expression change in the LR probe.

2.4.4 Outdoor Face Dataset

We also tested our method on a challenging outdoor face dataset. The database

consists of face images of 18 individuals at different distances from camera. We chose

a subset of 90 low resolution images, which were also corrupted with blur, illumination

and pose variations. 5 high resolution, frontal and well-illuminated images were taken as

the gallery set for each subject. The images were aligned using 5 manually selected facial

points. Automatic alignment of LR faces using landmarks is a challenging problem by

itself and we will explore in a separate work. The gallery resolution was fixed at 120×120

28



1 1.5 2 2.5 3 3.5 4 4.5 5

40

45

50

55

60

65

70

Cumulative Rank

A
v
e
ra

g
e
 R

e
c
o
g
n
it
io

n

CMC Curve for AR face data at 14 x 10 resolution

 

 

PCA
PCA ext
SLRFR
kerSLRFR
jointKerSLRFR
CLPM

Figure 2.12: CMC Curves for AR face data with probes at 14× 10 resolution

and the probe resolution at 20 × 20. Figure 2.13 shows some of the gallery images and

the low quality probe images. The recognition rates for the dataset are shown in Table

2.3. We compare our method with the Regularized Discriminant Analysis (RDA) [36]

and CLPM [64]. For the RDA comparison, we first used the PCA as a dimensionality

reduction method to project the raw data onto an intermediate space, then we used the

RDA to project the PCA coefficients onto a final feature space.

Figure 2.13: Example images from the outdoor face dataset (a) HR gallery images (b) LR

probe images
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Method Recognition Rate

PCA 58.9%

reg LDA [36] 60%

CLPM [64] 16.7%

SLRFR 67.8%

kerSLRFR 71.1%

jointKerSLRFR 71.1%

Table 2.3: Performance for the Outdoor Face Dataset

2.4.4.1 Observations

It can be seen from the table that SLRFR outperforms other algorithms on this dif-

ficult outdoor face dataset. The kerSLRFR algorithm further improves the performance,

however, the jointKerSLRFR doesn’t improve it further. This may be because this is a

challenging dataset containing variations other than LR, like pose, blur, etc. The CLPM

algorithm performs rather poorly on this dataset, as it is unable to learn the challenging

variations in the dataset.

2.5 Computational Efficiency

All the experiments were conducted using the 2.13GHz Intel Xeon processor on

Matlab programming interface. The gallery extension step using relighting took an av-

erage of 2s per gallery image of size 48 × 40. The SLRFR method took on an average

0.07s to train each class, while classification of a probe image was done in an average

of 0.1s at the resolution of 7 × 6. Similarly, kerSLRFR and jointKerSLRFR took 1s to

train each class and 0.5s to classify at 7 × 6 resolution. Thus, the proposed algorithm is

computationally efficient. Further, as the extended gallery can be used for all resolutions,

it can be computed once and stored for a database.
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2.6 Conclusions

We proposed an algorithm that can provide good accuracy for LR face images,

even when only a single HR gallery image is provided per person. While the method

avoids the complexity of previously proposed algorithms, it is also shown to provide

state-of-the-art results when the LR probe face differs in illumination from the given

gallery image. Further, we also show good results for a dataset with expression variations

and a challenging outdoor face dataset. The idea of exploiting the information in a HR

gallery image is novel and can be used to extend the limits of remote face recognition.

We have also proposed a non-linear extension of the algorithm and a joint sparse coding

framework for robust recognition at low resolutions. In future, we plan to extend our

approach to handle variations like pose, alignment, etc which can affect the recognition

at low resolutions. Discriminative framework for the proposed algorithms can also be

explored as a future direction.
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Chapter 3: Robust Feature-level Fusion

3.1 Introduction

Unimodal biometric systems rely on a single source of information such as a single

iris or fingerprint or face for authentication [104]. Unfortunately these systems have to

deal with some of the following inevitable problems [103]: (a) Noisy data: poor light-

ing on a user’s face or occlusion are examples of noisy data. (b) Non-universality: the

biometric system based on a single source of evidence may not be able to capture mean-

ingful data from some users. For instance, an iris biometric system may extract incorrect

texture patterns from the iris of certain users due to the presence of contact lenses. (c)

Intra-class variations: in the case of fingerprint recognition, the presence of wrinkles due

to wetness [59] can cause these variations. These types of variations often occur when a

user incorrectly interacts with the sensor. (d) Spoof attack: hand signature forgery is an

example of this type of attack. It has been observed that some of the limitations of uni-

modal biometric systems can be addressed by deploying multimodal biometric systems

that essentially integrate the evidence presented by multiple sources of information such

as iris, fingerprints and face. Such systems are less vulnerable to spoof attacks as it would

be difficult for an imposter to simultaneously spoof multiple biometric traits of a genuine

user. Due to sufficient population coverage, these systems are able to address the problem

of non-universality.

Classification in multibiometric systems is done by fusing information from dif-

ferent biometric modalities. Information fusion can be done at different levels, broadly

divided into feature-level, score-level and rank/decision-level fusion. Due to preservation

of raw information, feature-level fusion can be more discriminative than score or decision-
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Figure 3.1: Overview of our algorithm. The proposed algorithm represents the test data

by a sparse linear combination of training data, while constraining the observations from

different modalities of the test subject to share their sparse representations. Finally, clas-

sification is done by assigning the test data to the class with the lowest reconstruction

error.
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level fusion [56]. But, feature-level fusion methods are being explored in the biometric

community only recently. This is because of the differences in features extracted from

different sensors in terms of type and dimensions. Often features have large dimensions,

and fusion becomes difficult at the feature level. The prevalent method is feature concate-

nation, which has been used for different multibiometric settings [99,105,148]. However,

for high-dimensional feature vectors, simple feature concatenation may be inefficient and

non-robust. A related work in the machine learning literature is Multiple Kernel Learn-

ing (MKL), which aims to integrate information from different features by learning a

weighted combination of respective kernels. A detailed survey of MKL-based methods

can be found in [38]. However, for multimodal systems, weight determination during

testing is important, based on the quality of modalities. Also, a corrupted test sample

from a modality must be rejected by the algorithm. Such a framework is not yet feasible

in the MKL settings. Methods like [54, 126] try to exploit information from data from a

different view to improve classifier performance. However, [54] being an unsupervised

technique, is not suited for classification tasks, and [126] reduces to the MKL framework

in a supervised setting. Similarly, SVM-2k [33] jointly learns SVM for two views, while

maximizing the agreement between the projections of data from the two views. It is,

however, not clear how this can be extended to multiple views, which is common in mul-

timodal biometrics. A Fisher discriminant analysis based method has also been proposed

for integrating multiple views in [27], but it is also similar to MKL with kernel Fisher

discriminant analysis as the base learner [55].

In recent years, theories of Sparse Representation (SR) and Compressed Sensing

(CS) have emerged as powerful tools for efficient processing of data in non-traditional

ways [84]. This has led to a resurgence in interest in the principles of SR and CS for bio-

metrics recognition [86]. Wright et al. [135] proposed the seminal sparse representation-

based classification (SRC) algorithm for face recognition. It was shown that by exploiting

the inherent sparsity of data, one can obtain improved recognition performance over tra-

ditional methods especially when data is contaminated by various artifacts such as illumi-

nation variations, disguise, occlusion and random pixel corruption. Pillai et al. extended

this work for robust cancelable iris recognition in [93]. Nagesh and Li [75] presented

34



an expression-invariant face recognition method using distributed CS and joint sparsity

models. Patel et al. [88] proposed a dictionary-based method for face recognition un-

der varying pose and illumination. A discriminative dictionary learning method for face

recognition was also proposed by Zhang and Li [145]. For a survey of applications of

SR and CS algorithms to biometric recognition, see [84], [86], [134], [130], [32] and the

references therein.

Motivated by the success of SR in unimodal biometric recognition, we propose a

joint sparsity-based algorithm for multimodal biometrics recognition. Figure 3.1 presents

an overview of our framework. It is based on the well known regularized regression

method, multi-task multi-variate Lasso [141], [72]. The proposed method imposes com-

mon sparsities both within each biometric modality and across different modalities. The

idea of joint sparsity has been explored recently for image classification [142, 143] and

segmentaion [22]. However our method is different from these previously proposed al-

gorithms based on joint sparse representation for classification. For example, Yuan and

Yan [142] proposed a multi-task sparse linear regression model for image classification.

This method uses group sparsity to combine different features of an object for classifica-

tion. Zhang et al. [143] proposed a joint dynamic sparse representation model for object

recognition. Their essential goal was to recognize the same object viewed from multiple

observations i.e., different poses. Our method is more general in that it can deal with both

multi-modal as well as multi-variate sparse representations.

The proposed approach makes the following contributions:

• We present a robust feature level fusion algorithm for multibiometric recognition.

Through the proposed joint sparse framework, we can easily handle unequal dimen-

sions from different modalities by forcing the different features to interact through

their sparse coefficients. Furthermore, the proposed algorithm can efficiently han-

dle large dimensional feature vectors.

• We make the classification robust to occlusion and noise by introducing an error

term in the optimization framework.
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• The algorithm is easily generalizable to handle multiple test inputs from a modality.

• We introduce a quality measure for multimodal fusion based on the joint sparse

representation.

• Lastly, we kernelize the algorithm to handle non-linearity in the data samples.

3.1.1 Organization

The chapter is organized as follows. In section 3.2, we describe the proposed

sparsity-based multimodal recognition algorithm which is kernelized in section 3.4. The

quality measure is described in 3.3. Experimental evaluations on a comprehensive multi-

modal dataset and a face database are described in section 3.5. Finally, in section 3.6, we

discuss the computational complexity of the method. Concluding remarks are presented

in section 3.7.

3.2 Joint sparsity-based multimodal biometrics recognition

Consider a multimodal C-class classification problem with D different biometric

traits. Suppose there are p =
∑C

j=1 pj training samples in each biometric trait, where pj

is the number of training samples in class j. For each biometric trait i = 1, . . . , D, we

denote

Xi = [Xi
1,X

i
2, . . . ,X

i
C]

as an ni × p dictionary of training samples consisting of C sub-dictionaries Xi
k’s corre-

sponding to C different classes. Each sub-dictionary

Xi
j = [xi

j,1,x
i
j,2, . . . ,x

i
j,pj

] ∈ R
ni×pj

represents a set of training data from the ith modality labeled with the jth class. Elements

of the dictionary are often referred to as atoms. In multimodal biometrics recognition

problem, given test samplesY, which consists of D different modalities {Y1,Y2, . . . ,YD}
where each sample Yi consists of di observations Yi = [yi

1,y
i
2, . . . ,y

i
di
] ∈ R

ni×di , the
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objective is to identify the class to which a test sample Y belongs to. Note that we do

not constrain the number of samples per modality to be the same, as assumed in form-

ing the training matrix. In what follows, we present a multimodal multivariate sparse

representation-based algorithm for this problem [141], [72], [80].

3.2.1 Multimodal multivariate sparse representation

We propose to exploit the joint sparsity of coefficients from different biometric

modalities to make a joint decision. To simplify this model, let us consider a bi-modal

classification problem where the test sample Y = [Y1,Y2] consists of two different

modalities such as iris and face. Suppose that Y1 belongs to the jth class. Then, it can

be reconstructed by a linear combination of the atoms in the sub-dictionary X1
j . That is,

Y1 = X1Γ1 + N1, where Γ1 is a sparse matrix with only pj nonzero rows associated

with the jth class and N1 is the noise matrix. Similarly, since Y2 represents the same

subject, it belongs to the same class and can be represented by training samples in X2
j

with different set of coefficients Γ2
j . Thus, we can write Y2 = X2Γ2 +N2, where Γ2 is a

sparse matrix that has the same sparsity pattern as Γ1. If we let Γ = [Γ1,Γ2], then Γ is a

sparse matrix with only pj non-zero rows, as both Y1 and Y2 are represented by samples

of jth class.

In the more general case where we have D modalities, if we denote {Yi}Di=1 as

a set of D observations each consisting of di samples from each modality and let Γ =

[Γ1,Γ2, . . . ,ΓD] ∈ R
p×d be the matrix formed by concatenating the coefficient matri-

ces with d =
∑D

i=1 di, then we can determine the row-sparse matrix Γ by solving the

following ℓ1/ℓq-regularized least square problem

Γ̂ = argmin
Γ

1

2

D
∑

i=1

‖Yi −XiΓi‖2F + λ‖Γ‖1,q, (3.1)

where, λ is a positive parameter and q is set greater than 1 to make the optimization

problem convex. Here, ‖Γ‖1,q is a norm defined as ‖Γ‖1,q =
∑p

k=1 ‖γk‖q where γk’s

are the row vectors of Γ and ‖Y‖F is the Frobenius norm of the matrix Y defined as

‖Y‖F =
√

∑

i,j Y
2
i,j . The ℓ1/ℓq regularization seeks a solution with sparse non-zero rows,
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hence, we get a representation consistent across all the modalities. Once Γ̂ is obtained,

the class label associated with an observed vector is then declared as the one that produces

the smallest approximation error,

ĵ = argmin
j

D
∑

i=1

‖Yi −Xiδi
j(Γ

i)‖2F , (3.2)

where, δi
j is the matrix indicator function defined by keeping rows corresponding to the

jth class and setting all other rows equal to zero. Note that the optimization problem (3.1)

reduces to the conventional Lasso [128] when D = 1 and d = 1. In the case, when D = 1

(3.1) is referred to as multivariate Lasso [141].

3.2.2 Robust multimodal multivariate sparse representation

In this section, we consider a more general problem where the data is contaminated

by noise. In this case, the observation model can be modeled as

Yi = XiΓi + Zi +Ni, i = 1, . . .D, (3.3)

where, Ni is a small dense additive noise and Zi ∈ R
ni×di is a matrix of background noise

(occlusion) with arbitrarily large magnitude. One can assume that each Zi is sparsely

represented in some basis Bi ∈ R
ni×mi . That is, Zi = BiΛi for some sparse matrices

Λi ∈ R
mi×di . For simplicity, we assume Bi to be orthonormal. Hence, (3.3) can be

rewritten as

Yi = XiΓi +BiΛi +Ni, i = 1, . . .D, (3.4)

With this model, one can simultaneously recover the coefficients Γi and Λi by

taking advantage of the fact that Λi are sparse

Γ̂, Λ̂ = argmin
Γ,Λ

1

2

D
∑

i=1

‖Yi −XiΓi −BiΛi‖2F + λ1‖Γ‖1,q + λ2‖Λ‖1, (3.5)

where λ1 and λ2 are positive parameters and Λ = [Λ1,Λ2, . . . ,ΛD] is the sparse co-

efficient matrix corresponding to occlusion. The ℓ1-norm of matrix Λ is defined as
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‖Λ‖1 =
∑

i,j |Λi,j|. Note that the idea of exploiting the sparsity of occlusion term has

been studied by Wright et al. [135] and Candes et al. [18].

Once Γ,Λ are computed, the effect of occlusion can be removed by setting Ỹi =

Yi −BiΛi. One can then declare the class label associated to an observed vector as

ĵ = argmin
j

D
∑

i=1

‖Yi −Xiδi
j(Γ

i)−BiΛi‖2F . (3.6)

3.2.3 Optimization algorithm

The optimization problem (3.5) is convex but difficult to solve due to the joint spar-

sity constraint. In this section, we present an approach based on the classical alternating

direction method of multipliers (ADMM) [139], [1] to solve (3.5). Note that the opti-

mization problem (3.1) can be solved by setting λ2 equal to infinity. Let

C(Γ,Λ) =
1

2

D
∑

i=1

‖Yi −XiΓi −BiΛi‖2F .

Then, our goal is to solve the following optimization problem

min
Γ,Λ
C(Γ,Λ) + λ1‖Γ‖1,q + λ2‖Λ‖1. (3.7)

In ADMM the idea is to decouple C(Γ,Λ), ‖Γ‖1,q and ‖Λ‖1 by introducing auxiliary

variables to reformulate the problem into a constrained optimization problem

min
Γ,Λ,U,V

C(Γ,Λ) + λ1‖V‖1,q + λ2‖U‖1 s. t.

Γ = V,Λ = U. (3.8)

Since, (3.8) is an equally constrained problem, the Augmented Lagrangian method (ALM)

[139] can be used to solve the problem. This can be done by minimizing the augmented

Lagrangian function fαΓ,αΛ
(Γ,Λ,V,U;AΛ,AΓ) defined as

C(Γ,Λ) + λ2‖U‖1 + 〈AΛ,Λ−U〉+ αΛ

2
‖Λ−U‖2F+

λ1‖V‖1,q + 〈AΓ,Γ−V〉+ αΓ

2
‖Γ−V‖2F , (3.9)
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where AΛ and AΓ are the multipliers of the two linear constraints, and αΛ, αΓ are the pos-

itive penalty parameters. The ALM algorithm solves fαΓ,αΛ
(Γ,Λ,V,U;AΛ,AΓ) with

respect to Γ,Λ,U and V jointly, keeping AΓ and AΛ fixed and then updating AΓ and

AΛ keeping the remaining variables fixed. Due to the separable structure of the objective

function fαΓ,αΛ
, one can further simplify the problem by minimizing fαΓ,αΛ

with respect

to variables Γ,Λ,U and V, separately. Different steps of the algorithm are given in Al-

gorithm 1. In what follows, we describe each of the sub-optimization problems in detail.

Initialize: Γ0,U0,V0,AΛ,0,AΓ,0, αΓ, αΛ

While not converged do

1. Γt+1 = argminΓ fαΓ,αΛ
(Γ,Λt,Ut,Vt;AΓ,t,AΛ,t)

2. Λt+1 = argminΛ fαΓ,αΛ
(Γt+1,Λ,Ut,Vt;AΓ,t,AΛ,t)

3. Ut+1 = argminU fαΓ,αΛ
(Γt+1,Λt+1,U,Vt;AΓ,t,AΛ,t)

4. Vt+1 = argminV fαΓ,αΛ
(Γt+1,Λt+1,Ut+1,V;AΓ,t,AΛ,t)

5. AΓ,t+1
.
= AΓ,t + αΓ(Γt+1 −Vt+1)

6. AΛ,t+1
.
= AΛ,t + αΛ(Λt+1 −Ut+1)

Algorithm 1: Alternating Direction Method of Multipliers (ADMM).

3.2.3.1 Update step for Γ

The first sub-optimization problem involves the minimization of fαΓ,αΛ
(Γ,Λ,V,U;AΛ,AΓ)

with respect to Γ. It has the quadratic structure, which is easy to solve by setting the first-

order derivative equal to zero. Furthermore, the loss function C(Γ,Λ) is a sum of convex

functions associated with sub-matrices Γi, one can seek for Γi
t+1, i = 1, . . . , D, which

has the following solution

Γi
t+1 = (XiTXi + αΓI)

−1(XiT (Yi −BiΓi
t) + αΓV

i
t −Ai

Γ,t),

where I is p× p identity matrix and Λi
t,Γ

i
t and Ai

Γ,t are sub-matrices of Λt,Γt and AΓ,t,

respectively.

40



3.2.3.2 Update step for Λ

The second sub-optimization problem is similar in nature, whose solution is given

below

Λi
t+1 = (BiTBi + αΛI)

−1(BiT (Yi −XiΓi
t+1) + αΛU

i
t −Ai

Λ,t),

where Ui
t and Ai

Λ,t are sub-matrices of Ut and AΛ,t, respectively.

3.2.3.3 Update step for U

The third sub-optimization problem is with respect to U, which is the standard ℓ1

minimization problem which can be recast as

min
U

1

2
‖Λt+1 + α−1

Λ AΛ,t −U‖2F +
λ2

αΛ
‖U‖1. (3.10)

Equation (3.10) is the well-known shrinkage problem whose solution is given by

Ut+1 = S
(

Λt+1 + α−1
Λ AΛ,t,

λ2

αΛ

)

,

where S(a, b) = sgn(a)(|a| − b) for |a| ≥ b and zero otherwise.

3.2.3.4 Update step for V

The final sub-optimization problem is with respect to V which can be reformulated

as

min
V

1

2
‖Γt+1 + α−1

Γ AΓ,t −V‖2F +
λ1

αΓ
‖V‖1,q. (3.11)

Due to the separable structure of (3.11), it can be solved by minimizing with respect to

each row of V separately. Let γ i,t+1, aΓ,i,t and vi,t+1 be rows of matrices Γt+1,AΓ,t and

Vt+1, respectively. Then for each i = 1, . . . , p we solve the following sub-problem

vi,t+1 = argmin
v

1

2
‖z− v‖22 + η‖v‖q, (3.12)

where z = γi,t+1 + aΓ,i,tα
−1
Γ and η = λ1

αΓ
. One can derive the solution for (3.12) for any

q. Here, we only focus on the case when q = 2. The solution of (3.12) has the following
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form

vi,t+1 =

(

1− η

‖z‖2

)

+

z,

where (v)+ is a vector with entries receiving values max(vi, 0).

Our proposed Sparse Multimodal Biometrics Recognition (SMBR) method is sum-

marized in Algorithm 2. We refer to the robust method that takes sparse error into ac-

count as SMBR-E (SMBR with error), and the initial case where it is not taken account

as SMBR-WE (SMBR without error).

Input: Training samples {Xi}Di=1, test sample {Yi}Di=1, Occlusion basis {B}Di=1

Procedure: Obtain Γ̂ and Λ̂ by solving

Γ̂, Λ̂ = argmin
Γ,Λ

1

2

D
∑

i=1

‖Yi −X
i
Γ
i −B

i
Λ

i‖2F + λ1‖Γ‖1,q + λ2‖Λ‖1

Output: identity(Y) = argminj
∑D

i=1
‖Yi −X

iδi
j(Γ̂

i
)−B

i
Λ̂

i‖2F
Algorithm 2: Sparse Multimodal Biometrics Recognition (SMBR).

3.3 Quality based fusion

Ideally a fusion mechanism should give more weights to the more reliable modali-

ties. Hence, the concept of quality is important in multimodal fusion. A quality measure

based on sparse representation was introduced for faces in [135]. To decide whether a

given test sample has good quality or not, its Sparsity Concentration Index (SCI) was

calculated. Given a coefficient vector γ ∈ R
p, the SCI is given as:

SCI(γ) =

C.maxj∈{1,··· ,C}‖δj(γ)‖1

‖γ‖1
− 1

C − 1
,

where, δj is the indicator function keeping the coefficients corresponding to the jth class

and setting others to zero. SCI values close to 1 correspond to the case where the test

sample can be represented well using the samples of a single class, hence is of high

quality. On the other hand, samples with SCI close to 0 are not similar to any of the

classes, and hence are of poor quality. This can be easily extended to the multimodal case
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using the joint sparse representation matrix Γ̂. In this case, we can define the quality, qij

for sample yi
j as:

qij = SCI(Γ̂
i

j),

where, Γ̂i
j is the jth column of Γ̂

i
. Given this quality measure, the classification rule (3.2)

can be modified to include the quality measure.

ĵ = argmin
j

D
∑

i=1

di
∑

k=1

qik‖yi
k −Xiδj(Γ

i
k)‖2F , (3.13)

where, δj is the indicator function retaining the coefficients corresponding to jth class.

3.4 Kernel space multimodal biometrics recognition

The class identities in the multibiometric dataset may not be linearly separable.

Hence, we also extend the sparse multimodal fusion framework to kernel space. The

kernel function, κ : Rn × R
n, is defined as the inner product

κ(xi,xj) = 〈φ(xi), φ(xj)〉,

where, φ is an implicit mapping projecting the vector x into a higher dimensional space.

3.4.1 Multivariate kernel sparse representation

Considering the general case of D modalities with {Yi}Di=1 as a set of di observa-

tions, the feature space representation can be written as:

Φ(Yi) = [φ(yi
1), φ(y

i
2), ..., φ(y

i
d)].

Similarly, the dictionary of training samples for modality i = 1, · · · , D can be represented

in feature space as

Φ(Xi) = [φ(Xi
1), φ(X

i
2), · · · , φ(Xi

C)].

As in joint linear space representation, we have:

Φ(Yi) = Φ(Xi)Γi,
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where, Γi is the coefficient matrix associated with modality i. Incorporating information

from all the sensors, we seek to solve the following optimization problem similar to the

linear case:

Γ̂ = argmin
Γ

1

2

D
∑

i=1

‖Φ(Yi)−Φ(Xi)Γi‖2F + λ‖Γ‖1,q, (3.14)

where, Γ = [Γ1,Γ2, · · · ,ΓD]. It is clear that the information from all modalities is inte-

grated via the shared sparsity pattern of the matrices {Γi}Di=1. This can be reformulated

in terms of kernel matrices as:

Γ̂ = argmin
Γ

1

2

D
∑

i=1

(

trace(ΓiTKXi,Xi
Γi)

−2trace(KXi,Yi
Γi)
)

+ λ‖Γ‖1,q, (3.15)

where, the kernel matrix KA,B is defined as:

KA,B(i, j) = 〈φ(ai), φ(bj)〉, (3.16)

ai and bj being ith and jth columns of A and B respectively.

3.4.2 Optimization Algorithm

Similar to the linear fusion method, we apply the ADMM to efficiently solve the

problem for kernel fusion. This is done by introducing a new variable V and reformulat-

ing the problem (3.15) as:

argmin
Γ,V

1

2

D
∑

i=1

(

trace(ΓiTKXi,XiΓi)− 2trace(KXi,YiΓi)
)

+ λ‖V‖1,q s.t. Γ = V. (3.17)

Rewriting the problem using the Lagrangian multiplier PΓ, the optimization problem

becomes:

argmin
Γ,V

1

2

D
∑

i=1

(

trace(ΓiTKXi,XiΓi)− 2trace(KXi,YiΓi)
)

+ λ‖V‖1,q + 〈PΓ,Γ−V〉+ βΓ

2

∥

∥Γ−V
∥

∥

2

F
, (3.18)
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where, βΓ is a positive penalty parameter. This upon re-arranging reduces to:

argmin
Γ,V

1

2

D
∑

i=1

(

trace(ΓiTKXi,XiΓi)− 2trace(KXi,YiΓi)
)

+ λ‖V‖1,q +
βΓ

2

∥

∥Γ−V +
1

βΓ

PΓ

∥

∥

2

F
. (3.19)

Now, (3.19) can be solved in a similar way as the linear fusion problem in (3.5). The

optimization method is summarized in Algorithm 3. It should be pointed out that each

step has a simple closed-form expression.

Initialize: Γ0,V0,B0, βΓ

While not converged do

1. Γt+1 = argminΓ
1

2

∑D

i=1

(

trace(ΓiT
KXi,XiΓ

i)− 2trace(KXi,YiΓ
i)
)

+ λ‖Vt‖1,q +
βΓ

2

∥

∥Γ−Vt +
1

βΓ
PΓ,t

∥

∥

2

F

2. Vt+1 = argminV λ‖V‖1,q + βΓ

2

∥

∥Γt+1 −V + 1

βΓ
PΓ,t

∥

∥

2

F

3. PΓ,t+1 = PΓ,t + βΓ(Γt+1 −Vt+1)

Algorithm 3: Alternating Direction Method of Multipliers (ADMM) in kernel space.

3.4.2.1 Update steps for Γt

Γt+1 is obtained by updating each sub-matrix Γi
t, i = 1, · · · , D as:

Γi
t = (KXi,Xi + βΓI)

−1(KXi,Yi + βΓV
i
t −Pi

Γ,t), (3.20)

where, I is an identity matrix and Vi
t, P

i
Γ,t are sub-matrices of Vt and PΓ,t respec-

tively.

3.4.2.2 Update steps for Vt

The update equation for Vt is same as in the linear fusion case using (3.11) and

(3.12), replacing AΓ,t and αΓ with PΓ,t and βΓ respectively.
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3.4.3 Classification

Once Γ is obtained, classification can be done by assigning the class label as:

ĵ = argmin
j

D
∑

i=1

‖Φ(Yi)−Φ(Xi
j)Γ̂

i
j‖2F ,

or in terms of kernel matrices as:

ĵ = argmin
j

D
∑

i=1

(

trace(KYY)− 2trace(Γ̂iT

j KXi
j
YΓ̂

i
j)

+ trace(Γ̂iT

j KXi
j
Xi

j
Γ̂i

j)). (3.21)

Here, Xi
j is the sub-dictionary associated with jth class and Γ̂i

j is the coefficient matrix

associated with this class.

The classification rule can be further extended to include the quality measure as in

(3.13). But, we skip this step here, as we wish to study the effect of kernel representation

and quality separately.

Multivariate Kernel Sparse Recognition (kerSMBR) algorithm is summarized in

Algorithm 4:

Input: Training samples {Xi}Di=1, test sample {Yi}Di=1

Procedure: Obtain Γ̂ by solving

Γ̂ = argminΓ
1

2

∑D

i=1

(

trace(ΓiT
KXi,Xi

Γ
i)− 2trace(KXi,Yi

Γ
i)
)

+ λ‖Γ‖1,q

Output:

identity(Y) = argminj

∑D

i=1

(

trace(KYY)− 2trace(Γ̂iT

j KXi
j
YΓ̂

i
j) + trace(Γ̂iT

j KXi
j
Xi

j
Γ̂
i
j))

Algorithm 4: Kernel Sparse Multimodal Biometrics Recognition (kerSMBR).

3.5 Experiments

We evaluated our algorithm on two publicly available datasets - the WVU Multi-

modal dataset [108] and the AR face dataset [69] In the first experiment, we tested on
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the WVU dataset, which is one of the few publicly available datasets which allows fusion

at image level. It is a challenging dataset consisting of samples from different biometric

modalities for each subject.

In the second experiment, we show the applicability of the proposed approach to

fusing information from weak biometrics extracted from face images. In particular, the

periocular region has been shown to be a useful biometric [83]. Similarly, the nose region

has also been explored as a biometric [74]. Sinha et al [127] have demonstrated that

eyebrows are important for face recognition. However, each of these sub-regions may not

be as discriminative as the whole face. The challenge for fusion algorithms is to be able

to combine these weak modalities with a strong modality based on the whole face [65].

We demonstrate how our framework can be extended to address this problem. Further, we

also show the effects of noise and occlusion on the performance of different algorithms. In

all the experiments Bi was set to be identity for convenience, i.e., we assume background

noise to be sparse in the image domain.

3.5.1 WVU Multimodal Dataset

The WVU multimodal dataset is a comprehensive collection of different biometric

modalities such as fingerprint, iris, palmprint, hand geometry and voice from subjects of

different age, gender and ethnicity as described in Table 3.1. It is a challenging dataset

as many of these samples are corrupted with blur, occlusion and sensor noise as shown in

Figure 3.2. Out of these, we chose iris and fingerprint modalities for testing the proposed

algorithms. In total, there are 2 iris (right and left iris) and 4 fingerprint modalities. Also,

the evaluation was done on a subset of 219 subjects having samples in both modalities.

Figure 3.2: Examples of challenging images from the WVU Multimodal dataset. The

images shown above suffer from various artifacts such as sensor noise, blur and occlusion.
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Biometric Modality # of subjects # of samples

Iris 244 3099

Fingerprint 272 7219

Palm 263 683

Hand Geometry 217 3062

Voice 274 714

Table 3.1: WVU Biometric Data

3.5.1.1 Preprocessing

Robust pre-processing of images was done before feature extraction. Iris images

were segmented using the method proposed in [94]. Following the segmentation step,

25 × 240 iris templates were generated by re-sampling using the publicly available code

of Masek et al. [70]. Fingerprint images were enhanced using the filtering methods de-

scribed in [107], and then the core point was detected from the enhanced images [50].

Features were then extracted around the detected core point.

3.5.1.2 Feature Extraction

Gabor features were extracted from the processed images as they have been shown

to give good performance on both fingerprints [50] and iris [25]. For fingerprint samples,

the processed images were convolved with Gabor filters at eight different orientations.

Circular tessellations were extracted around the core point for all the filtered images sim-

ilar to [50]. The tessellation consisted of 15 concentric bands, each of width 5 pixels and

divided into 30 sectors. The mean values for each sector were concatenated to form the

feature vector of size 3600 × 1. Features for iris images were formed by convolving the

templates with a log-Gabor filter at a single scale, and vectorizing the template to give a

6000× 1 dimensional feature.
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Figure 3.3: CMCs (Cumulative Match Curve) for individual modalities using (a) SMBR-

E, (b) SMBR-WE, (c) SLR and (d) SVM methods on WVU Dataset.

Finger 1 Finger 2 Finger 3 Finger 4 Iris 1 Iris 2

SMBR-WE 68.1± 1.1 88.4± 1.2 69.2± 1.5 87.5± 1.5 60.0± 1.5 62.1± 0.4

SMBR-E 67.1± 1.0 87.9± 0.8 67.4± 1.9 86.9± 1.5 62.5± 1.2 64.3± 1.0

SLR 67.4± 1.9 87.9± 1.3 66.0± 2.2 87.5± 1.3 57.1± 3.0 57.9± 2.7

SVM 41.1± 5.0 75.5± 2.2 49.2± 1.6 67.0± 8.3 44.3± 1.2 45.0± 2.9

Table 3.2: Rank one recognition performance on WVU dataset for individual modalities.

SMBR-WE SMBR-E SLR-Sum SLR-Major SVM-Sum SVM-Major MKLFusion

4 Fingerprints 97.9± 0.4 97.6± 0.6 96.3± 0.8 74.2± 0.7 90.0± 2.2 73.0± 1.5 86.2± 1.2

2 Irises 76.5± 1.6 78.2± 1.2 72.7± 4.0 64.2± 2.7 62.8± 2.6 49.3± 2.0 76.8± 2.5

All modalities 98.7± 0.2 98.6± 0.5 97.6± 0.4 84.4± 0.9 94.9± 1.5 81.3± 1.7 89.8± 0.9

Table 3.3: Rank one recognition performance on WVU dataset for different fusion set-

tings.
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Figure 3.4: CMCs (Cumulative Match Curve) for multimodal fusion using (a) four fin-

gerprints, (b) two irises and (c) all modalities on WVU dataset.

SMBR-WE SMBR-E SLR-Sum SLR-Major SVM-Sum SVM-Major

4 Fingerprints 98.2± 0.5 98.1± 0.5 97.5± 0.5 86.3± 0.6 93.6± 1.6 85.5± 0.9

2 Irises 76.9± 1.2 78.8± 1.7 74.1± 1.0 67.2± 2.4 64.3± 3.3 51.6± 2.0

All modalities 98.8± 0.4 98.6± 0.3 98.2± 0.2 93.8± 0.9 95.5± 1.5 93.3± 1.2

Table 3.4: Rank one recognition performance on WVU dataset using the proposed quality

measure.
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3.5.1.3 Experimental Set-up

The dataset was randomly divided into 4 training samples per class (1 sample here

is 1 data sample each from 6 modalities) and the remaining 519 samples were used for

testing. The recognition result was averaged over 5 runs. The proposed methods were

compared with state-of-the-art classification methods such as sparse logistic regression

(SLR) [58] and SVM [17]. As these methods cannot handle multiple modalities, we

explored score-level and decision-level fusion methods for combining the results of indi-

vidual modalities. For score-level fusion, the probability outputs for test sample of each

modality, {yi}6i=1 were added together to give the final score vector. Classification was

based upon the final score values. For decision-level fusion, the subject chosen by the

maximum number of modalities was taken to be from the correct class. We further com-

pared with an efficient multiclass implementation of MKL algorithm [96]. The proposed

linear and kernel fusion techniques were tested separately and were compared with lin-

ear and kernel versions of SLR, SVM and MKL algorithms. We denote the score-level

fusion of these methods as SLR-Sum and SVM-Sum, and the decision-level fusion as

SLR-Major and SVM-Major. MKL based method is denoted as MKLFusion. We report

the mean and standard deviation of rank one recognition rates for all the methods. We

also show the Cumulative Match Curves (CMCs) for all the classifiers. The CMCs pro-

vide the performance measure for biometric recognition systems and has been shown to

be equivalent to the ROC of the system [15].

Linear Fusion The recognition performances of SMBR-WE and SMBR-E was com-

pared with linear SVM and linear SLR classification methods. The parameters λ1 and λ2

were set to 0.01 experimentally.

• Comparsion of Methods: Figure 3.3 and Table 3.2 show the performance on indi-

vidual modalities. All the classifiers show a similar trend. The performance for

all of them are lower on iris images and fingers 1 and 3. The proposed method

show superior performance on all the modalities. Figure 3.4 and Table 3.3 show
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the recognition performance for different fusion settings. The proposed SMBR ap-

proach outperforms existing classification techniques. Further, the CMC curves

of the proposed approaches lie above the other methods for all the fusion set-

tings. Both SMBR-E and SMBR-WE have similar performance, though the latter

seems to give a slightly better performance. This may be due to the penalty on

the sparse error, though the error may not be sparse in the image domain. Further,

sum-based fusion shows a superior performance over voting-based methods. MKL-

based method shows good performance for iris fusion, but the performance drops

for other two settings. This may be because by weighing kernels during training, it

loses flexibility while testing when number of modalities increase.

• Fusion with quality: Clearly, different modalities have different levels of perfor-

mance. Hence, we studied the effect of the proposed quality measure on the per-

formance of different methods. For a consistent comparison, the quality values

produced by SMBR-E method was used for all the algorithms. Table 3.4 shows

the performance for the three fusion settings. The effect of including the qual-

ity measure can be studied by comparing with Table 3.3. Clearly, the recognition

rate increases for all the methods across the fusion settings. Again SMBR-E and

SMBR-WE give the best performances among all the methods.

• Effect of joint sparsity: We also studied the effect of joint sparsity constraint on

the recognition performance. For this, SMBR-WE algorithm was run for different

values of λ1. Figure 3.10 shows the rank one recognition variation across λ1 values

for different fusion settings. All the curves show a sharp increase in performance

around λ1 = 0. Further, the increase is more for iris fusion, which shows around

5% improvement at λ1 = 0.005 over λ1 = 0. This shows that imposing joint

sparsity constraint is important for fusion. Moreover, it helps in regulating fusion

performance, when the reconstruction error alone is not sufficient to distinguish

between different classes. The performance is then stable across λ1 values, and

starts decreasing slowly after reaching the optimum performance.

• Variation with number of training samples: We varied the number of training sam-
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Figure 3.5: Variation of recognition performance with different values of sparsity con-

straint, λ1.

ples and studied the effect on the proposed method along with SLR-Sum and MKL-

Fusion. Figure 3.6 shows the variation for fusion of all the modalities. It can be

seen that SMBR-WE and SMBR-E are stable across number of training samples,

whereas the performance of SLR-Sum and MKLFusion based methods fall sharply.

The fall in performance of SLR-Sum and MKLFusion can be attributed to the dis-

criminative approaches of these methods, as well as score-based fusion, as the fu-

sion further reduces the recognition performance when individual classifiers are not

good.

• Comparison with other score-based fusion methods: Although sum-based fusion

is a popular technique for score fusion, some other techniques have also been pro-

posed. We evaluated the performance of likelihood-based fusion method proposed

in [77]. The results are shown in Table 3.5. The method does not show good per-

formance as it models score distribution as Gaussian Mixture Model. However, it

is difficult to model score distribution due to large variations in data samples. The

method is also affected by the curse of dimensionality.
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Figure 3.6: Variation of recognition performance with number of training samples.

2 irises 4 fingerprints All modalities

SLR-Likelihood 66.6± 2.9 83.5± 2.5 75.1± 3.2

SVM-Likelihood 50.7± 2.4 31.9± 1.7 31.0± 3.4

Table 3.5: Rank one recognition performance with likelihood-based method [77] on

WVU Dataset.
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Kernel Fusion We further compared the performances of proposed kerSMBR with ker-

nel SVM, kernel SLR and MKLFusion methods. In the experiments, we used Radial

Basis Function (RBF) as the kernel, given as:

κ(xi,xj) = exp

(

−‖xi − xj‖22
σ2

)

,

σ being a parameter to control the width of the RBF. For MKLFusion, we gave linear,

polynomial and RBF kernels as the base kernels for learning.
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Figure 3.7: CMCs (Cumulative Match Curve) for individual modalities using (a) kernel

SVM, (b) kernel SLR and (c) kerSMBR.

• Hyperparameter tuning: To fix the value of hyperparameter, σ, we iterated over

different values of σ, {2−3, 2−2, · · · , 23} for one set of training and test split of the

data. The value of σ giving the maximum performance was fixed for each modality,

and the performance was averaged over a few iterations. λ and βΓ were set to 0.01

and 0.01 respectively.
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Finger 1 Finger 2 Finger 3 Finger 4 Iris 1 Iris 2

kerSMBR 66.3± 1.7 87.1± 1.0 69.1± 2.1 86.4± 1.5 70.3± 1.8 71.0± 1.6

kerSLR 65.8± 1.8 86.9± 1.7 68.3± 2.0 89.5± 1.6 65.1± 1.7 66.8± 1.1

kerSVM 48.4± 5.4 76.7± 2.3 50.2± 1.9 68.4± 7.4 43.9± 1.1 44.6± 3.0

Table 3.6: Rank one recognition performance on WVU dataset for individual modalities

using kernel methods.
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Figure 3.8: CMCs (Cumulative Match Curve) for different fusion methods for (a) four

fingerprints, (b) two irises and (c) all modalities.

kerSMBR kerSLR-Sum kerSLR-Major kerSVM-Sum kerSVM-Major MKLFusion

4 Fingerprints 97.9± 0.3 96.8± 0.7 75.2± 0.7 93.2± 1.2 71.4± 1.3 88.7± 0.9

2 Irises 84.7± 1.7 83.7± 1.8 75.2± 1.2 62.2± 2.8 47.8± 2.4 76.9± 2.4

All modalities 99.1± 0.2 98.9± 0.1 87.9± 0.6 96.3± 0.8 79.5± 1.6 91.2± 1.0

Table 3.7: Rank one recognition performance on WVU dataset for different fusion set-

tings using kernel methods.
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• Comparison of methods: Figure 3.7 and Table 3.6 show the performance of dif-

ferent methods on individual modalities, and Figure 3.8 and Table 3.7 on different

fusion settings. Comparison of performance with linear fusion shows that the pro-

posed kerSMBR significantly improves the performance on individual iris modal-

ities as well as iris fusion. The performance on fingerprint modalities is similar,

however the fusion of all 6 modalities (2 iris + 4 fingerprints) shows an improve-

ment of 0.4%. kerSMBR also achieves the best accuracy among all the methods for

different fusion settings. kerSLR scores better than kerSVM in all the cases, and

it’s accuracy is close to kerSMBR. The performance of kerSLR is better than the

linear counterpart, however kerSVM does not show much improvement.

3.5.2 AR Face Dataset

The AR face dataset consists of faces with varying illumination, expression and

occlusion conditions, captured in two sessions. We evaluated our algorithms on a set of

100 users. Images from the first session, 7 for each subject were used as training and the

images from the second session, again 7 per subject, were used for testing. For testing

the fusion algorithms, four weak modalities were extracted from the face images: left and

right periocular, mouth and nose regions. This was done by applying rectangular masks

as shown in Figure 3.9, and cropping out the respective regions. These, along with the

whole face, were taken for fusion. Simple intensity values were used as features for all of

them. The experimental set-up was similar to the previous section. The parameter values,

λ1 and λ2 were set to 0.003 and 0.002 respectively. Furthermore, we also studied the

effect of noise and occlusion on recognition performance.

• Comparison of methods: Table 3.8 shows the performance of different algorithms

on the face dataset. Here, SR (sparse representation) shows the classification result

using just the whole face. Block Sparse Method is a recent block sparsity based

face recognition algorithm [32] and FDDL [140] is a state-of-the-art discrimina-

tive dictionaries based technique, but using only a single modality. Clearly, the
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Figure 3.9: Face mask used to crop out different modalities.
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Figure 3.10: Effect of noise on rank one recognition performance for AR face dataset.
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Figure 3.11: Effect of occlusion on rank one recognition performance for AR face dataset.
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Method Recognition Rate (%) Method Recognition Rate (%)

SMBR-WE 96.9 SVM-Sum 86.7

SMBR-E 96 SLR-Sum 77.9

SR 91 FDDL [140] 91.9

Block Sparse [32] 92.2 MKLFusion 89.7

Table 3.8: Rank one performance comparison of different methods on AR face dataset.

SMBR approach achieves about 4 % improvement over other techniques. Thus,

robust classification using multiple modalities results in a significant improvement

over the current benchmark. Further, a comparison with discriminative methods

such as SLR and SVM shows that they perform poorly compared to the proposed

method. This is because weak modalities are hard to discriminate, hence score-

level fusion with strong modality does not improve performance. On the other

hand, by appropriately weighing different modalities, MKLFusion achieves better

result. However, by imposing reconstruction and joint sparsity simultaneously, the

proposed method is able to achieve the best performance.

• Effect of noise: In this experiment, test images were corrupted with white Gaus-

sian noise of increasing variance, σ2. Comparisons are shown in Figure 3.10. It

can be seen that both SMBR, SR and Block Sparse methods are stable with noise.

The performance of other algorithms degrade sharply with noise level. This also

highlights the problem with MKLFusion, as it is not robust to degradation during

testing.

• Effect of occlusion: In this experiment, a randomly chosen block of the test im-

age was occluded. The recognition performance was studied with increasing block

size. Figure 3.11 shows the performance of various algorithms with block size.

SMBR-E is the most stable among all the methods due to robust handling of error.

Recognition rates for other methods fall sharply with increasing block size.

• Recognition in spite of disguise: We also performed experiment on the rest of the

AR face dataset, occluded by sun-glass and scarves. Similar to the above experi-
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ment, 7 frontal non-occluded images per subject, from the first session, were used

for training, and 12 occluded images per person, from both the sessions were used

for testing. Again the proposed SMBR-WE and SMBR-E methods outperformed

the other methods. SMBR-E method gave the best performance, improving by

17.7% over the Block Sparse method.

Method Scarves Sun-glass Overall

SMBR-WE 86.2 36.0 61.1

SMBR-E 80.0 75.0 77.5

SR 45.3 52.3 48.8

Block Sparse [32] 65.8 53.8 59.8

SLR-Sum 72.2 39.6 55.9

SVM-Sum 13.8 42.5 28.1

MKLFusion 47.7 13.0 30.3

Table 3.9: Rank one performance comparison of different methods on images with dis-

guise in AR face dataset.

• Quality based fusion: Quality determination is an important parameter in fusion

here, as a strong modality is being combined with weak modalities. We studied

the effect of quality measure introduced in Section 3.3. However, in this case we

fix the quality for strong modality, viz. whole face to be 1, while for the weak

modalities, the SCI values were taken. The recognition performance for SMBR-E

and SMBR-WE across different noise and occlusion levels was studied. Figure 3.12

show the performance comparison with the unweighted methods. Using quality, the

recognition performance for SMBR-WE goes up to 97.4 % from 96.9 %, whereas

for SMBR-WE it increases to 97 % from 96 %. Similarly, results improve across

different noise levels for both methods. However, SMBR-WE with quality shows

worse performance as block size is increased. This may be because it does not

handle sparse error, hence the quality values are not robust.
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Figure 3.12: Effect of quality on recognition performance across (a) noise (b) random

blocks on AR face dataset.
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3.6 Computational Complexity

The proposed algorithms are computationally efficient. The main steps of the al-

gorithms are the update steps for Γ, Λ, U and V. For linear fusion, the update step

for Γ involves computing (XiTXi + αΓI)
−1 and four matrix multiplications. The first

term is constant across iterations and can be pre-computed. Matrix multiplication for two

matrices of sizes m × n and n × p can be done in O(mnp) time. Hence, for a given

training and test data, the computations are linear in feature dimension. Hence, large fea-

ture dimensions can be efficiently handled. Similarly, update step for Λ involves matrix

multiplication XiΓi. Update steps for U and V involves only scalar matrix computa-

tions and are very fast. Similarly in the kernel fusion, update for Γ involves calculating

(KXi,Xi + βΓI)
−1, which can be pre-computed. Other steps are similar to linear fusion.

Classification step involves calculating the residual error for each class, and is efficient.

3.7 Conclusion

We proposed a novel joint sparsity-based feature level fusion algorithm for multi-

modal biometrics recognition. The algorithm is robust as it explicitly includes both noise

and occlusion terms. An efficient algorithm based on alternative direction was proposed

for solving the optimization problem. We also proposed a multimodal quality measure

based on sparse representation. Further, the algorithm was kernelized to handle non-linear

variations. Various experiments have shown that the method is robust and significantly

improves the overall recognition accuracy.
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Chapter 4: Coupled Projections for Adaptation of Dictionaries

4.1 Introduction

The study of sparse representation of signals and images has attracted tremendous

interest in the last few years. Sparse representations of signals and images require learn-

ing an over-complete set of bases called a dictionary along with linear decomposition of

signals and images as a combination of few atoms from the learned dictionary. Olshausen

and Field [82] in their seminal work introduced the idea of learning dictionary from data

instead of using off-the-shelf bases. Since then, data-driven dictionaries have been shown

to work well for both image restoration [31] and classification tasks [135].

The efficiency of dictionaries in these wide range of applications can be attributed

to the robust discriminant representations that they provide by adapting to the particular

data samples. However, the learned dictionary may not be optimal if the target data has

different distribution than the data used for training. These variations are commonplace

in vision problems, and can happen due to changes in image sensor (web-cams vs SLRs),

camera viewpoint, illumination conditions, etc. It has been shown that such changes can

cause significant degradation in classifier performance [26]. Adapting dictionaries to new

domains is a challenging task, and has only recently been explored in the vision literature.

Yangqing et al. [53] considered a special case where corresponding samples from each

domain were available, and learned a dictionary for each domain. More recently, Qiu et

al. [95] proposed a method for adapting dictionaries for smoothly varying domains using

regression. However, in practical applications, target domains are scarcely labeled, and

domain shifts may result in abrupt feature changes (e.g., changes in resolution when com-

paring web-cams to DSLRs). Moreover, high dimensional features are often extracted for
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Figure 4.1: Overview of the proposed dictionary learning method.
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object recognition. Hence learning a separate dictionary for each domain will have a se-

vere space constraint, rendering it unfeasible for many practical applications. A subspace

interpolation based method was proposed for adapting dictionaries in [81]. However, this

method cannot be used for heterogeneous domain adaptation, where different features are

extracted for different domains.

In view of the above challenges, we propose a robust method for learning a single

dictionary to optimally represent both source and target data. As the features may not

be correlated well in the original space, we project data from both the domains onto a

common low-dimensional space, while maintaining the manifold structure of data. Si-

multaneously, we learn a compact dictionary which represents projected data from both

the domains well. As the final objective is classification, we learn a class-wise discrim-

inative dictionary. This joint optimization method offers several advantages in terms of

generalizability and efficiency of the method. Firstly, learning separate projection matrix

for each domain makes it easy to handle any changes in feature dimension and type in

different domains. It also makes the algorithm conveniently extensible to handle mul-

tiple domains. Further, learning the dictionary in a low-dimensional space makes the

algorithm faster, and irrelevant information in original features is discarded. Moreover,

joint learning of dictionary and projections ensures that the common internal structure

of data in both the domains is preserved, which can be represented well by sparse linear

combinations of dictionary atoms.

An additional contribution of the work is an efficient optimization technique to

solve this problem. Using kernel methods, the proposed algorithm can be easily made

non-linear, and the resulting optimization problem has a few simple update steps. Further

we extensively evaluate the method for different recognition scenarios and show that the

proposed method is comparable with other recent algorithms for domain adaptation. We

also demonstrate that the algorithm converges quickly and is efficient.
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4.1.1 Chapter Organization

The chapter is organized in six sections. In Section 4.2, we describe some of the

related works. The algorithm is formulated in Section 4.3, and the extension to non-linear

case is described in Section 4.4. The classification scheme for the learned dictionary is

described in Section 4.5. Experimental results are presented in Section 4.6, and the final

concluding remarks are made in 4.7.

4.2 Related Work

In this section, we survey the recent domain adaptation works and the related sparse

coding literature.

4.2.1 Domain Adaptation

The problem of adapting classifiers to new visual domains has recently gained im-

portance in the vision community. Several approaches have been proposed for this prob-

lem, which can be broadly categorized into following categories:

4.2.1.1 Feature transform-based approaches

The idea of domain adaptation in vision community was introduced by Saenko et

al. [109], in which a symmetric transformation between domains represented by the same

features was learned. This was extended to general domain shifts in Kulis et al. [60] by

learning an asymmetric transformation between domains. In [51], a transformation of

source data onto target space was learnt, such that the joint representation is low-rank.

Further, Baktashmotlagh et al. [7] proposed learning feature transformation for kernel

mean matching between domains for adaptation. A subspace alignment-based method

was also explored in [34].
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4.2.1.2 Manifold interpolation-based approaches

Gopalan et al introduced the idea of interpolation between subspaces of different

domains on the Grassmann manifold [41]. This was extended to learning a kernel distance

between domains in [40]. A class-wise adaptation scheme based on parallel transport on

manifold was introduced in [123].

4.2.1.3 Classifier transform-based approaches

Many methods have been proposed to adapt classifiers between domains for adap-

tation. A method for adapting SVMs across domains was proposed for concept detection

in [138]. Similar methods based on transforming SVMs have been proposed in [29,30]. A

multiple kernel learning-based approach for domain adaptation was proposed in [28]. Re-

cently, a method for adaptation by reconstructing target classifiers using source classifiers

was explored in [147].

4.2.1.4 Other approaches

A feature augmentation method was proposed in [66]. Gong et al. [39] described a

method of choosing landmarks in the target domain for adaptation. An information theo-

rtic clustering-based adaptation approach was proposed in [122]. Recently, deep learning

has also been used for domain adaptation [21, 24].

4.2.2 Sparse Coding

Here, we review some of the related works in sparse coding literature. Han et al.

[46] suggested learning a shared embedding for different domains, along with a sparsity

constraint on the representation. However, they assume pre-learned projections, which

may not be optimal. In the dictionary learning literature, Yang et al. [136] and Wang et

al. [132] proposed learning dictionary pairs for cross-modal synthesis. Similarly, methods
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for joint dimensionality reduction and sparse representation have also been proposed [37,

67, 78, 144]. Additional methods may be found within these references.

4.3 Problem Framework

The classical dictionary learning approach minimizes the representation error of the

given set of data samples subject to a sparsity constraint [2]. Let Y = [y1, · · · ,yN ] ∈
R

d×N be the data matrix. Then, the K-atoms dictionary, D ∈ R
d×K , can be trained by

solving the following optimization problem

{D∗,X∗} = argmin
D,X

‖Y −DX‖2F s.t. ‖xi‖0 ≤ T0 ∀i,

where, X = [x1,x2, ...,xN ] ∈ R
K×N is the sparse representation of Y over D, and T0

is the sparsity level. Here, ‖.‖0-norm counts the number of nonzero elements in a vector

and ‖.‖F is the Frobenius norm of a matrix.

Now, consider a special case, where we have data from two domains, Y1 ∈ R
d1×N1

and Y2 ∈ R
d2×N2 . We wish to learn a shared K-atoms dictionary, D ∈ R

df×K and

mappings P1 ∈ R
df×d1 , P2 ∈ R

df×d2 onto a common low-dimensional space, which will

minimize the representation error in the projected space. Formally, we wish to minimize

the following cost function:

C1(D,P1,P2,X1,X2) = ‖P1Y1 −DX1‖2F+

‖P2Y2 −DX2‖2F , (4.1)

subject to sparsity constraints on X1 and X2. However, minimizing C1(D,P1,P2,X1,X2)

will result in trivial solution as Pis can be set to 0. To overcome this, we regularize the

solution space to get meaningful solutions.

4.3.1 Regularization

It will be desirable if the projections, while bringing the data from two domains to

a shared subspace, do not lose too much information available in the original domains.
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To facilitate this, we add a PCA-like regularization term which preserves energy in the

original signal, given as:

C2(P1,P2) = ‖Y1 −PT
1P1Y1‖2F + ‖Y2 −PT

2P2Y2‖2F
s.t. PiP

T
i = I, i = 1, 2. (4.2)

It is easy to show after some algebraic manipulations that the costs C1 and C2, after ignor-

ing the constant terms in Y, can be written as:

C1(D, P̃, X̃) = ‖P̃Ỹ −DX̃‖2F , (4.3)

C2(P̃) = −trace((P̃Ỹ)(P̃Ỹ)T ), (4.4)

where,

P̃ = [P1 P2], Ỹ =





Y1 0

0 Y2



 , and X̃ = [X1 X2].

Thus, the form of C2 is similar to the trace minimization problem [57]. Thus, the regular-

ization approach can be generalized to different dimensionality reduction techniques. We

describe some of the possible methods below:

1. Manifold preserving regularization: Let W1 ∈ R
N1×N1 and W2 ∈ R

N2×N2 be

affinity matrices calculated from Y1 and Y2 using different methods in literature

[8, 110]. The manifold preserving mapping can then be formulated as:

C2(P̃) = −
2
∑

i=1

trace(PiYi)(I−Wi)(I−WT
i )(PiYi)

T

s.t. PiP
T
i = I, i = 1, 2.

Other possible manifold-based regularization approaches can also be explored [57].

2. Discriminative regularization: Let Hi,j = 1ni,j
1T
ni,j

i = 1, 2, j = 1, · · · , C
where, C is the number of classes in data and ni,j is the number of samples in

class j for domain i and 1ni,j
is a column vector of length ni,j . Define

Hi = diag[Hi,1, · · · ,Hi,C].
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Then, discriminative LDA-like regularization can be formulated as in [57]:

C2(P̃) = −
2
∑

i=1

trace(PiYi)(I−Hi)(PiYi)
T

s.t. (PiYi)(PiYi)
T = I, i = 1, 2.

In this work, we focus on the PCA-like regularization (4.4), leaving the other ap-

proaches discussed above for future work. Hence, the overall objective function is given

as:

{D∗, P̃∗, X̃∗} = argmin
D,P̃,X̃

C1(D, P̃, X̃) + λC2(P̃)

s.t. PiP
T
i = I, i = 1, 2 and ‖x̃j‖0 ≤ T0, ∀j, (4.5)

where, λ is a positive constant.

4.3.2 Multiple domains

The above formulation can be extended so that it can handle multiple domains. For

the M domain problem, we simply construct matrices Ỹ, P̃, X̃ as:

P̃ = [P1, · · · ,PM] , Ỹ =











Y1 · · · 0

...
. . .

...

0 · · · YM











,

and

X̃ = [X1, · · · ,XM].

With these definitions, (4.5) can be generalized to multiple domains as follows

{D∗, P̃∗, X̃∗} = argmin
D,P̃,X̃

C1(D, P̃, X̃) + λC2(P̃)

s.t. PiP
T
i = I, i = 1, · · · ,M and ‖x̃j‖0 ≤ T0, ∀j. (4.6)

70



4.3.3 Special case of P1 = P2 = · · · = PM

For the special case of domain adaptation, where same features are extracted for

all the domains such that d1 = d2 = · · · = dM , and the domain shift is not large (e.g.

matching frontal faces to profile faces), the same projection matrix can be used for all the

domains.

4.3.4 Discriminative Dictionary

The dictionary learned in (4.5) can reconstruct the two domains well, but it cannot

discriminate between the data from different classes. Recent advances in learning dis-

criminative dictionaries [97, 140] suggest that learning class-wise, mutually incoherent

dictionaries works better for discrimination. To incorporate this into our approach, we

write the dictionary D as D = [D1, · · · ,DC], where C is the total number of classes. We

modify the cost function similar to [140], which encourages reconstruction samples of a

given class by the dictionary of the corresponding class, and penalizes reconstruction by

out-of-class dictionaries. The new cost function, C1(D, P̃, X̃) is given as:

C1(D, P̃, X̃) = ‖P̃Ỹ −DX̃‖2F + µ‖P̃Ỹ −DX̃in‖2F+

ν‖DX̃out‖2F , (4.7)

where µ and ν are the weights given to the discriminative terms, and matrices X̃in and

X̃out are given as:

X̃in[i, j] =







X̃[i, j], Di, Ỹj ∈ same class

0, otherwise,

X̃out[i, j] =







X̃[i, j], Di, Ỹj ∈ different class

0, otherwise.

The cost function is defined only for labeled data in both domains. Unlabeled data can be

handled using semi-supervised approaches to dictionary learning [92]. However, we do

not explore it further here. Also, note that we do not need to modify the forms of projec-
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tion matrices, since they capture the overall domain shift, and hence are independent of

class variations.

4.3.5 Optimization

The optimization problem (4.6) is non-convex in the variables D, P̃, X̃. Hence, we

optimize the cost using alternate minimization strategy, where first P̃ is updated, keeping

D, X̃ fixed followed by updating D and X̃, keeping P̃ fixed.

• Updating P̃: For fixed D, X̃, the optimization can be written as:

P̃∗ = argmin
P̃

‖P̃Ỹ −DX̃‖2F + µ‖P̃Ỹ −DX̃in‖2F

−λtrace((P̃Ỹ)(P̃Ỹ)T ) s.t. PiP
T
i = I, i = 1, · · · ,M. (4.8)

However, this is not a convex problem because of the orthonormality constraints on

Pi. Specifically, it involves optimization on the Stiefel manifold, hence, we solve it

using the manifold optimization technique described in [133].

• Updating D, X̃: For fixed P̃ the optimization problem can be written as:

{D∗, X̃∗} = argmin
D,X̃

‖P̃Ỹ −DX̃‖2F+

µ‖P̃Ỹ −DX̃in‖2F + ν‖DX̃out‖2F
s.t. ‖x̃j‖0 ≤ T0, ∀j. (4.9)

This is discriminative dictionary learning problem, and we use the framework of

[140] to update D, X̃. This can be easily generalized to utilize other dictionary

learning algorithms as well.

The proposed Shared Discriminative Dictionary Learning (SDDL) algorithm is

summarized in Algorithm 5.
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Input: Data {Yi}Mi=1 and corresponding class labels {Ci}Mi=1 for M domains, sparsity

level T0, dictionary size K and dimension df , parameter values µ, ν

Procedure:

1. Initialize: Initialize P̃ such that PiPi = I ∀ i = 1, · · · ,M . For this, PCA of the data,

Yi can be used to initialize Pi.

2. Update step for P̃: Update P̃ as:

P̃
∗ = argmin

P̃

‖P̃Ỹ −DX̃‖2F + µ‖P̃Ỹ −DX̃in‖2F

−λtrace((P̃Ỹ)(P̃Ỹ)T ) s.t. PiP
T
i = I, i = 1, · · · ,M

using Stiefel manifold optimization technique [133].

3. Update step for D, X̃: Learn common dictionary D and sparse code, X̃ using

discriminative dictionary learning algorithm such as FDDL [140]

{D∗, X̃∗} = argmin
D,X̃

‖P̃Ỹ −DX̃‖2F + µ‖P̃Ỹ −DX̃in‖2F+

ν‖DX̃out‖2F s.t. ‖x̃j‖0 ≤ T0,∀j.

Output: Learned dictionary D, projection matrices {Pi}Mi=1.

Algorithm 5: Shared Domain-adapted Dictionary Learning (SDDL)
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4.4 Non-linear extension

In many vision problems, projecting the original features may not be good enough

due to non-linearity in data. This can be overcome by transforming the data into a high-

dimensional feature space. Let Φ : Rn → H be a mapping to the reproducing kernel

Hilbert space H. The mapping P i to the reduced space, can be characterized by a com-

pact, linear operator, P i : H → R
d. As the feature space can be infinite dimensional,

the projection matrix P i cannot be handled in this form. To make the kernelization of the

algorithm possible, we use the following proposition:

Proposition 1: There exists an optimal solution P∗
1, · · · ,P∗

M,D∗ to equation (4.6),

which has the following form:

P∗
i = (YiAi)

T ∀ i = 1, · · · ,M, (4.10)

D∗ = P̃∗ỸB̃, (4.11)

where, P̃∗ = [P∗
1, · · · ,P∗

M], for some Ai ∈ R
Ni×n and some B̃ ∈ R

∑
Ni×K .

Proof: See Appendix B.

With this proposition, the cost functions can be written as:

C1(Ã, B̃, X̃) = ‖ÃTK̃(I− B̃X̃)‖2F+

µ‖ÃTK̃(I− B̃X̃in)‖2F + ν‖ÃTK̃B̃X̃out‖2F , (4.12)

C2(Ã) = −trace((ÃTK̃)(ÃTK̃)T ), (4.13)

where, K̃ = ỸTỸ and ÃT = [AT
1 , · · · ,AT

M]. The equality constraints now become:

PiP
T
i = AT

i KiAi = I, ∀i = 1, · · · ,M, (4.14)

where, Ki = YT
i Yi. The optimization problem now becomes:

{Ã∗, B̃∗, X̃∗} = argmin
Ã,B̃,X̃

C1(Ã, B̃, X̃) + λC2(Ã)

s.t. AT
i KiAi = I, i = 1, · · · ,M and ‖x̃j‖1 ≤ T0, ∀j. (4.15)

This formulation allows joint update of D and Pi via Ai.
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Let K = 〈Φ(Ỹ),Φ(Ỹ)〉H. Then, it can be shown similar to proposition 1 that:

P
∗
i = ATΦ(Y)T;D∗ = ÃT

KB̃.

Thus, we get the cost functions as:

C1(Ã, B̃, X̃) = ‖ÃT
K(I− B̃X̃)‖2F+

µ‖ÃT
K(I− B̃X̃in)‖2F + ν‖ÃT

KB̃X̃out‖2F , (4.16)

C2(Ã) = −trace((ÃT
K)(ÃT

K)T ) (4.17)

and the equality constraints as,

AT
i KiAi = I ∀ i = 1, · · · ,M,

where Ki = 〈Φ(Yi),Φ(Yi)〉H.

4.4.1 Update step for Ã

Here we assume that (B̃, X̃) are fixed. Then, the optimization for Ã can be solved

efficiently. We have the following proposition.

Proposition 2: The optimal solution of equation (4.15) when (B̃, X̃) are fixed is:

Ã∗ = VS−1
2G∗, (4.18)

where, V andS come from the eigen decomposition of K̃ = VSVT, andG∗ ∈ R

∑
Ni×n =

[G∗T
1 , · · · ,G∗T

M ]T is the optimal solution of the following problem:

{G∗} = argmin
G

trace[GTHG]

s.t. GT
i Gi = I ∀ i = 1, · · · ,M, (4.19)

where,

H = S
1
2VT((I− B̃X̃)(I− B̃X̃)T + µ(I− B̃X̃in)

(I− B̃X̃in)
T + ν(B̃X̃out)(B̃X̃out)

T − λI)VS
1
2 . (4.20)

75



Proof: See Appendix I.

Equation (4.19) is non-convex due to non-linear equality constraints. Specifically,

due to the orthonormality condition on Gi, it involves optimization on the Stiefel mani-

fold. We solved this problem using the efficient approach presented in [133].

4.4.2 Update step for B̃, X̃

For a fixed Ã, the problem becomes that of discriminative dictionary learning, with

data as Z = ÃTK and dictionary D = ÃTKB̃. To jointly learn the dictionary, D, and

sparse code, X̃, we use the framework of the discriminative dictionary learning approach

presented in [140]. Once the dictionary, D, is learned, we can update B̃ as:

B̃ = Z†D, (4.21)

where Z† is the pseudo-inverse of Z defined as Z† = (ZTZ)−1ZT .

The proposed, Non-linear Shared Domain-adapted Dictionary Learning (kerSDDL)

algorithm is summarized in Algorithm 6.

4.5 Classification

Given a test sample, yte from domain k, we propose the following steps for classi-

fication, similar to [78].

4.5.1 Linear Classification

1. Compute the embedding of the sample in the common subspace, zte using the pro-

jection, P∗
k.

zte = Pk
∗yte.

2. Compute the sparse coefficients, x̂te, of the embedded sample over dictionary D
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Input: Data {Yi}Mi=1 and corresponding class labels {Ci}Mi=1 for M domains, sparsity

level T0, dictionary size K and dimension n, parameter values µ, ν

Procedure:

1. Initialize: Initialize Ã such that AiKiAi = I ∀ i = 1, · · · ,M . For this, find SVD of

each kernel matrix, Ki = ViSiV
T
i . Set Ai as the matrix of eigen-vectors with top n

eigen-values as columns.

2. Update step for B̃: Learn common dictionary D with data as Z = Ã
TK, and using

discriminative dictionary learning algorithm as FDDL. Update B̃ as:

B̃ = Z
†
D.

3. Update step for Ã: Update Ã as:

{G∗} = argmin
G

trace[GT
HG]

s.t. GT
i Gi = I ∀ i = 1, · · · ,M,

where, Ã∗ = VS
−1

2G
∗ and H is:

H = S
1
2V

T((I− B̃X̃)(I− B̃X̃)T + µ(I− B̃X̃in)

(I− B̃X̃in)
T + ν(B̃X̃out)(B̃X̃out)

T − λI)VS
1
2 .

Output: Learned dictionary D, projection matrices {Ai}Mi=1.

Algorithm 6: Non-linear Shared Domain-adapted Dictionary Learning (kerSDDL)
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using the OMP algorithm [89].

x̂te = argmin
x

‖zte −Dx‖2F s.t. ‖x‖0 ≤ T0.

3. Now, the sample can be assigned to class i, if the reconstruction using the class

dictionary, Di and the sparse code corresponding to the atoms of the dictionary, x̂i
te

is minimum.

Output class = argmin
i=1,··· ,C

‖zte −Dix̂
i
te‖2F.

However, the reconstruction error may not be discriminative enough in the reduced

space. So, we project the class-wise reconstruction, Dix̂
i
te into the feature space,

and assign the test sample to the class with the minimum error in the original feature

space:

Output class = argmin
i=1,··· ,C

‖yte −Pk
∗TDix̂

i
te‖2F. (4.22)

4.5.2 Non-linear classification

Here, we consider the general case of classifying mapping of the sample into kernel

space, Φ(yte).

1. Compute the embedding of the sample in the common subspace, zte using the pro-

jection, P∗
k.

zte = P
∗
kΦ(yte) = AkKte,

where, Kte = 〈Φ(Yk),Φ(yte)〉.

2. Compute the sparse coefficients, x̂te, of the embedded sample over dictionary D

using the OMP algorithm [89].

x̂te = argmin
x

‖zte −Dx‖2F s.t. ‖x‖0 ≤ T0.
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3. Project the class-wise reconstruction, Dix̂
i
te into the feature space, and assign the

test sample to the class with the minimum error in the original feature space:

Output class = argmin
i=1,··· ,C

‖Φ(yte)−P
∗T
k Dix̂

i
te‖2F

= argmin
i=1,··· ,C

κte − 2KteA
∗
kDi + x̂iT

teD
T
i A

∗
kKkA

∗
kDix̂

i
te,

where κte = 〈Φ(yte),Φ(yte)〉.

4.6 Experiments

We conducted various experiments to ascertain the effectiveness of the proposed

method. First, we demonstrate some synthesis and recognition results on the CMU Multi-

PIE dataset for face recognition across pose and illumination variations. This also pro-

vides insights into our method through visual examples. Next we show the performance

of our method on domain adaptation databases and compare it with existing adaptation

algorithms.

4.6.1 CMU Multi-Pie Dataset

The Multi-PIE dataset [44] is a comprehensive face dataset of 337 subjects, having

images taken across 15 poses, 20 illuminations, 6 expressions and 4 different sessions.

For the purpose of our experiment, we used 129 subjects common to both Session 1

and 2. The experiment was done on 5 poses, ranging from frontal to 75o. Frontal faces

were taken as the source domain, while different off-frontal poses were taken as target

domains. Dictionaries were trained using illuminations {1, 4, 7, 12, 17} from the source

and the target poses, in Session 1 per subject. All the illumination images from Session

2, for the target pose, were taken as probe images. The linear kernel was used for all the

experiments.
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4.6.1.1 Pose Alignment

First we consider the problem of pose alignment using the proposed dictionary

learning framework. Pose alignment is challenging due to the highly non-linear changes

induced by 3-D rotation of face. Images at the extreme pose of 60o were taken as the

target pose. A shared discriminative dictionary was learned using the approach described

in Algorithm 5. Given the probe image, it was projected on the latent subspace and

reconstructed using the dictionary. The reconstruction was back-projected onto the source

pose domain, to give the aligned image. Figure 4.2(a) shows the synthesized images for

various conditions. We can draw some useful insights about the method from this figure.

Firstly, it can be seen that there is an optimal dictionary size, K = 5, where the best

alignment is achieved. Further, by learning a discriminative dictionary, the identity of

the subject is retained. For K = 7, the alignment is not good, as the learned dictionary

is not able to successfully correlate the two domains when there are more atoms in the

dictionary. Dictionary with K = 3 has higher reconstruction error, hence the result is not

optimal. We chose K = 5 for additional experiments with noisy images. It can be seen

that from rows 2 and 3 that the proposed method is robust even at high levels of noise and

missing pixels. Moreover, de-noised and in-painted synthesized images are produced as

shown in rows 2 and 3 of Figure 4.2(a), respectively. This shows the effectiveness of our

method. Moreover, the learned projection matrices (Figure 4.2(b)) show that our method

can learn the internal structure of the two domains. As a result, it is able to learn a robust

common dictionary.

4.6.1.2 Recognition

We also conducted a recognition experiment using the set-up described above. Ta-

ble 4.1 shows that our method compares favorably with some of the recently proposed

multi-view recognition algorithms [112], and gives the best performance on average. The

linear kernel was found to be giving better performance, hence, we do not report the re-

sults for kerSDDL. The dictionary learning algorithm, FDDL [140] is not optimal here
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(a)

(b)

Figure 4.2: (a) Examples of pose-aligned images using the proposed method. Synthesis

in various conditions demonstrate the robustness of the method. (b) First few components

of the learned projection matrices for the two poses.
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as it is not able to efficiently represent the non-linear changes introduced by the pose

variation.

Method
Probe pose

Average

15o 30o 45o 60o 75o

PCA 15.3 5.3 6.5 3.6 2.6 6.7

PLS [111] 39.3 40.5 41.6 41.1 38.7 40.2

LDA 98.0 94.2 91.7 84.9 79.0 89.5

CCA [111] 92.1 89.7 88.0 86.1 83.0 83.5

GMLDA [112] 99.7 99.2 98.6 94.9 95.4 97.6

FDDL [140] 96.8 90.6 94.4 91.4 90.5 92.7

SDDL 98.4 98.2 98.9 99.1 98.8 98.7

Table 4.1: Comparison of the proposed method with other algorithms for face recognition

across pose.

4.6.2 Object Recognition

We now evaluate our method for object recognition. The experiments use the

dataset which was introduced in [109]. The dataset consists of images from 3 sources:

Amazon (consumer images from online merchant sites), DSLR (images by DSLR cam-

era) and Webcam (low quality images from webcams). In addition, we also tested on the

Caltech-256 dataset [43], taking it as the fourth domain. Figure 4.3 shows sample im-

ages from these datasets, and clearly highlights the differences between the domains. We

follow 2 set-ups for testing the algorithm. In the first set-up, 10 common classes: BACK-

PACK, TOURING-BIKE, CALCULATOR, HEADPHONES, COMPUTER- KEYBOARD, LAPTOP-

101, COMPUTER- MONITOR, COMPUTER-MOUSE, COFFEE- MUG, AND VIDEO- PRO-

JECTOR, common to all the four datasets are used. In this case, there are a total of 2533

images. Each category has 8 to 151 images in a dataset. In the second set-up, we eval-
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Figure 4.3: Example images from KEYBOARD and BACK-PACK categories in Caltech-

256, Amazon, Webcam and DSLR. Caltech-256 and Amazon datasets have diverse im-

ages, Webcam and DSLR are similar datasets with mostly images from offices.

uate the methods for adaptation using multiple domains. In this case, we restrict to the

first dataset, and test on all the 31 classes in it. For both the cases, we use 20 training

samples per class for Amazon/Caltech, and 8 samples per class for DSLR/Webcam when

used as source, and 3 training samples for all of them when used for target domain. The

remaining data in the target domain is used for testing. The experiment is run 20 times

for random train/test splits and the result is averaged over all the runs.

We demonstrate the effectiveness of the proposed method for the two cases: 1. same

features extracted for all the domains, 2. different features extracted for different domains.
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4.6.2.1 Adaptation with same features

First, we test the proposed algorithms for the case when the same feature is ex-

tracted for all the domains.

Feature Extraction: We used the 800-bin SURF features provided by [109] for the

Amazon, DSLR and Webcam datasets. For the Caltech images, the SURF features were

first extracted from the images of the Caltech data and a random subset of the Amazon

dataset. The features obtained from the Amazon dataset were grouped into 800 clusters

using the k-means algorithm. The cluster centers were then used to quantize the SURF

features obtained from the Caltech data to form 800-bin histograms. The histograms were

normalized and then used for classification.

Parameter Settings: We set µ = 4 and ν = 30. Dictionary size, K = 4 atoms

per class and final dimension, n = 60 for the first set-up, for both SDDL and kerSDDL

algorithms. For the second set-up, K = 6 atoms per class and n = 90 for SDDL and

kerSDDL. For FDDL, the parameters, µ and ν are the same as SDDL, and we learn

K = 8 atoms per class for the first set-up and K = 10 atoms per class for the second.

The SDDL algorithm was trained using same projection matrix for all the domains as

discussed in Section 4.3.3. We initialized the matrices as PCA of source, target data

or both data taken together, and report the best performance among them. For kerSDDL

method, we used the simple non-parametric histogram intersection kernel for reporting all

the values. The projection matrix for kerSDDL was initialized as described in Algorithm

6. The FDDL dictionary was trained using both the source and the target domain features,

as it was found to give the best results. Original histogram features were used for both

the algorithms. Performance of the proposed SDDL method is compared to FDDL [140],

and some recently proposed domain-adaptation algorithms [40–42, 51, 66, 81, 109].

1. Results using single source: Tables 4.2(a), 4.2(b) show a comparison of the results

of different methods on eight source-target pairs. The proposed algorithms give the
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(a) Performance comparison on single source four domains benchmark (C:

caltech, A: amazon, D: dslr, W: webcam) for C→ A, C→ D, A→ C, A→
W source/target pairs

Methods C→ A C→ D A→ C A→W

Metric [109] 33.7± 0.8 35.0± 1.1 27.3± 0.7 36.0± 1.0

SGF [41] 40.2± 0.7 36.6± 0.8 37.7± 0.5 37.9± 0.7

GFK [40] 46.1± 0.6 55.0± 0.9 39.6± 0.4 56.9± 1.0

HFA [66] 45.5± 0.9 51.9± 1.1 31.1± 0.6 58.6± 1.0

SID [81] 50± 0.5 57.1± 0.4 41.5± 0.8 57.8± 0.5

FDDL [140] 39.3± 2.9 55.0± 2.8 24.3± 2.2 50.4± 3.5

SDDL 54.4± 2.2 67.7± 4.0 41.8± 2.2 67.1± 3.2

kerSDDL 49.5± 2.6 76.7± 3.9 27.4± 2.4 72.0± 4.8

(b) Performance comparison on single source four domains benchmark (C:

caltech, A: amazon, D: dslr, W: webcam) for W→ C, W→ A, D→ A, D→
W source/target pairs

Methods W→ C W→ A D→ A D→W

Metric [109] 21.7± 0.5 32.3± 0.8 30.3± 0.8 55.6± 0.7

SGF [41] 29.2± 0.7 38.2± 0.6 39.2± 0.7 69.5± 0.9

GFK [40] 32.8± 0.1 46.2± 0.6 46.2± 0.6 80.2± 0.4

HFA [66] 31.1± 0.6 45.9± 0.7 45.8± 0.9 62.1± 0.7

SID [81] 40.6± 0.4 51.5± 0.6 50.3± 0.2 87.8± 1.0

FDDL [140] 22.9± 2.6 41.1± 2.6 36.7± 2.5 65.9± 4.9

SDDL 41.5± 2.1 48.2± 2.3 50.6± 2.1 86.4± 2.8

kerSDDL 29.7± 1.9 49.4± 2.1 48.9± 3.8 72.6± 2.1

(c) Performance comparison on multiple sources three domains benchmark

Source Target SGF* SGF RDALR FDDL SDDL kerSDDL

[42] [41] [51] [140]

dslr, amazon webcam 64.5± 0.3 52± 2.5 36.9± 1.1 41.0± 2.4 53.6± 1.2 57.8± 2.4

amazon, webcam dslr 51.3± 0.7 39± 1.1 31.2± 1.3 38.4± 3.4 55.8± 2.0 56.7± 2.3

webcam, dslr amazon 38.4± 1.0 28± 0.8 20.9± 0.9 19.0± 1.2 23.8± 1.2 24.1± 1.6

Table 4.2: Comparison of the performance of the proposed method on the Amazon, We-

bcam, DSLR and Caltech datasets.
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best performance for six domain pairs, and is the second best for two pairs. For

Caltech-DSLR and Amazon-Webcam domain pairs, there is more than 15% im-

provement over the GFK [40] and SID [81] algorithms. Furthermore, a comparison

with the FDDL algorithm shows that the learning framework of [140] is inefficient,

when the test data comes from a different distribution than the data used for train-

ing. Both the SDDL and kerSDDL algorithms perform better than FDDL on all the

pairs.

2. Results using multiple sources: As the proposed algorithm can also handle mul-

tiple domains, we also experimented with multiple source adaptation. Table 4.2 (c)

shows the results for three possible combinations. The proposed methods outper-

forms the original SGF method [41] on two settings, and other methods for all the

settings. However, [42] reports higher numbers on webcam and amazon as targets,

using boosted classifiers. Similarly techniques can be explored for improving the

proposed method as a future direction.

3. Ease of adaptation: A rank of domain (ROD) metric was introduced in [40] to

measure the adaptability of different domains. It was shown that ROD correlates

with the performance of adaptation algorithm. For example, Amazon-Webcam pair

has higher ROD than DSLR-Webcam pair, hence, GFK performs worse on the

former. However, for our case, we find that the recognition rates for these cases

are 72.0 % and 72.6 %, respectively. This is the case because by learning projec-

tions along-with the common dictionary, we can achieve a better alignment of the

datasets.

4. Parameter Variations: We also conducted experiments studying recognition per-

formance under different input parameters. Figure 4.4 shows the result of different

settings. The implications are briefly discussed below:

(a) Number of source images: Here, we choose Amazon/Webcam domain pair,

as it is ”difficult” to adapt. We increased the number of source images and

studied the performance of SDDL and kerSDDL and compared it with FDDL.
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It can be seen that while FDDL’s performance decreases sharply with more

source images, SDDL and kerSDDL methods show increase in the perfor-

mance. Hence, by adapting the source to the target domain, our method can

use the source information to increase the accuracy of target recognition, even

when their distributions are very different.

(b) Dictionary size: We varied the dictionary size for kerSDDL algorithm for

different source-target pairs. All the domain pairs show an initial sharp in-

crease in the performance, and then become almost flat after the dictionary

size of 3 or 4. The flat region indicates that the alignment of the source and

the target data is limited by the number of available target samples. But also,

on a positive note, it can be seen that even a smaller dictionary can give the

optimal performance.

(c) Common subspace dimension: Similar to the previous case, we get an ini-

tial sharp increase followed by a flat recognition curve. This shows that the

method is effective even when the data is projected onto a low-dimensional

space.

5. Convergence: Figure 4.4(d) shows the cost function with iteration for SDDL and

kerSDDL algorithms. It can be seen that both the algorithms converge quickly in

5-6 iterations.

4.6.2.2 Adaptation with different features

The proposed methods can be generalized to cases when features of different types

(like dimension) are extracted for different domains. Note that the original FDDL al-

gorithm [140] cannot be used for such cases. Also some of the adaptation algorithms

compared above cannot be generalized for such cases [40, 42, 51, 81]. We compare the

proposed methods with recent heterogeneous adaptation methods [60, 66, 121, 131] and

demonstrate their effectiveness.
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Figure 4.4: Recognition performance under different: (a) number of source images, (b)

dictionary size, (c) common subspace dimension. (d) Convergence of the proposed algo-

rithms. Naming of domains is done as source/target.

Figure 4.5: Example images from half-tone and sketch datasets.
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Experiment Set-up: We restrict the evaluation to Amazon, DSLR and Webcam

datasets, using all the 31 classes for evaluation. The train-test split was done as described

in Section 4.6.2.1. The evaluation was done using three different experimental set-ups

described as follows:

1. DSLR-600 dataset: We extracted 600-dimensional SURF features for the DSLR

dataset as described in [60]. We present results for adaptation from the 800-dimensional

SURF features extracted in Section 4.6.2.1 to the new features.

2. Halftone and Sketch datasets: To test the effectiveness of the proposed algo-

rithms across different domain shifts, we created two new datasets by half-toning

and edge detection from the original dataset. Figure 4.5 shows some of the images

from these datasets. Half-toning images, which imitate the effect of jet-printing

technology in the past, were generated using the dithering algorithm in [73]. Edge

images are obtained by applying the Canny edge detector [19] with the threshold

set to 0.07. We extracted 800-bin SURF features for both the datasets, following

the same approach as for the original dataset.

Parameter Setting: We set µ = 4 and ν = 30. Dictionary size, K = 4 atoms

per class and final dimension, n = 90 for all the set-ups, for both SDDL and kerSDDL

algorithms. For the kerSDDL method, we used the non-parametric histogram intersec-

tion kernel for all the experiments. The projection matrix for the kerSDDL method was

initialized as described in Algorithm 6. For SDDL, we initialized a separate projection

matrix for each domain as described in Algorithm 5.

1. DSLR-600 adaptation Table 4.2(a) shows the comparison of the proposed methods

for adaptation of 800-dimensinal SURF features to 600-dimensional SURF features

from DSLR data. It can be seen that the kerSDDL method gives better performance

than the recent state-of-art heterogeneous adaptation methods. The SDDL algo-

rithm also performs on par with other algorithms.

2. Half-tone and Sketch dataset adaptation Tables 4.2(b), 4.2(c) show results for

adaptation from original images to half-tone and sketch image datasets respectively.
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The proposed algorithms are compared with [60] and nearest neighbor classification

method. It can be seen that kerSDDL performs better than [60] for all the source-

target pairs.

4.7 Conclusion

We presented a novel framework for adapting dictionaries to testing domains un-

der arbitrary domain shifts. An efficient optimization method is presented. Furthermore,

the method is kernelized so that it is robust and can deal with the non-linearity present

in the data. The learned dictionary is compact and low-dimensional. To gain intuition

into the working of the method, we demonstrated applications like pose alignment and

pose-robust face recognition. We evaluated the proposed algorithms for different object

recognition adaptations. Specifically, we showed that the methods can be used for cases

like heterogeneous domain adaptation, where original dictionary learning framework can-

not be applied. The proposed methods were compared with the recent domain adaptation

algorithms, and the proposed methods were found to be better or comparable to the previ-

ous methods. Future works will include studying the effect of using unlabeled data while

training, and other relevant problems like large-scale and online adaptation of dictionar-

ies.
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(a) Performance comparison on recognition across different features

Source Target Metric HeMap DAMA HFA SDDL kerSDDL

-asymm [60] [121] [131] [66]

amazon dslr-600 53.1± 2.4 42.8± 2.4 53.3± 2.4 55.4± 2.8 50.4± 2.5 61.5± 3.6

webcam dslr-600 53.0± 3.2 42.2± 2.6 53.2± 3.2 54.3± 3.7 49.4± 2.9 58.3± 2.6

(b) Performance comparison for adaptation to half-tone images

Methods W→ D-half D→W-half A→ D-half A→W-half

kNN 25.2± 2.6 35.2± 2.2 25.0± 2.0 34.0± 1.4

Metric-asymm [60] 38.8± 2.4 40.2± 2.0 33.8± 3.8 39.0± 2.2

SDDL 32.3± 1.7 36.4± 1.9 30.1± 2.0 34.7± 1.7

kerSDDL 42.0± 2.6 43.0± 2.3 46.4± 3.1 51.0± 2

(c) Performance comparison for adaptation to sketch images

Methods W→ D-sketch D→W-sketch A→ D-sketch A→W-sketch

kNN 31.4± 2.7 31.3± 1.7 32.1± 2.4 33.6± 2.7

Metric-asymm [60] 39.1± 2.7 35.0± 2.2 38.0± 2.8 37.3± 2.5

SDDL 35.8± 2.1 32.1± 1.8 33.8± 2.1 34.0± 1.8

kerSDDL 41.5± 2.6 38.0± 2.6 42.1± 2.4 42.5± 2.3

Table 4.3: Comparison of the performance of the proposed methods for performance on

adaptation for DSLR-600, Half-tone and Sketch datasets.
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Chapter 5: Analysis Sparse Coding

5.1 Introduction

Sparse representation-based data-driven models have become popular in vision and

image processing communities. Olshausen and Field [82] in their seminal work intro-

duced the idea of learning representation based on data itself rather than off-the-shelf

bases. Since then sparse representation-based dictionaries have been widely used for im-

age restoration and classification [2], [140], [68], [97], [145], [5], [115], [79], [84], [85].

Given a data matrix Y ∈ R
d×N , whose columns represent d-dimensional signals, the

basic formulation underlying these methods involves learning a K-atom synthesis dictio-

nary D∗ ∈ R
d×K and sparse code X∗ ∈ R

K×N , obtained as:

{D∗,X∗} = argmin
D,X

‖Y −DX‖2F s.t. ‖X‖0 ≤ T0

where, T0 is the sparsity level. This is a non-convex problem and different schemes have

been proposed for optimization, notably, K-SVD [2], matrix factorization [4] and gradient

descent [5] techniques.

In recent years, an alternate analysis sparse coding (or co-sparse) model has also

been examined [76]. Figure 5.1 presents a brief comparison of the two models. Previous

works have shown that analysis model can yield richer feature representations and better

results for image restoration [76]. However, to the best of our knowledge, the analysis

framework has not been exploited yet for image classification tasks. In this work, we

examine the application of the analysis model for recognition, and demonstrate that it can

achieve comparable or better performance than synthesis models. Further, we show that

the proposed approach can lead to a faster optimization at testing time, and the resulting
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Figure 5.1: An overview of synthesis versus analysis models for sparse coding.

sparse codes are stable under noise and occlusion.

5.2 Organization

The chapter is organized in six sections. We review the related works in Section

5.3. The proposed formulation is described in Section 5.4 and the optimization scheme

in Section 5.5. The classification procedure is described in Section 5.6 and experimental

validations and results are presented in Section 5.7. Finally, we conclude the chapter in
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Section 5.8.

5.3 Related Works

Analysis sparse coding models have only recently started receiving attention. A

detailed analysis of analysis models was presented in [76]. An analysis K-SVD frame-

work for learning the model was examined in [106]. Peleg et al [90] provided theoretical

insights into the analysis model. Similarly, methods based on transform coding were pro-

posed in [100, 101]. The idea behind transform coding is to learn transformation, instead

of using off-the-shelf methods like DCT, FFT, etc, so that the resulting signal is sparse.

These methods show similar performance as the previous analysis models, but have the

added advantage of simpler gradient-based optimization and higher speed while testing.

This work studies analysis model along the lines of transform coding method. However,

we generalize it to different recognition scenarios.

5.4 Formulation

Given the data matrix, Y ∈ R
d×N , whose columns represent d-dimensional training

signals, in analysis dictionary framework [106], the objective is to learn W ∈ R
M×d

which minimizes ‖WY‖0. The optimization problem can be written as:

W∗ = argmin
W

‖WY‖0 s.t. W ∈ A (5.1)

where,A is a set of constraints so that the problem is well regularized. However, the input

samples can be noisy. In this case, the analysis model can be extended by expressing

Y = X+ E

where, E is noise and WX is sparse. This can be solved by the joint optimization prob-

lem:

{W∗,X∗} = argmin
W,X

‖Y −X‖2F

s.t. ‖WX‖0 ≤ T0 , W ∈ A (5.2)
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where, T0 is the sparsity level. But, the transform coding framework [101] shows that

handling the error in transformed domain as

WY = X+ E

is more general than (5.2). Hence, we solve the following optimization problem for anal-

ysis coding:

{W∗,X∗} = argmin
W,X

‖WY −X‖2F

s.t. ‖X‖0 ≤ T0 , W ∈ A (5.3)

To obtain a well-regularized solution, we constrain the set A to be matrices with

row-wise norm to be unity. The unit norm condition is required to make the solution

non-trivial. However, solving (5.3) with just these constraints may not lead to a well-

conditioned solution. This is because the constraints presented above do not avoid the

possibility of repeated rows or linearly dependent rows. To overcome these conditions,

we add the following regularization terms to the criterion function:

R(W) =











− log(det (WTW)) if m ≥ d

− log(det (WWT)) if m < d

(5.4)

This regularization ensures that the learnt W has full column or row rank depending upon

the matrix size. Further, the function is differentiable for cases where det (WTW) > 0

or det (WWT) > 0. Note that we consider both overcomplete and under-complete cases

as both are common in recognition scenarios. Thus, the final optimization is given as:

{W∗,X∗} = argmin
W,X

‖WY −X‖2F + λR(W)

s.t. ‖wi‖2 = 1 ∀ i = 1, · · · ,M, ‖X‖0 ≤ T0 (5.5)

where, wi is the ith row of dictionary matrix and λ > 0 is a hyperparameter. We now

describe a strategy to solve the above optimization problem.
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5.5 Optimization

The overall cost function is non-convex, however, we follow the strategy of alternate

minimization to optimize the cost. This can be done in two steps:

• Update sparse code, X: Fixing W, the solution for X can be obtained by a simple

thresholding. The optimal solution for X will be given by retaining the top T0

coefficients in each column of WY. We can also relaxed ℓ0 constraint to ℓ1 to make

the problem convex. In this case, we can solve the following equivalent problem:

argmin
X

‖WY −X‖2F + β‖X‖1

This can be solved by applying a soft thresholding scheme as follows:

Xi,j =



























(WY)i,j − β
2

if (WY)i,j ≥ β
2

(WY)i,j +
β
2

if (WY)i,j < −β
2

0 otherwise

(5.6)

• Update dictionary W: Fixing X, we now describe the update steps for W. Even

for a fixed X, it is a non-convex problem. We solve the problem using conjugate

gradient descent method [120] and then renormalizing the rows of W to unit norm.

During the gradient descent, a small penalty of ‖W‖2F can also be added to the

cost term for stable solution [100]. The gradient of the function can be computed

analytically and is given as:

∇W(‖WY −X‖2F ) = 2WYYT − 2YXT (5.7)

∇W(R(W)) = −2W† (5.8)

Thus, the optimization scheme is simple, and we found it to converge quickly during

different experiments. A summary of the optimization scheme is given in Algorithm 7.
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Input: Data Y, sparsity level T0, dictionary size M , λ, initial W

Procedure:

Iterate till convergence,

1. Update X: Update X using thresholding method.

2. Update W: Perform conjugate gradient descent followed by renormalizing W

row-wise.

Output: Analysis dictionary W, sparse codes X

Algorithm 7: Analysis Dictionary Learning (ADL)

5.5.1 Test Sparse Coding

At testing stage, given the test data yte and trained dictionary Wtr, the sparse code

can be obtained by solving the optimization problem:

x∗
te = argmin

x

‖Wtryte − x‖2F s.t. ‖x‖0 ≤ T0

This can be solved using the thresholding method described above. Hence, the encoding

is efficient.

5.6 Classification

Given training samples from C classes {Yi}Ci=1, we concatenate all the training

samples to obtain a training matrix as follows

Ytr = [Y1, · · · ,YC] ∈ R
d×N .

We then apply Algorithm 7 to learn the analysis dictionary Wtr. Note that we

do not employ any discriminative cost while learning. Once Wtr is found, we apply

(5.6) on the training data Ytr and test data Yte to obtain feature vectors Xtr and Xte,

respectively. Once the sparse codes are found, we train a Support Vector Machine (SVM)

classifier on Xtr and test it on Xte. The entire procedure for classification is summarized

in Algorithm 8.
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Input: Train Data Ytr, train label, ℓtr, test data Yte, T0, λ, M .

Procedure:

1. Learn dictionary W from training data Ytr and input parameters using

Algorithm 7.

2. Obtain sparse codes Xtr and Xte using Eq. (5.6) and Wtr.

3. Train SVM using Xtr and ℓtr and test on Xte.

Output: Test labels, ℓte
Algorithm 8: Classification using ADL.

5.7 Experiments

We conducted experiments on digit and face datasets to demonstrate the efficacy of

the proposed method. We compare the proposed method with different synthesis based

algorithms like SRC [135], K-SVD [2], discriminative K-SVD (DKSVD) [145], Fisher

discriminant dictionary learning (FDDL) [140], supervised dictionary learning (SDL-G)

[68] and incoherent dictionary learning [97]. Note that many of these algorithms use

class-wise reconstruction error for classification. For a fair comparison, we report SVM-

based classification for K-SVD [2] and FDDL [140] algorithms. The results for other

methods are, however, reproduced as reported in literature.

5.7.1 USPS Digit Dataset

The USPS digit dataset [49] contains images of handwritten digits. The dataset

is split into 7291 training and 2007 testing samples. We present results on recognition

experiment as well as synthetic experiments to test robustness of the method to noise and

missing pixels.
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5.7.1.1 Convergence and Learnt Dictionary

Figure 5.2 shows the convergence of the optimization and learnt atoms of the dic-

tionary. It can be seen that the cost converges smoothly. The output sparse codes also

demonstrate that the learnt dictionary is meaningful, as there are few significant non-zero

elements for each digit sample.

5.7.1.2 Overall Recognition

We then compared the recognition rate of proposed method with different synthesis

dictionary-based algorithms. We trained an RBF-kernel based SVM classifier, tuning the

parameters through cross-validation. The final result is reported for 900 atoms dictionary

with T0 = 600, λ = 0.1. It can be seen in Table 5.1 that the accuracy of the proposed

method is comparable to other methods. In particular, the proposed method performs

better than [68] and is comparable to [140] even though no discriminative cost has been

used in training the method. Note that [97] uses reconstruction error for classification,

hence, it is not directly comparable to the proposed method.

Method Recognition rate (%)

ADL-SVM 94.5

KSVD-SVM [2] 92.1

FDDL-SVM [140] 94.7

SDL-G [68] 93.3

Ramirez et al [97] 96.0

Table 5.1: Recognition rates for USPS dataset.

5.7.1.3 Stability under noise and occlusion

We compare the stability of sparse codes generated by the proposed method to

those generated by different synthesis coding methods, viz., K-SVD [2] and FDDL [140]
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Figure 5.2: (a) Convergence of the proposed analysis dictionary algorithm, (b) exam-

ples of the atoms learnt and (c) absolute value of output sparse codes produced by the

algorithm.
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under different distortions. In the first experiment, we added random Gaussian noise of

increasing variance, and in the second experiment, we randomly set increasing percentage

of pixels to zero. We compared the rank-one recognition rates of these methods using the

NN-classifier. It can be seen from Figure 5.3 that the proposed method is more stable,

esp. under addition of noise. Thus, analysis method are useful as often sparse codes are

used as building blocks for recognition systems [14].

5.7.1.4 Encoding Speed

A significant advantage of the proposed approach over synthesis methods is the

simple encoding scheme at test time. We compare the encoding time for the test images of

the dataset with algorithms used in sparse coding in synthesis dictionaries, like OMP [89]

and SPAMS [4]. Table 5.2 shows that the proposed ADL alogrithm is much faster than

previous methods. All the tests were done on a 2.13 GHz Intel Xeon processor machine

using Matlab programming interface.

Method Time (s)

ADL 0.09

SPAMS [4] 0.15

OMP [89] 2.28

Table 5.2: Encoding speed for different methods for dictionary size 300, T0 = 10, number

of samples = 2007.

5.7.2 AR Face Dataset

The AR face data set [69] consists of faces with varying illumination, expression,

and occlusion conditions, captured in two sessions. We evaluated our algorithms on a set

of 100 users. Images from the first session, seven for each subject, were used as training

and the images from the second session, again seven per subject, were used for testing.
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Figure 5.3: Stabiliy of different sparse coding algorithms under (a) noise, (b) missing

pixels.
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5.7.2.1 Recognition Comparison

Table 5.3 shows a comparison with different methods. The proposed method com-

pares favorably with previously proposed synthesis sparse coding methods. Again it

should be noted that SRC [135] uses reconstruction error for classification, and hence

is not directly comparable. The proposed method however outperforms [145], which is a

discriminative dictionary method.

Method Recognition rate (%)

ADL-SVM 87.7

KSVD-SVM [2] 88.0

FDDL-SVM [140] 88.2

DKSVD [145] 85.4

SRC [135] 88.8

Table 5.3: Recognition rates for AR Face dataset.

5.7.2.2 Output Sparse Code

Figure 5.4 shows the output sparse codes for first 50 test samples. It can be seen

that by exploiting the low-dimensional structure of face images, the proposed method is

able to learn meaningful sparse codes.

5.8 Conclusion

We have demonstrated some applications of analysis sparse coding to image clas-

sification. The proposed approach compares favorably with previous synthesis sparse

coding methods and is robust to noise and missing pixels. The method, further, has the

advantage of simple encoding scheme at testing, thus, making it efficient.

In this chapter, we explored a basic formulation for analysis sparse coding. Future
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Figure 5.4: Output sparse codes produced by the proposed method on AR Face data.

directions include exploring discriminative methods as well as methods to handle to non-

linearity in data through kernel approaches. The method can also be extended for other

vision tasks, like object detection, tracking, etc for which traditional sparse coding meth-

ods have been explored. The proposed method being efficient, looks promising for these

applications that require both speed and accuracy.
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Chapter 5: Summary and Future Directions

In this dissertation, we studied novel sparse coding approaches to different visual

classification problems:

1. Low resolution face recognition: We studied the problem of face recognition at

low resolutions. We proposed a synthesis-based approach for classifying the low

resolution image, by exploiting 3D face models. A joint sparse coding framework,

by sharing the sparse codes between high and low resolution training images, was

described for robust recognition at low resolutions. We tested the method on differ-

ent face datasets, and found the method to be superior than competing algorithms.

2. Multimodal fusion: We described a robust feature-level fusion method for multi-

modal biometric recognition. We extended the exisiting single modality sparse rep-

resentation based classification scheme to multimodal fusion, using shared sparse

codes across different modailities. Further we kernelized the algorithm, and pro-

posed a quality measure to weigh different modalities at testing time. We demon-

strated the effectiveness of proposed methods on a large multimodal dataset, fusion

of weak modalities extracted from face image and robustness to noise and occlu-

sion.

3. Domain Adaptation We considered the problem of adapting sparse representa-

tion, when the target data has distribution different from training. We described

a technique which jointly learns projections of data in the two domains, and a la-

tent dictionary which can succinctly represent both the domains in the projected

low-dimensional space. The proposed method was efficient and performed on par

or better than many competitive domain adaptation methods. We also showed the
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application of the method to the challenging problem of heterogneous domain adap-

tation.

4. Analysis Sparse Coding Lastly, we described an analysis coding framework for

image classification. We showed that the analysis coding framework gave similar

performance as many of the synthesis sparse coding methods, while being much

faster at test time.

Now, we describe possible future directions and extensions to the proposed meth-

ods.

1. Robust Low Resolution Face Recognition In chapter 2, we described a illumination-

invariant low resolution face recognition algorithm. However, there can be other

variations like noise, blur, pose, etc in the face images. Further, detection of faces

at low resolutions itself is a big challenge. Also it is hard to align images at low

resolutions. We will explore integrated approaches for detection and recognition at

low resolutions, robust to alignment errors, blur and noise. We will also test the

algorithm on more low resolution databases.

2. Latent Sparse Fusion As an extension of the robust feature-level fusion method,

we propose to explore a latent space feature fusion method. The original method

works in original feature space, and hence can be slow. Further, the original fea-

tures may not be discriminative enough. We will explore a method of simultaneous

projection onto a lower dimension space, while enforcing the joint sparsity criteria

on the projections. Specifically, following the notation in Chapter 3, let {Xi}Di=1

be the training data. We would like to learn projection matrices {Pi}Di=1 for each

modality, which reduce the feature dimension along-with maintaining joint sparsity

property of projections:

Γ̂, P̂ i = argmin
Γ,P i

1

2

D
∑

i=1

‖PiXi −PiXiΓi‖2F + λ‖Γ‖1,q,

s.t. PiPi,T = I, diag(Γi) = 0 (5.1)
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Here, the constraints of orthonormality of Pi and diagonal of Γi being zero help

in avoiding the trivial solutions of null projection matrices and the test data being

reconstructed by itself, respectively. Given the test data {Yi}Di=1, we use the pro-

jection matrices P̂i to project into lower dimension, and proceed as in Chapter 3.

We will explore the effectiveness of this method for large scale multi-modal fusion,

and speed and storage gains.

3. Unsupervised Domain Adaptation We plan to extend the proposed generalized

domain-adaptive dictionaries to include unlabeled data in target domain. Other

variations of the problem, like online adaptation can also be explored. We can also

explore applications, like cross-modality matching problems. The problem here

is using images captured by one sensor to recognize the test images captured by

other sensors, like matching visible light images to infrared images, matching face

images to sketches, etc.

4. Efficient Feature Learning We showed application of analysis sparse coding to

efficient object recognition. We can extend the idea of analysis sparse coding for

applications like detection, hierarchical feature learning and tracking to efficiently

learn sparse codes. Traditional sparse coding approaches have been shown to give

good performance for these tasks, however, they suffer due to slow sparse coding

step. Analysis coding framework can be explored for these tasks to learn richer

features as well as achieving efficiency in sparse coding.
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Appendix A

Here, we will describe the kernel dictionary learning algorithm [129] and the frame-

work for the proposed joint kernel dictionary learning algorithm (jointKerKSVD) as de-

scribed in Chapter 2.

A1 Kernel Dictionary Learning

The optimization problem (2.9) can be solved in two stages.

A1.1 Sparse Coding

Here, Ai is kept fixed while searching for the optimal sparse code, Γi. The cost

term in (2.9) can be written as:

‖φL(XL
i )− φL(XL

i )AiΓi‖2F =

mi
∑

j=1

‖φL(xL
i,j)− φL(XL

i )Aiγj‖2F ,

where, γj is the sparse code for xL
i,j . Hence, the optimization problem can be broken up

into mi different sub-problems:

argmin
γj

‖φL(xL
i,j)− φL(XL

i )Aiγj‖2F

subject to‖γj‖0 ≤ T0 ∀ j.
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We can solve this using kernel orthogonal matching pursuit (KOMP). Let Ik denote the

set of selected atoms at iteration k, x̂k denote the reconstruction of the signal, φL(xL
i,j)

using the selected atoms, rk being the corresponding residue and γj,k the estimated sparse

code at kth iteration.

1. Start with I0 = ∅, x̂k = 0, γj,k = 0.

2. Calculate the residue as:

φL(xL
i,j) = φL(XL

i )x̂k + rk.

3. Project the residue on atoms not selected and add the atom with maximum projec-

tion value to Ik:

τt = (φL(xL
i,j)− φL(XL

i )x̂k)
T (XL

i at)

= (KL(xL
i,j,X

L
i )− x̂T

kK
L(XL

i ,X
L
i ))at, t /∈ Ik. (1)

Update the set Ik as:

Ik+1 = Ik ∪ argmax
t/∈Ik

|τt|. (2)

4. Update the sparse code, γk+1 and reconstruction, x̂k+1 as:

γj,k+1 = ((φL(XL
i )AIk+1

)T (φL(XL
i )AIk+1

))−1

(φL(XL
i )AIk+1

)TφL(xL
i,j)

= (AT
Ik+1

K
L(XL

i ,X
L
i )AIk+1

)−1

(KL(xL
i,j ,X

L
i )AIk+1

)T , (3)

x̂k+1 = AIk+1
γj,k+1. (4)

5. k ← k + 1; Repeat steps 2-4 T0 times.

A1.2 Dictionary update

Once the sparse codes are calculated, the dictionary Ai can be updated using kernel

K-SVD or MOD methods as described in [129]. Here, we use the MOD to update the
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dictionary as follows:

Ai = ΓT
i (ΓiΓ

T
i )

−1.

The dictionary atoms are now normalized to unit norm in feature space:

Ai,j =
Ai,j

√

AT
i,jK

L(XL
i ,X

L
i )Ai,j

, j = 1, · · · , K.

A2 Joint kernel dictionary learning

The optimization problem (2.14) can be solved in a similar way as the kernel dic-

tionary learning problem in two alterative steps:

A2.1 Sparse Coding

Here, we keep AH
i and AL

i fixed and learn the joint sparse code Γi. The cost term

in (2.15) can be written as:

‖Φ1(X
H
i ,X

L
i )−Φ2(X

H
i ,X

L
i )ÃiΓi‖2F =

mi
∑

j=1

‖Φ1(X
H
i,j,X

L
i,j)−Φ2(X

H
i ,X

L
i )Ãiγj‖2F ,

where, γj is the sparse code for xL
i,j . Thus, the optimization can be broken up into mi

sub-problems:

argmin
γj

‖Φ1(x
H
i,j,x

L
i,j)−Φ2(X

H
i ,X

L
i )Ãiγj‖2F

subject to‖γj‖0 ≤ T0 ∀ j.

This is similar to the original kernel dictionary learning formulation, with the signal

φL(xL
i,j) replaced by Φ1(x

H
i,j,x

L
i,j). Thus, the above problem can be solved using sim-

ilar procedure as KOMP. Let Ik denote the set of selected atoms at iteration k, x̂
H,L
k

denote the reconstruction of the signal, Φ1(x
H
i,j,x

L
i,j) using the selected atoms, rk being

the corresponding residue and γj,k the estimated sparse code at kth iteration.

1. Start with I0 = ∅, x̂H,L
k = 0, γj,k = 0.
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2. Calculate the residue as:

Φ1(x
H
i,j,x

L
i,j) = Φ2(X

H
i ,X

L
i )x̂

H,L
k + rk.

3. Project the residue on atoms not selected and add the atom with maximum projec-

tion value to Ik:

τt = (Φ1(x
H
i,j,x

L
i,j)−Φ2(X

H
i ,X

L
i )x̂

H,L
k )T

(Φ2(X
H
i ,X

L
i )at)

= (K1 − (x̂H,L
k )TK2)ãt, t /∈ Ik, (5)

where,

K
1 = Φ1(x

H
i,j ,x

L
i,j)

TΦ1(X
H
i,j,X

L
i,j)

=





KH

λKL



 ,

and,

K
2 = Φ2(X

H
i,j,x

L
i,j)

TΦ2(x
H
i,j ,x

L
i,j)

=





KH 0

0 λKL



 .

Update the set Ik as:

Ik+1 = Ik ∪ argmax
t/∈Ik

|τt|.

4. Update the sparse code, γj,k+1 and reconstruction, x̂
H,L
k+1 as:

γk+1 = ((Φ2(x
H
i,j,x

L
i,j)ÃIk+1

)T (Φ2(x
H
i,j,x

L
i,j)ÃIk+1

))−1

(Φ2(X
H
i,j,x

L
i,j)ÃIk+1

)TΦ1(x
H
i,j,x

L
i,j)

= (ÃT
Ik+1

K
2ÃIk+1

)−1(K1ÃIk+1
)T , (6)

x̂
H,L
k+1 = ÃIk+1

γj,k+1. (7)

5. k ← k + 1; Repeat steps 2-4 T0 times.
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A2.2 Dictionary update

The dictionaries AH
i and AL

i can now be obtained using the MOD method as fol-

lows:

AH
i = ΓT

i (ΓiΓ
T
i )

−1,

AL
i = ΓT

i (ΓiΓ
T
i )

−1.

Further the dictionary atoms are normalized to unit norm in feature space:

AH
i,j =

AH
i,j

√

(AH
i,j)

TK
H(XH

i ,X
H
i )A

H
i,j

, j = 1, · · · , K,

AL
i,j =

AL
i,j

√

(AL
i,j)

TK
L(XL

i ,X
L
i )A

L
i,j

, j = 1, · · · , K.
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Appendix B

Here, we demonstrate proofs for Propositions 1 and 2 in Chapter 4.

The optimization problem (4.6) is given as:

{D∗, P̃∗, X̃∗} = argmin
D,P̃,X̃

C1(D, P̃, X̃) + λC2(P̃)

s.t. PiP
T
i = I, i = 1, · · · ,M and ‖x̃j‖1 ≤ T0, ∀j, (1)

where,

C1(D, P̃, X̃) = ‖P̃Ỹ −DX̃‖2F + µ‖P̃Ỹ −DX̃in‖2F+

ν‖DX̃out‖2F , (2)

C2(P̃) = −trace((P̃Ỹ)(P̃Ỹ)T ). (3)

Then the Proposition 1 is given as:

Proposition 1: There exists an optimal solution P∗
1, · · · ,P∗

M,D∗ to equation (4.6),

which has the following form:

P∗
i = (YiAi)

T ∀ i = 1, · · · ,M, (4)

D∗ = P̃∗ỸB̃, (5)

Proof:
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Form for D∗: First we will show the form for D∗. We can decompose D∗ into

two orthogonal components as follows:

D∗ = D‖ +D⊥ (6)

where, D‖ = (P̃Ỹ)B̃, DT
⊥(P̃Ỹ) = 0, (7)

for some B ∈ R

∑M
i=1 Ni×K . Substituting the value of D∗ into the value of C1(D, P̃, X̃),

we get for the three terms of C1, ignoring the multiplicative constants µ, ν:

First Term = trace((P̃Ỹ −DX̃)T (P̃Ỹ −DX̃))

= trace(ỸTP̃TP̃Ỹ + ỸTP̃TD‖X̃+ X̃TDT
‖ D‖X̃+

X̃TDT
⊥D⊥X̃)

≥ trace(ỸTP̃TP̃Ỹ + ỸTP̃TD‖X̃+ X̃TDT
‖ D‖X̃). (8)

Second Term = trace((P̃Ỹ −DX̃in)
T (P̃Ỹ −DX̃in))

= trace(ỸTP̃TP̃Ỹ + ỸTP̃TD‖X̃in + X̃T
inD

T
‖ D‖X̃in+

X̃T
inD

T
⊥D⊥X̃in)

≥ trace(ỸTP̃TP̃Ỹ + ỸTP̃TD‖X̃in + X̃T
inD

T
‖ D‖X̃in). (9)

Third Term = trace(DX̃out)
T(DX̃out))

= trace(X̃T
outD

T
‖ D‖X̃out + X̃T

outD
T
⊥D⊥X̃out)

≥ trace(X̃T
outD

T
‖ D‖X̃out). (10)

The equality is reached when D⊥ = 0. Hence, the form of D∗ is:

D∗ = P̃ỸB̃.

Form for P∗
i : For each i = 1, · · · ,M , P∗

i can be decomposed as:

P∗
i = P‖,i +P⊥,i (11)

where, P‖,i = (YiAi)
T,P⊥,iYi = 0. (12)
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Let P̃‖ = [P‖,1, · · · ,P‖,M] and P̃⊥ = [P⊥,1, · · · ,P⊥,M]. Substituting the value for D∗

into cost terms, we can write the terms of C1 as:

First Term = ‖P̃∗Ỹ(I− B̃X̃)‖2F
= ‖(P̃‖ + P̃⊥)Ỹ(I− B̃X̃)‖2F
= ‖P̃‖Ỹ(I− B̃X̃)‖2F
= trace(P̃‖Ỹ(I− B̃X̃)(I− B̃X̃)TỸTP̃T

‖ ). (13)

Second Term = ‖P̃∗Ỹ(I− B̃X̃in)‖2F
= ‖(P̃‖ + P̃⊥)Ỹ(I− B̃X̃in)‖2F
= ‖P̃‖Ỹ(I− B̃X̃in)‖2F
= trace(P̃‖Ỹ(I− B̃X̃in)(I− B̃X̃in)

TỸTP̃T
‖ ). (14)

Third Term = ‖P̃∗Ỹ(B̃X̃out)‖2F
= ‖(P̃‖ + P̃⊥)Ỹ(B̃X̃out)‖2F
= ‖P̃‖Ỹ(B̃X̃out)‖2F
= trace(P̃‖Ỹ(B̃X̃out)(B̃X̃out)

TỸTP̃T
‖ ). (15)

The cost term, C2 can be written as:

C2(P̃) = −trace((P̃Ỹ)(P̃Ỹ)T )

= −trace(((P̃‖ + P̃⊥)Ỹ)((P̃‖ + P̃⊥)Ỹ)T )

= −trace((P̃‖Ỹ)(P̃‖Ỹ)T ). (16)

Putting all the terms together, the overall objective function becomes:

trace(P̃‖Ỹ((I− B̃X̃)(I− B̃X̃)T + µ(I− B̃X̃in)

(I− B̃X̃in)
T + ν(B̃X̃out)(B̃X̃out)

T−λI)ỸTP̃T
‖ )

= trace(ÃTK̃((I− B̃X̃)(I− B̃X̃)T + µ(I− B̃X̃in)

(I− B̃X̃in)
T + ν(B̃X̃out)(B̃X̃out)

T−λI)K̃Ã). (17)
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It can be seen that from (17), that the cost function is independent of P⊥,i, hence it

can be safely set to be 0. Hence,

P∗
i = (YiAi)

T.

Updating Ã

Using Proposition 1, optimization problem equation (4.6) becomes:

{Ã∗, B̃∗,X∗} = argmin
Ã,B̃,X̃

C1(Ã, B̃, X̃) + λC2(Ã)

s.t. AT
i KiAi = I, i = 1, · · · ,M and ‖x̃j‖1 ≤ T0, ∀j. (18)

Here, we assume that (B̃, X̃) are fixed. Then, the optimization for Ã can be solved

efficiently. We have the following proposition.

Proposition 2: The optimal solution of equation (4.15) when (B̃, X̃) are fixed is:

{G∗} = argmin
G

trace[GTHG]

s.t. GT
i Gi = I ∀ i = 1, · · · ,M, (19)

where,

H = S
1
2VT((I− B̃X̃)(I− B̃X̃)T + µ(I− B̃X̃in)

(I− B̃X̃in)
T + ν(B̃X̃out)(B̃X̃out)

T − λI)VS
1
2 . (20)

Proof:

Let,

K̃ = VSVT,

H̃ = S
1
2VT((I− B̃X̃)(I− B̃X̃)T+

µ(I− B̃X̃in)(I− B̃X̃in)
T + ν(B̃X̃out)(B̃X̃out)

T

−λI)VS
1
2 ,
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and

G = S
1
2VTÃ.

Substituting into (17), we get the required form of the optimization.

117



Bibliography

[1] M. Afonso, J. Bioucas-Dias, and M. Figueiredo. An augmented lagrangian ap-

proach to the constrained optimization formulation of imaging inverse problems.

IEEE Transactions on Image Processing, 20:681–695, March 2011.

[2] M. Aharon, M. Elad, and A. Bruckstein. K-SVD: An algorithm for designing

overcomplete dictionaries for sparse representation. IEEE Transactions on Signal

Processing, 54(11):4311–4322, Nov 2006.

[3] O. Arandjelovic and R. Cipolla. Face recognition from video using the generic

shape-illumination manifold. European Conference on Computer Vision, pages

IV: 27–40, 2006.

[4] F. Bach, R. Jenatton, J. Mairal, and G. Obozinski. Optimization with sparsity-

inducing penalties. Foundations and Trends in Machine Learning, 4(1):1–106,

2012.

[5] F. Bach, J. Mairal, and J. Ponce. Task-driven dictionary learning. IEEE Transac-

tions on Pattern Analysis and Machine Intelligence, 34(4):791–804, 2012.

[6] S. Baker and T. Kanade. Limits on super-resolution and how to break them.

IEEE Transactions on Pattern Analysis and Machine Intelligence, 24(9):1167–

1183, September 2002.

[7] M. Baktashmotlagh, M. Harandi, B. Lovell, and M. Salzmann. Unsupervised do-

main adaptation by domain invariant projection. IEEE International Conference

on Computer Vision, pages 769–776, Dec 2013.

[8] M. Belkin and P. Niyogi. Laplacian eigenmaps for dimensionality reduction and

data representation. Neural computation, 15(6):1373–1396, 2003.

[9] S. Biswas, G. Aggarwal, and R. Chellappa. Robust estimation of albedo for

illumination-invariant matching and shape recovery. IEEE Transactions on Pat-

tern Analysis and Machine Intelligence, 29(2):884–899, March 2009.

[10] S. Biswas, G. Aggarwal, P. J. Flynn, and K. W. Bowyer. Pose-robust recognition of

low-resolution face images. IEEE Transactions on Pattern Analysis and Machine

Intelligence, 35(12):3037–3049, 2013.

118



[11] S. Biswas, K. Bowyer, and P. Flynn. Multidimensional scaling for matching low-

resolution facial images. IEEE International Conference on Biometrics: Theory

Applications and Systems, pages 1–6, September 2010.

[12] S. Biswas, K. W. Bowyer, and P. J. Flynn. Multidimensional scaling for matching

low-resolution face images. IEEE Transactions on Pattern Analysis and Machine

Intelligence, 34(10):2019–2030, Oct 2012.

[13] V. Blanz and T. Vetter. Face recognition based on fitting a 3D Morphable Model.

IEEE Transactions on Pattern Analysis and Machine Intelligence, 25:1063–1074,

2003.

[14] L. Bo, X. Ren, and D. Fox. Hierarchical matching pursuit for image classification:

Architecture and fast algorithms. Advances in Neural Information Processing Sys-

tems, pages 2115–2123, 2011.

[15] R. Bolle, J. Connell, S. Pankanti, N. Ratha, and A. Senior. The relation between

the ROC curve and the CMC. Fourth IEEE Workshop on Automatic Identification

Advanced Technologies, pages 15–20, 2005.

[16] M. J. Brooks and B. K. P. Horn. Shape from Shading. MIT Press, Cambridge, MA,

1989.

[17] C. J. Burges. A tutorial on support vector machines for pattern recognition. Data

Mining and Knowledge Discovery, 2:121–167, June 1998.

[18] E. J. Candes, X. Li, Y. Ma, and J. Wright. Robust principal component analysis?

Journal of ACM, 58:1–37, May 2011.

[19] J. Canny. A computational approach to edge detection. IEEE Transactions on

Pattern Analysis and Machine Intelligence, 8(6):679–698, Nov 1986.

[20] H. Chang, D.-Y. Yeung, and Y. Xiong. Super-resolution through neighbor embed-

ding. IEEE Conference on Computer Vision and Pattern Recognition, 1:275 – 282,

June 2004.

[21] M. Chen, Z. Xu, F. Sha, and K. Q. Weinberger. Marginalized denoising autoen-

coders for domain adaptation. International Conference on Machine Learning,

pages 767–774, 2012.

[22] B. Cheng, G. Liu, J. Wang, Z. Huang, and S. Yan. Multi-task low-rank affinity pur-

suit for image segmentation. IEEE International Conference on Computer Vision,

pages 2439–2446, Barcelona, Spain, Nov. 2011.

[23] J.-Y. Choi, Y.-M. Ro, and K. Plataniotis. Color face recognition for degraded

face images. IEEE Transactions on Systems, Man, and Cybernetics, Part B,

39(5):1217–1230, Oct 2009.

[24] S. Chopra, S. Balakrishnan, and R. Gopalan. DLID: Deep learning for domain

adaptation by interpolating between domains. ICML Workshop on Challenges in

Representation Learning, 2013.

[25] J. Daugman. How iris recognition works. IEEE Transactions on Circuits and

Systems for Video Technology, 14:21–30, Jan. 2004.
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