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Medical multi-professional teams are increasingly collaborating via telemedicine. 
In distributed team settings, members are geographically separated and 
collaborate through technology. Developing improved training strategies for 
distributed teams and finding appropriate instruments to assess team performance 
is necessary. The Team Emergency Assessment Measure (TEAM), an instrument 
validated in traditional collocated acute-care settings, was tested for validity and 
reliability in this study when used for distributed teams. Three raters assessed 
video recordings of simulated team training scenarios (n = 18) among teams 
with varying levels of proficiency working with a remotely located physician via 
telemedicine. Inter-rater reliability, determined by intraclass correlation, was 
0.74–0.92 on the TEAM instrument’s three domains of leadership, teamwork, and 
task management. Internal consistency (Cronbach’s alpha) ranged between 0.89–
0.97 for the various domains. Predictive validity was established by comparing 
scores with proficiency levels. Finally, concurrent validity was established by high 
correlations, >0.92, between scores in the three TEAM domains and the teams’ 
overall performance. Our results indicate that TEAM can be used in distributed 
acute-care team settings and consequently applied in future-directed learning 
and research on distributed healthcare teams.
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1. Introduction

With the increasing use of telemedicine, alternative team structures have emerged in 
healthcare (Butler et al., 2019). Telemedicine uses electronic information and communications 
technologies to provide and support healthcare when distance separates the participants (Field, 
1996). The COVID-19 pandemic has brought telemedicine to the forefront of healthcare 
systems; today, telemedicine is widely used and highly relevant (Bains et al., 2020; Vilendrer 
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et al., 2020; Garattini et al., 2021). By enabling local medical staff to 
be connected to specialists via a video link, telemedicine can assist in 
bringing first-rate healthcare to remote areas (Craig and 
Patterson, 2005).

A considerable amount of research has focused on understanding 
how teams work effectively (Salas et al., 2016). Teamwork is generally 
seen as more challenging in distributed team settings (Bolle et al., 
2009); however, the added complexity needs to be defined. Distributed 
teams can be distinguished from traditionally collocated teams in 
terms of collaboration through communication technologies and their 
geographical dispersion (Bell and Kozlowski, 2002). Typically, they 
include knowledge workers with unique skills (Bell and Kozlowski, 
2002). In addition, they can vary in structure, from entirely distributed 
teams when all team members are distributed to different locations to 
partially distributed teams, where the number and size of isolated and 
collocated subgroups differ (O'Leary and Cummings, 2007). Today, it 
is still being determined how technology and the lack of the physical 
presence of team members impact teamwork in healthcare teams.

Across healthcare, high-performing team functions are critical in 
providing safe patient care (Shapiro et al., 2008; Valentine et al., 2015). 
Analyses of human errors in medicine have revealed that poor 
teamwork skills are often at the heart of mistakes and failures (Kohn 
et al., 2000). Insufficient leadership, communication, decision-making, 
and collaboration (i.e., teamwork skills or non-technical skills) are 
associated with many adverse events, leading to patient injury, 
permanent disability, and even death (Boet et al., 2019). Team research 
has proven that education and training can improve team processes 
and patient safety outcomes (Weaver et  al., 2014). In particular, 
increased training in non-technical skills enhances team performance 
(American College of Surgeons Committee on Trauma, 2013) and 
patient safety (Manser, 2009).

Instruments to evaluate team performance are essential to 
determine the effectiveness of team training, and instruments 
addressing crucial teamwork skills help foster clinicians’ 
understanding and guide training (Boet et al., 2019). Furthermore, a 
vital aspect of training effective teamwork is to include the team’s 
specific challenges and environment (Manser, 2009) when planning 
the training program since clinical context greatly affects how team 
members work together (Schmutz et al., 2019). Several instruments 
for performance evaluation have been developed and validated for 
teams working in traditional co-located settings, either in clinical or 
simulation-based environments (Valentine et al., 2015; Boet et al., 
2019; Bhangu et al., 2022). Available instruments range in focus from 
assessing general teamwork skills (e.g., Healthy Teams Model; Mickan 
and Rodger, 2005) to more context-specific skills such as 
Non-Technical Skills for Surgeons (NOTSS; Yule et al., 2008). The 
increased use of telemedicine makes it necessary to validate 
instruments for assessing team performance in distributed teams, 
considering their profoundly different working conditions.

The Team Emergency Assessment Measure (TEAM) was 
developed by Cooper and colleagues as an instrument focusing on 
team performance specific to the cardiac resuscitation context 
(Cooper et al., 2010). The instrument was subsequently recognized as 
valid and reliable in several studies for emergency teams (Cant et al., 
2016) in simulated and clinical settings with students (Hultin et al., 
2019) and medical staff (Cooper et al., 2016). TEAM has also been 
translated into and validated for languages other than English 
(Maignan et al., 2016; Karlgren et al., 2021).

Even though TEAM is an established measurement of teamwork 
with good psychometric properties for emergencies (Valentine et al., 
2015; Boet et  al., 2019; Bhangu et  al., 2022), to the best of our 
knowledge, its validity and reliability have not been established for the 
distributed team context. To address this gap, we  report on the 
reliability and validity of TEAM for distributed teams managing acute 
medical conditions when the physician participates from a remote 
location via telemedicine.

2. Methods

2.1. Ethics

The Swedish Ethical Review Authority reviewed our application 
(registration number 2021-01027, date of decision: 2021-03-22). 
Since no intervention in a manner specified in Swedish legislation 
on ethics was planned, they concluded that this study was exempt 
from formal ethics approval. Nevertheless, the review authority 
presented no ethical objections to the study during the vetting 
process. Written informed consent was obtained, and the participants 
were informed that they were free to withdraw their consent without 
further explanation.

2.2. Data collection

Data collection consists of two stages, presented in chronological 
order: stage 1: simulation-based team training, and Stage 2: 
rating procedure.

2.2.1. Stage 1: simulation-based team training
Data were collected in the autumn of 2021 at the Clinical Training 

Center at Umeå University in Northern Sweden during video-
recorded simulation-based team training in which the physician 
participated remotely.

2.2.1.1. Participants
A total of 27 participants were recruited: nine students (nursing 

and medical) at Umeå University and 18 medical staff (assistant 
nurses, registered nurses (RNs), and physicians) from the emergency 
department (ED) at Umeå University Hospital. Students referred to as 
beginners were invited during their final year of education through 
e-mail and classroom announcements and during digital seminars. 
ED managers, who were blinded to the study aim, invited medical staff 
with limited work experience in their field and/or ongoing specialist 
training, referred to as intermediates, and medical staff with extensive 
work experience in their field and/or specialists, referred to as experts. 
The participants were organized into nine three-person teams based 
on their proficiency level (Table  1): beginners (Teams 1–3), 
intermediates (Teams 4–6), and experts (Teams 7–9). At the beginner 
level, each team consisted of two student nurses (in the 5th or 6th 
semester) and one medical student (in the 10th or 11th semester). At 
the intermediate and expert levels, each team consisted of one assistant 
nurse, one RN, and one physician, according to standard practice in 
small emergency teams. In contrast to the other participants, the 
nursing and medical students had never worked together. In all teams, 
except one, both genders were represented. The characteristics of the 
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study population are presented in Table 1. All participants completed 
the study.

2.2.1.2. Scenarios for team training
Each team participated in two scripted scenarios in which they 

were instructed to assess and treat a patient with deteriorating vital 
signs in the emergency room. For all teams, the patient suffered a 
urosepsis in the first scenario, whereas in the second scenario; the 
patient experienced a myocardial infarction. A standardized patient 
setup was used to support standardization and encourage 
interaction—more specifically, an individual was trained to follow a 
script to portray the patient (Felix and Simon, 2020). Each scenario 
was designed to last for about 20  min and displayed a medical 
emergency requiring immediate action. Furthermore, the scenarios 
were designed so that the patient’s condition would deteriorate at 
given times. The complexity and difficulty of the two scenarios were 
established beforehand by an expert group of experienced physicians 
and nurses in the area to make them comparable.

2.2.1.3. Setting
To emphasize the location of the participants during the 

simulation-based team training, the student nurses, assistant nurses, 
and RNs are referred to herein as proximal staff, since they were 
located in the emergency room with the patient. The medical students 
and physicians are referred to as remote physicians, since they 
participated in a separate room. A setup with the common locations 
of the participants during the simulation-based team training is 
illustrated in Figure 1. In both locations (i.e., the emergency room and 
the remote room), there were laptops equipped with Zoom™ video 
conferencing software—that is, a synchronous audiovisual 
communication platform—for connectivity. When the proximal staff 
needed to consult a remote physician, they initiated contact through 
the platform. An external loudspeaker amplified the sound of the 
connection in the emergency room. The laptop in the emergency 

room was placed on a portable table, facilitating direct interaction 
with the patient. A vital sign monitor—which is typically used during 
patient care—displaying the patient’s heart rate, blood pressure, and 
peripheral oxygen saturation was present and facilitator-controlled for 
further simulation authenticity. The facilitator was present in the 
room’s periphery while the scenario was running to provide 
information on clinical tests that the standardized patient could not 
display. To allow for the later assessment of team performance, the 
proximal staff were audio- and video-recorded from different angles, 
and the remote physician was recorded through the live-video feed. 
The setup, including camera views, is presented in Figure 2.

2.2.1.4. Implementation of simulation-based team training
Before the simulated team training scenarios started, the 

participants viewed a 10-min video describing patient safety and 
teamwork according to the Crew Resource Management (CRM) 
concept (Helmreich et al., 1999) and initial assessment and treatment 
based on the Advanced Trauma Life Support (ATLS) program 
(American College of Surgeons Committee on Trauma, 2013). The 
research group made the introduction video.

Then, the participants were informed about the training structure, 
available resources and equipment, and function of the educational 
staff. The participants reported their basic demographics through a 
questionnaire regarding their age, gender, medical education, and 
work experience. In addition, questions were asked about previous 
experience in team training and prior experience working in 
distributed medical teams relying on synchronized communication 
technology (Table 1).

The team training sessions started with a facilitator-led briefing 
on the primary goal of the training sessions. The participants were 
encouraged to use all available resources in the team and to use a 
systematic approach to treat the patient. The scenarios then started 
with a handover from the facilitator, who gave brief background 
information on the patient. Team members were instructed to follow 

TABLE 1 Study population characteristics.

Participants Teams 1–3 Teams 4–6 Teams 7–9

All Beginner Intermediate Expert

N = 27 N = 9 N = 9 N = 9

Age median (Q1–Q3) 30 (25–43) 25 (24–27.5) 38 (29–46) 42 (28.5–52)

Female n (%) 17 (63) 6 (67) 5 (56) 6 (67)

Male n (%) 10 (37) 3 (33) 4 (44) 3 (33)

Nursing student n (%) 6 (22) 6 (67) 0 (0) 0 (0)

Medical student n (%) 3 (11) 3 (33) 0 (0) 0 (0)

Assistant nurse n (%) 6 (22) 0 (0) 3 (33) 3 (33)

Registered nurse n (%) 6 (22) 0 (0) 3 (33) 3 (33)

Physician n (%) 6 (22) 0 (0) 3 (33) 3 (33)

Work experience: year median (Q1–Q3) 4 (1.8–10.5) 1 (1–3) 5 (4–11) 11 (4.3–19.5)

No previous experience in team training, n (%) 1(4)* 0 (0) 1 (11) 0 (0)*

Previous experience in team training < 5 events, n (%) 11 (42)* 7 (78) 2 (22) 2 (25)*

Previous experience in team training ≥ 5 events, n (%) 14 (54)* 2 (22) 6 (67) 6 (75)*

Previous experience working in a distributed team, n (%) 4 (15)* 4 (44) 0 (0) 0 (0)*

*One missing value.
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standardized operating procedures and medical guidelines to identify 
the medical condition and start necessary treatments. The facilitator 
ended the scenario when the team stabilized the patient’s vital signs 
and communicated a diagnosis and continued care plan. The facilitator 

initiated and led a debriefing that focused on medical treatment (task 
performance) and teamwork skills, which lasted for about 15 min, 
immediately after completing each scenario. Figure  3 provides a 
flowchart of the simulation-based team training in Stage 1.

FIGURE 1

Setup for simulation team training. SP, Standardized patient; PS, Proximal staff (assistant nurse, registered nurse, or student nurses); RP, Remote 
physician or remote medical student; F, Facilitator; C, Camera. In the remote location, the camera was integrated into the laptop. The laptop in the 
emergency room was on a portable table, so the figure demonstrates a typical but not fixed location. Monitor for patient vital signs. Medicine cabinet 
contained emergency medical equipment.

FIGURE 2

Different camera views. (A) Standardized patient and proximal staff; laptop screen displays the remote physician, encircled in red. (B) Remote physician. 
(C) Proximal staff and standardized patient. (D) Remote physician’s camera view: facilitator, proximal staff, and standardized patient.
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2.2.2. Stage 2: rating procedure
Data was collected in spring of 2022. Three raters assessed video-

recorded simulation-based team training.

2.2.2.1. Participants
We recruited three raters with a convenience sample for rating 

procedures with the TEAM instrument. Rater 1 was a critical care 
registered nurse and PhD in nursing. Rater 2 was a consultant 
physician in anesthesia and intensive care and PhD student. Rater 3 
was a resident physician in anesthesia and intensive care medicine. 
Raters 1 and 2 had more than 12 years of experience as simulation 
facilitators and raters, while Rater 3 was a novice. Both genders 
were represented.

2.2.2.2. Rating procedure
The raters were introduced to the TEAM instrument in its original 

version and an additional guide (Cooper et al., 2010). As a preparation, 
the raters independently practiced assessments on two video-recorded 
team training simulations (2 × 20 min) equivalent to those included in 
the study. Then, the raters discussed their scores to establish a 
common understanding of the instrument and reach a consensus 
(calibration) for the rating procedure. The video-recorded scenarios 
(n = 18) were coded, and the assessments were assigned randomly. 
Figure 4 provides a flowchart of the rating process in Stage 2.

2.2.2.3. The instrument
TEAM is an item-based instrument for assessing teamwork 

developed by Cooper et al. and composed of three domains: leadership 
(items 1–2), teamwork (items 3–9), and task management (items 
10–11; Cooper et al., 2010; Cooper, 2022). Each item is rated on a 
five-point Likert scale, ranging from 0 = Never/hardly ever to 
4 = Always/nearly always, based on the frequency of occurrence of 
defined behaviors. In total, the maximum score is 44. According to 
Cooper et al., scores of 33 or less, 34–39, and 40–44 indicate poor, 
good, and excellent team performance, respectively. In addition, a 
twelfth item, overall performance, is rated on a scale of 1–10, based on 
the rater’s overall “gut reaction” to the global team performance. 
Global rating scores below 7 indicate poor performance, while 9–10 
are considered excellent.

2.3. Data analysis

Based on previous work (Hultin et al., 2019), a sample size of nine 
teams was suggested. For inter-rater reliability calculations, Koo et al. 

recommend three raters (Koo and Li, 2016). In this study, all three 
raters assessed all video-recorded scenarios (n = 54). No rating data 
was missing. SPSS Statistics for Windows version 28 (IBM, 2021) was 
used to compute descriptive statistics and the validity and 
reliability outcomes.

This study was methodologically guided in reliability and 
validity, based on the definitions of these terms by Streiner et al. 
(2015). Reliability assesses that the instrument measures something 
in a reproducible fashion; in other words, it is the extent to which 
a research instrument consistently has the same results if used in 
the same situation repeatedly. However, reliability says nothing 
about what is being measured; valid evidence is required to 
determine that. Validation is a process of determining what 
concept is being accurately measured with the instrument (Streiner 
et al., 2015).

Inter-rater reliability using intraclass correlation (ICC) explores 
the variation between raters when assessing the same group of 
subjects. With guidance from Koo et al., we calculated the ICC based 
on the model: two-way random effect; type: average measure; and 
definition: consistency and absolute agreement (Koo and Li, 2016). 
Calculations were made on TEAM domains using the mean score of 
each rater and on each item using each rater’s scoring results. The 
two-way random effect regards the raters as randomly selected from 
a larger population with similar characteristics. Average measures 
were chosen, since the data were based on the mean of multiple raters. 
Analyses of both consistency and absolute agreement were made, 
because we intended to measure whether the raters’ scores for the 
same group of subjects were correlated in an additive manner 
(consistency) and whether different raters assigned the same score to 
the same subject (absolute agreement) Internal consistency, which 
explores the extent to which all items measure the same concept 
(Tavakol and Dennick, 2011), was calculated using Cronbach’s alpha 
on the mean value of the raters for the items in each of the three 
TEAM domains. Cronbach’s alpha was also measured on all TEAM 
items except item 12. Predictive validity is the extent to which the 
instrument’s results predict the outcome (Streiner et al., 2015). To 
reflect the variation in TEAM scores across the teams’ experience 
levels and between scenarios, a one-way analysis of variance, the 
Kruskal Wallis test, was calculated with an exact p value. The mean 
value for the respective rater scores in each TEAM domain was 
compared with the proficiency levels (beginner, intermediate, and 
expert) and scenarios (urosepsis and myocardial infarction). Finally, 
concurrent validity shows the extent of the agreement between two 
measures or assessments taken at the same time (Streiner et al., 2015). 
Using Pearson’s method, correlations were calculated between the 

FIGURE 3

Flowchart for Stage 1: simulation-based team training. The time required for information and consent, theoretical and practical introduction, and 
background questionnaire was 1 h. Each scenario was designed to last for about 20 min, and debriefing was carried out for 15 min.
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overall performance scores and the three TEAM domains. A statistical 
significance was considered with a p value <0.05.

3. Results

3.1. Reliability

The ICC values for the domains and item levels are presented in 
Table 2. For consistency, the ICC (95% confidence interval) calculated 
for the TEAM domains of leadership, teamwork, and task management 
were 0.74 (0.42–0.89), 0.92 (0.81–0.97), and 0.85 (0.67–0.94), 
respectively. According to Koo et  al., these values correspond to 
moderate, excellent, and good inter-rater reliability in the respective 
domains (Koo and Li, 2016). For absolute agreement, the 
corresponding values for leadership, teamwork, and task management 
were 0.59 (0.10–0.83), 0.82 (0.36–0.94), and 0.78 (0.46–0.92), 
respectively, indicating good reliability. Moreover, the ICCs for item 
12 were 0.91 (0.81–0.97) and 0.80 (0.30–0.94), regarding consistency 
and absolute agreement, indicating excellent and good inter-rater 
reliability, respectively, as the overall rating. The item rating correlation 
between raters was fitted by linear regression, as shown in Figure 5.

3.2. Internal consistency

The internal consistency measured with Cronbach’s alpha for the 
three TEAM domains (leadership, teamwork, and task management) 
were 0.94, 0.97, and 0.89, respectively, indicating excellent internal 
consistency. For the total scores of items 1–11, Cronbach’s alpha 
was 0.97.

3.3. Predictive validity

In all three TEAM domains, as well as in the overall performance, 
significant differences were found between the beginner, intermediate, 
and expert groups in terms of the performances scores (p < 0.001). The 
boxplots in Figure  6 illustrate the main differences between the 
beginners and the other two team categories (intermediates and 
experts). A comparison of the three TEAM domains for the two 
scenarios (urosepsis vs. myocardial infarction) showed no 
significant difference.

3.4. Concurrent validity

Finally, there was a positive correlation between the scores in 
the three TEAM domains and the 12th item (overall), all of which 
were above 0.92. This indicates a strong connection between the 
concept’s leadership, teamwork, task management, and overall 
team performance.

4. Discussion

This study aimed to test the validity and reliability of TEAM in 
distributed healthcare teams working in an acute simulated setting. 
Overall, we  found strong inter-rater reliability and internal 
consistency, suggesting that TEAM can be  used to assess team 
performance with a remote physician. New demands from a 
continuously changing workplace emphasize the importance of 
development in team research. Today, there is a need to investigate 
alternative team structures and to understand better what it means to 
connect short-lasting ad hoc emergency teams and technology (White 
et al., 2018). Since non-technical skills contribute to providing safe 
patient care and positively influencing the quality of teamwork 
(Cooper et al., 2016), developing team training adapted to distributed 
team settings and their different working conditions is essential.

Good psychometric properties have previously been reported for 
the TEAM instrument in terms of validity and reliability in various 
settings for co-located teams (Cooper et al., 2010, 2016; Maignan 
et al., 2016; Hultin et al., 2019). However, physically separating the 
team profoundly affects the prerequisites for teamwork (Butler et al., 
2019). Therefore, the reliability and validity of the instrument could 
not be taken for granted in this alternate setting.

According to Shoukri et al., the estimated ICC value depends on 
the sampled subjects’ heterogeneity; in other words, the more 
heterogeneity, the higher the ICC value (Shoukri et al., 2004). Low 
values may reflect a lack of variability in subjects, a small number of 
issues, or a small number of raters. Freytag et al. compared novice and 
expert raters using TEAM in simulated emergencies and found a 
similar distribution of the ratings, even though the novices were 
slightly more forgiving in rating behavior (Freytag et al., 2019). In this 
study, the ICC values of the three raters with somewhat different 
backgrounds and experiences were consistent.

The values for Cronbach’s alpha were between 0.89–0.97. An alpha 
value greater than 0.7 is considered acceptable, even though values 

FIGURE 4

Flowchart for Stage 2: rating procedure. At the first meeting, the instrument was introduced for 2 h. Then, during 2 weeks, the raters assessed two 
scenarios of 20 min each. In the second meeting, a consensus discussion took place for 2 h. Within 2 months, all raters individually assessed 18 video-
recorded simulation-based team training sessions.
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above 0.8 are preferable. Nevertheless, values >0.90 might not 
be desirable unless in high-stakes examinations, as may indicate item 
redundancy (Tavakol and Dennick, 2011). The original version of 
TEAM was validated for a cardiac resuscitation context (Cooper et al., 
2010). The values for Cronbach’s alpha in that context were 0.89, and 
a validation of a Swedish translation of TEAM yielded alpha values of 
0.96 (Karlgren et al., 2021). Our findings on internal consistency are 
similarly high, indicating that some items might be redundant. As 
instrument development was not the topic of this study, we  only 
conclude that the instrument has excellent internal consistency in 
this setting.

Having teams with different proficiency levels allowed us to test 
the scale for predictive validity. We found that the beginner groups’ 
scores differed from those of the intermediate and expert groups. 
There were minor differences between the intermediates and experts, 
reflecting the difficulty in assessing the experience and knowledge of 
the already-established staff. Furthermore, younger and less clinically 

experienced staff may have more experience in electronically mediated 
communication. In this study, some of the participants at the beginner 
level had previous experience in distributed settings. The medical staff 
at the expert levels were experts in clinical expertise but not necessarily 
in teamwork via video communication. Moreover, it is well known 
that familiarity among team members positively affects 
communication and performance (Marlow et al., 2018). In our study, 
in contrast to participants at the beginner level, intermediates and 
experts were familiar with each other, which could contribute to the 
results on predictive validity. Hence these results should be interpreted 
with caution. No significant differences were found between the 
TEAM domains and the scenarios. This could result from the work 
done beforehand to make the scenarios equally complex.

According to von Wendt et  al., the most crucial factor in a 
scientific investigation is deciding on an instrument suited for the 
research and field of study (von Wendt and Niemi-Murola, 2018). 
Also, Schmutz et al. claim that there is no “one-size-fits-all training 

TABLE 2 Intraclass correlation.

Items in TEAM ICC (CI 95%) ICC (CI 95%)

Consistency Absolute agreement

Leadership 0.74 (0.42–0.89) 0.59 (0.10–0.83)

1. The team leader let the team know what was expected of them through direction and command. 0.65 (0.24–0.86) 0.55 (0.09–0.81)

2. The team leader maintained a global perspective. 0.70 (0.34–0.88) 0.54 (0.05–0.81)

Teamwork 0.92 (0.81–0.97) 0.82 (0.36–0.94)

3. The team communicated effectively. 0.64 (0.20–0.85) 0.64 (0.21–0.85)

4. The team worked together to complete the tasks in a timely manner. 0.93 (0.84–0.97) 0.89 (0.71–0.96)

5. The team acted with composure and control. 0.47 (0–0.78) 0.36 (0–0.71)

6. The team morale was positive. 0.80 (0.56–0.92) 0.72 (0.35–0.89)

7. The team adapted to changing situations. 0.87 (0.71–0.95) 0.73 (0.22–0.91)

8. The team monitored and reassessed the situation. 0.83 (0.62–0.93) 0.72 (0.30–0.89)

9. The team anticipated potential actions. 0.78 (0.51–0.91) 0.73 (0.42–0.89)

Task management 0.85 (0.67–0.94) 0.78 (0.46–0.92)

10. The team prioritized tasks. 0.79 (0.54–0.92) 0.78 (0.53–0.91)

11. The team followed approved standards/guidelines. 0.76 (0.46–0.90) 0.62 (0.14–0.85)

Overall

12. On a scale of 1–10, give your global rating of the team’s performance. 0.91 (0.81–0.97) 0.80 (0.30–0.94)

FIGURE 5

Item rating correlation between the raters, as fitted by linear regression. Rater 1 vs. Rater 2: Y = 0.8572*X + 0.4800, p < 0.0001. Rater 1 vs. Rater 3: 
Y = 0.7714*X + 1.595, p < 0.0001. Rater 2 vs. Rater 3: Y = 0.8284*X + 1.376, p < 0.0001. The p-value is the significance for the slope being non-zero; i.e., a 
correlation between x and y.
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method” and that factors such as norms and collaboration influence 
teamwork and clinical performance (Schmutz et al., 2019). Although 
they had varying backgrounds and levels of experience, the raters in 
this study perceived the TEAM instrument as user-friendly with a 
clear design. The raters in this study used the original version of the 
instrument, since they had used it before; moreover, by validating the 
English version, access to a larger community of users is provided. 
Karlgren et  al. translated and validated the TEAM instrument in 
Swedish and struggled with the first leadership item, since “through 
command” was considered to be culturally inappropriate in Swedish 
healthcare (Karlgren et  al., 2021). The wording was negatively 
perceived as being authoritarian. In our preparatory work, when the 
raters were gaining a shared sense of the instrument, we reasoned 
along the same lines as Karlgren et  al. “that team leaders should 
convey a plan to the team” rather than give command (Karlgren 
et al., 2021).

5. Limitations

We acknowledge that this study has some limitations. When 
conducting a reliability study, Koo et  al. suggest at least 30 
heterogeneous samples and a minimum of three raters (Koo and Li, 
2016). The ICC values we obtained for the TEAM instrument aligned 
with those reported by previous researchers (Cooper et  al., 2010; 

Carpini et al., 2021; Karlgren et al., 2021). However, due to the small 
sample size (n = 9) in this study, some caution is warranted regarding 
our findings on reliability. For this type of study, three raters may 
be  regarded as acceptable, and using video recordings allows for 
double-checked observations and access to the same camera views 
(Karlgren et al., 2021). Due to the recruitment strategy, the sample of 
participants for the team training was not controlled for. It is possible 
that some of the groups contained particularly motivated and high-
performing individuals; however, this situation is likely to have been 
similar for all the groups, independent of the proficiency level. 
Another limitation of this study is its simulated environment, which 
may not fully represent the complexity of the real-world setting. 
However, the scenarios were scripted with commonly occurring 
emergencies within the setting of a rural primary care healthcare 
center that relies on a distributed team. Future research could add to 
our findings with ratings from actual emergencies in distributed 
settings, thereby strengthening transferability.

6. Conclusion

In conclusion, when tested in a distributed team setting, TEAM 
was found to be  a valid and reliable instrument for assessing 
emergency medical teamwork. This finding indicates that the 
instrument is feasible for use when assessing non-technical skills for 

FIGURE 6

Boxplots showing the distribution of the ratings for TEAM domains and overall performance depending on proficiency levels. In all TEAM domains, the 
scores significantly correlated with the proficiency level (p-value < 0.001 for all dimensions).
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providing safe care in distributed teams. To the best of our knowledge, 
the instrument had not been previously validated in this context. Our 
findings can help focus future-directed learning in healthcare and 
assist future research on distributed healthcare teams.
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