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Tea is rich in polyphenols, vitamins, and protein, which is good for health and

tastes great. As a result, tea is very popular and has become the second most

popular beverage in the world after water. For this reason, it is essential to improve

the yield and quality of tea. In this paper, we review the application of computer

vision and machine learning in the tea industry in the last decade, covering three

crucial stages: cultivation, harvesting, and processing of tea. We found that many

advanced artificial intelligence algorithms and sensor technologies have been

used in tea, resulting in some vision-based tea harvesting equipment and disease

detection methods. However, these applications focus on the identification of

tea buds, the detection of several common diseases, and the classification of tea

products. Clearly, the current applications have limitations and are insu�cient for

the intelligent and sustainable development of the tea field. The current fruitful

developments in technologies related to UAVs, vision navigation, soft robotics,

and sensors have the potential to provide new opportunities for vision-based tea

harvesting machines, intelligent tea garden management, and multimodal-based

tea processing monitoring. Therefore, research and development combining

computer vision and machine learning is undoubtedly a future trend in the

tea industry.
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1. Introduction

Tea is the second most consumed beverage in the world after water. The production and

processing of tea is a significant source of livelihood for numerous households in developing

countries (United Nations, 2022a). Tea is very popular with the public, and it has beneficial

effects on many diseases, including cancer, diabetes, and cardiovascular disease, with its rich

polyphenol content (Khan and Mukhtar, 2018; Xu et al., 2019; Alam et al., 2022). According

to publicly available data (Food Agriculture Organization of the United Nations - FAO,

2022), from 2016 to 2020, the tea production of the three largest tea-producing countries

in the world showed an overall upward trend, with China ranking first in the world in terms

of tea production. However, tea yield is lower than in other tea-producing countries and is

on a downward trend, from 976.6 kg per hectare in 2016 to 886.7 kg per hectare in 2020, as

shown in Figure 1. Therefore, it is necessary for tea farmers to adopt sustainable methods

to improve the yield and quality of tea while reducing costs (Bechar and Vigneault, 2016).

Tea is not only a labor-intensive crop but also is highly seasonal. Currently, tea harvesting

still relies heavily on manual picking. However, the problems with this method are costly

and require heavy physical labor (Han et al., 2014), so it is of great significance to explore

automated harvesting and high-quality tea production.
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In recent years, technological tools such as machine learning,

big data, the Internet of Things, and generative adversarial

networks have been reshaping modern agriculture (Sharma et al.,

2022). For example, researchers have combined machine vision

and robotics technology to achieve weed control in agriculture,

avoiding environmental pollution caused by chemical weeding

and crop damage during mechanical weeding, which could be

commercialized gradually in the future (Li Y. et al., 2022). We find

its advantages enough, but at the same time, we cannot ignore

its shortcomings. Such as, in the pre-application phase, Cameras,

processors, and possible algorithm training are expensive, and

complex application scenarios may put higher requirements on

some devices, such as cameras.

At present, many crops are harvested automatically by

agricultural harvesting robots. Jia et al. (2020) improved the Mask

R-CNN algorithm to achieve real-time detection of apples with

pixel-level accuracy, and it can be applied to an apple harvesting

robot. Williams et al. (2019) used the full convolutional neural

network (FCN) to detect kiwi fruit and designed a soft end-effector

to pick it in the way of decals. Multiple robotic arms were used to

work at the same time, which significantly improved efficiency. In

general, computer vision and machine learning are used in these

solutions. Besides, their application is not only for harvesting but

also for other stages of crop production.

Tea presents more unique challenges compared to crops such as

apples and kiwis. Firstly, the tea buds being picked are located at the

top of the tea tree canopy, which puts forward strict requirements

for the identification of tea and the determination of the location

of picking points due to their irregular shape and fragile plant

tissue. Secondly, the characteristics of tea buds and older leaves

are similar, whether in texture, color, or shape, which increases the

identification difficulty. Finally, tea buds are tiny in size and light

in weight, which are easy to shake in the natural environment and

challenging to collect by gravity, so negative pressure collection

(negative pressure fan generates airflow to absorb tea buds) may

be a good choice (Zhu et al., 2021).

Before our work, some scholars reviewed machine vision

or artificial intelligence applications in the tea industry. Among

them, Gill et al. (2011) reviewed the application of computer

vision in tea grading and monitoring, Yashodha and Shalini

(2021) reviewed the application of machine learning on early

tea disease prediction, and Bhargava et al. (2022) reviewed the

methods concerning machine learning for evaluating tea quality.

These surveys do not comprehensively review computer vision and

machine learning applications in the tea industry. Most reviews do

not cover the rapidly developing deep cameras and deep learning

algorithms based on big data. However, our study has three main

vital contributions. First, this study focuses on computer vision

and machine learning applications in the tea industry, covering

a variety of application scenarios such as tea harvesting, tea

disease control, tea production and processing, and tea plantation

navigation. Second, the cameras, algorithms, and performances

used in the current applications are organized. Finally, we discuss

this industry’s current research challenges and future trends.

The rest of the paper is divided into five parts: Section 2 presents

the methods used for this review. Section 3 contains a definition of

computer vision, principles of deep camera work, and an overview

of machine learning. Section 4 describes in detail the application of

computer vision in the tea industry. Challenges faced by computer

vision in the application of the tea industry are discussed in Section

5, and the conclusions and prospects of this paper are presented in

Section 6.

2. Methods

To enable a comprehensive collection of relevant literature,

we accessed ScienceDirect, IEEE, the frontier in plant science,

ACM, MDPI, Hindawi, Springer, and arXiv databases and used

Web of Science and Google Scholar databases to check for

omissions. Since the application of computer vision in the tea

industry commonly uses machine learning, we used the following

string (“tea” OR “Camellia sinensis”) AND (“computer vision”

OR “machine vision” OR “image” OR “visual” OR “Shot”) were

searched for the literature. The time was limited to the last decade.

From 2013 to January 2023, 106 articles were collected, with

the ScienceDirect database ranking first, followed by the MDPI

database. Subsequently, some articles were removed, including

review literature, duplicate literature, and literature with low

relevance to the topic. Finally, 45 articles were retained for review,

and Figure 2 shows their statistics by year, from which it can be

found that there are more relevant studies in the last 5 years.

3. Computer vision and machine
learning

Computer vision is designed to build a computational model of

the human visual system that can autonomously perform specific

tasks that the human visual system is capable of performing

(Huang, 1996). At the same time, it can also perform tasks that the

human visual system cannot perform (e.g., some high-precision,

high-intensity tasks). Figure 3 briefly compares the human visual

system with the computer vision system. Similar to the human

visual system, the working process of computer vision is divided

into four steps: data acquisition, data processing, data learning,

and task execution. In the data acquisition phase, computer vision

uses cameras to collect image or video information to achieve the

effect of the human eye observing the world. At the data processing

stage, the images are processed into numerical form. The computer

learns from humans to filter out distracting and useless noise to

retain valid data for the next step of learning. In the data learning

stage, computers can learn things in nature just like human brains

by relying on high-performance central processing units (CPUs)

and graphics processing units (GPUs). Unlike human learning by

association, computers can extract small features from images for

more fine-grained learning. This type of learning focuses on using

data and algorithms to imitate humans, also known as machine

learning (IBM, 2022). Once learning is complete, the computer

vision system can perform a variety of tasks, such as image

classification, object detection, object semantic segmentation, and

instance segmentation, to name a few. In general, the combination

of computer vision and machine learning can not only see things

but also think and comprehend things.
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FIGURE 1

Tea production quantity and yield in major tea producing countries from 2016 to 2020.

FIGURE 2

Number of selected publications in the last decade.

3.1. Computer vision

The camera is one of the key components of a computer

vision system that can see the real world just like the human eye.

Different application scenarios and usage purposes will affect the

choice of camera. On the one hand, if only target detection at the

image level needs to be achieved, an ordinary monocular camera

is sufficient to meet the requirements. On the other hand, if the

camera is not only used for simple two-dimensional (2D) detection

but also needs to locate the three-dimensional (3D) information

of the target in space, then a camera capable of outputting depth

information is needed. According to different principles of depth

information acquisition, depth cameras on the market are mainly

divided into binocular stereo (BS) cameras and RGB-D (Red, green

and blue-depth) cameras. BS cameras use the parallax principle to

calculate the depth indirectly through the algorithm.While RGB-D

cameras measure depth information more directly through laser,

which is mainly divided into cameras based on the structured

light (SL) principle, cameras based on the time of Flight (ToF)

principle, and active infrared stereo (AIRS) cameras (Li T. et al.,

2022).

3.1.1. Binocular stereo cameras
Asmentioned above, BS cameras use the principle of parallax to

measure the distance mainly by receiving the light signal reflected
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FIGURE 3

Comparing computer vision with human vision.

from the measured object by the camera (Sun et al., 2019a),

which is a passive stereo vision method. ZED (Stereolabs, San

Francisco, CA, USA) cameras are the quintessential BS cameras

and have been exploited in many scenarios (e.g., industrial robots,

underwater robots, and cargo transportation). ZED cameras are

rapidly impacting the agricultural sector due to their optimized

performance and low price. They have been adopted for farm

navigation (Fue et al., 2020; Yun et al., 2021), orchard 3D mapping

(Tagarakis et al., 2022), and crop localization (Liao et al., 2019;

Li H. et al., 2021; Hou et al., 2022). The same principle applies

to the Tara Stereo Camera (e-Con Systems, Chennai, Tamil Nadu,

India), which is less useful in agriculture because of its lower field

of view and 3D resolution than the ZED camera. Since BS cameras

use natural light to calculate the object depth information, the

cameras cannot work at night. In addition, the depth of information

is derived indirectly, which generates a sizeable computational

loss. The accuracy also decreases as the distance increases and the

ambient light source dims, which is a critical point to be optimized.

3.1.2. Structured light cameras
SL sensor is a non-contact distance measuring instrument

which belongs to active stereo vision. Since the Apple company

adopted the SL sensor as an unlocking tool for communication

devices, more and more people have started to understand and

study its principle. SL technology is similar to binocular stereo

vision technology, except that it uses an infrared projector instead

of a camera in binocular stereovision. An infrared projector

projects streaks of light (or discrete spots and other encoded

patterns) to the subject, and another infrared camera captures the

degree of streak distortion to derive depth information. Since SL

technology can actively project feature points to calculate depth, it

can effectively avoid the problem of partial depth loss in binocular

stereo vision. As a latecomer, SL cameras have gained popularity in

the market due to their good depth accuracy, excellent performance

in dim environments, and low model complexity. SL cameras on

the market include Kinect v1 (Microsoft, Redmond, WA, USA),

DaBai (Orbbec, Shenzhen, Guangdong, China), and XtionPro Live

(Asus, Taipei, Taiwan). Theoretically, structured light cameras are

suitable for agriculture where unstructured environments exist. The

use of SL cameras has played a variety of roles in agriculture,

including crop harvesting (Qingchun et al., 2014), aquaculture

(Saberioon and Cisar, 2016), and livestock monitoring (Pezzuolo

et al., 2018). As structured light cameras use the distortion of

camera capture coding mode to calculate depth, intense natural

light is not friendly to this camera. At the same time, structured

light cameras are still unable to measure the depth information of

occlusion, which is a common problem in agriculture. Last but not

least, structured light cameras are not suitable for recognition at

long distances.

3.1.3. Time of flight cameras
In contrast to the previous two types of cameras, the ToF

cameras do not use cameras in the distance measurement process

but mainly use an infrared transmitter and receiver in their

structure. Its technology is based on the invariance principle of the

speed of light, where the depth is calculated by multiplying the
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speed of light by the time difference of the light’s flight. Thanks

to the advantages of the principle, ToF cameras are not affected

by dim light conditions and can quickly respond while achieving

high precision ranging. Because of these advantages, ToF cameras

are widely used in agriculture, including crop harvesting (Barnea

et al., 2016; Lin et al., 2019), yield estimation (Yu et al., 2021), field

navigation (Song et al., 2022), aquaculture (Saberioon and Císar,

2018), and livestock monitoring (Zhu et al., 2015). The Kinect

v2 is one of the most widely used ToF cameras (Fu et al., 2020).

ToF cameras have excellent overall performance, but the resolution

could be higher. Since infrared light is easily interfered with by

strong light radiation, ToF cameras are not directly applicable in

environments with intense natural light.

3.1.4. Other cameras
To compensate for the shortcomings of single-principle

distance measurement, some cameras on the market integrate

multiple distance measurement methods to adapt to a broader

range of working environments. AIRS cameras combine binocular

stereo vision technology with structured light technology to

compensate for the disadvantage of low accuracy of BS cameras

in dark light environments while retaining the advantage of high

depth resolution. The RealSense D435 (Intel, Santa Clara, CA,

USA) is a compact AIRS camera that has been used in agriculture

for crop harvesting (Peng et al., 2021; Polic et al., 2022) and animal

monitoring (Chen C. et al., 2019). Some cameras try to combine

ToF technology with binocular vision technology, such as the

SeerSense DS80 (Xvisio, Shanghai, China) camera, which can adapt

to indoor and outdoor working environments.

3.2. Machine learning

For the vast amount of valuable data generated during the

growth, harvesting, and production of crops, it is not desirable to

rely solely on hardware devices that are good enough. Machine

learning (ML) can allow computers to learn without being explicitly

programmed (Meng et al., 2020). ML can solve identification,

tracking, and prediction problems in agriculture and has been

widely used in crop harvesting, disease control, yield forecasting,

agricultural navigation, animal management, and aquaculture.

Currently, the main machine learning algorithms commonly used

in the tea industry are traditionalmachine learning (TML) and deep

learning (DL), both of which require appropriate sample data to

assist with learning, and the comparison between them is shown in

Table 1.

3.2.1. Traditional machine learning
TML generally possesses the structure of a shallow network

(Wang J. et al., 2018). Its origin can be traced back to a

machine that can recognize letters—a “perceptron” (Fradkov,

2020). TML usually involves multiple steps, such as image

preprocessing, segmentation, feature extraction, feature selection,

and classification (Khan et al., 2020). Sincemultiple steps need to be

processed sequentially, objects cannot usually be detected directly

in an end-to-end manner. However, thanks to its simple network

structure, TML is highly interpretable and does not require much

hardware to achieve excellent results on a small sample data set

(Wang P. et al., 2021). TML ismainly used to deal with classification

and prediction problems.

For the classification problem, the main concern is to

classify data (which can be text, images, or speech) according

to the category to which it belongs. In agriculture, classification

algorithms are needed for scene understanding, crop recognition,

and agricultural product classification. Typical classification

algorithms include support vector machine (SVM) and K-means

clustering. The principle of SVM is to accurately distinguish each

class using hyperplanes, which are set between classes and as far

away from all classes as possible. On the other hand, the K-means

clustering algorithm uses the differences between the data for

classification, which are reflected by the Euclidean distance of each

data point. The greater the distance, the greater the differences, and

vice versa. Finally, all data points of the same category are clustered

together to complete the classification task.

Prediction, instead of classification, produces more accurate

outputs (rather than discrete classification sequences). Accurate

yield and harvest cycle prediction based on information such as soil

chemical element content, precipitation, and crop growth status

is essential in precision agriculture. Of course, the application of

forecasting algorithms is not limited to this but also to disaster

warning, crop tracking, and agricultural price forecasting. Widely

used forecasting models include time series models (where the

output is often closely related to time) and regression models

(where the output is usually unaffected by time).

3.2.2. Deep learning
DL has excellent potential in the feature analysis of high-

dimensional data. Moreover, features that have been previously

learned can be migrated to new problem situations (Ashtiani et al.,

2021). DL is developing rapidly, mainly in the fields of image

processing and speech recognition.

In the field of image processing, many mature DL networks

are generated to accomplish the recognition, segmentation, and

localization of targets in images, including Single shot multi-box

detector (SSD) (Liu et al., 2016), FCN (Long et al., 2015), and Mask

R-CNN (He et al., 2017) instance segmentation network. Although

these networks perform different tasks, they all structurally possess

backbone networks to accomplish feature extraction (e.g., VGG16,

ResNet50). For crop detection and tracking in agriculture, complex

network structures can reduce the real-time performance of

recognition (Zhao et al., 2018). To improve the efficiency of DL

network work, researchers have introduced depthwise separable

convolution in the networks, typically including MobileNets

(Howard et al., 2017), MobilenetV2 (Sandler et al., 2018), and

Xception (Chollet, 2017) networks.

In the field of speech recognition, DL networks mainly take the

role of converting the input signal sequence into a text sequence

(Qingfeng et al., 2019). Speech recognition is significant for

interactive operation, insect identification, and animal monitoring

in agriculture. In order to overcome the effect of cluttered

noise on speech recognition in agriculture, Liu et al. (2020) use

convolutional LSTM networks to map the input speech atlas to a
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TABLE 1 Summary of commonly used machine learning characteristics.

Type Advantage Disadvantage Typical examples References

TML Low data size required, simple

structure with high interpretability

It is difficult to extract features for

complex data, and the fitting

results are affected by human

factors.

SVM, K-means, BP neural

network, MLP

(Jo et al., 2019; Khan et al., 2020;

Wang P. et al., 2021)

DL It is better to handle noisy and

unstructured data with low

difficulty in feature extraction.

Dependence on large-scale data

and high-performance hardware,

complex architecture and low

interpretability

YOLO series, FCN, Mask R-CNN (LeCun et al., 2015; Jo et al., 2019;

Janiesch et al., 2021)

high-dimensional embedding space for clustering and extract the

distinguished speech spectrum vectors for denoising, which has

significant recognition advantages in noisy environments. Since

complex network structures are often not easy to use, Google

(Santa Clara, CA, USA) has developed, for example, TensorFlow

and Kersa DL frameworks to promote the popularity of DL

in agriculture.

4. Computer vision for the tea industry

In China, tea is a healthy beverage and a cultural symbol, with

the processing techniques and customs of traditional tea listed as a

world intangible cultural Heritage (United Nations, 2022b). With

the increasing demand for tea and the continuous development of

agricultural machinery, many tea-harvesting machines have been

spawned (Wu et al., 2017; Song et al., 2020; Zhao et al., 2022).

However, these machines are only suitable for bulk tea and do

not allow selective harvesting of high-quality tea, while the quality

of the harvested buds is relatively inferior (Zhang and Li, 2021).

Although the method of distinguishing tea buds from old leaves

in terms of color, shape, and texture is simple and convenient, it

is challenging to achieve accurate identification and picking of tea

buds due to the presence of many disturbing factors in the outdoor

environment (Yang H. et al., 2019). In addition, the tea harvesting

process has common problems in agricultural environments, such

as object shading, unstable lighting conditions, and complex scenes.

However, it also has the challenges of difficult identification, easy

breakage, and high growth density. Figure 4 shows the difficulties

of vision-based tea-harvesting robots.

In recent years, combining computer vision and machine

learning has solved many challenges in the agricultural field and

provided new solutions for intelligent tea picking. Moreover, it

can also be applied to other aspects of the tea industry, such as

disease control, production processing, tea plantation navigation,

and growth status monitoring.

4.1. Tea harvest

In the past few years, in order to develop tea-picking

equipment with high efficiency and picking quality, compared

with non-selective mechanical cutting, the method of picking after

identifying buds has been favored by researchers.

The recognition of tea buds is usually obtained by object

detection or image segmentation. DL is widely used in target

detection and image segmentation with its good performance. Yang

H. et al. (2019) proposed an improved YOLO v3 algorithm to

recognize tea buds. The accuracy of this method on the training

model reached more than 90%, and it could detect four types

of tea targets (one bud with one leaf, one bud with two leaves,

top view, and side view of the bud). Moreover, the TML method

of K-means clustering was used to find the nine most suitable

anchor frames. In the subsequent research, Yang et al. (2021)

designed a complete vision-based automatic picking robot. It

mainly includes mechanical structure, vision recognition system,

and motion control system. The robot first applies the PSO-SVM

method to segment the tea buds quickly and accurately, then uses

the improved ant colony algorithm (ACA) to find the optimal

trajectory of the robot, and finally uses the previously studied vision

recognition system to identify the buds for picking. The solution

was validated to be highly stable and efficient through simulation

and laboratory platforms. However, the tea plantation scenes are

complex, and many disturbing factors need to be considered to

drive the recognition model with high robustness. To this end,

Chen and Chen (2020) and Xu et al. (2022) constructed a diverse

dataset of natural scenes for model training, considering factors

such as light variations in the environment, tea shoot density,

shooting angle, and background complexity. It is demonstrated that

the accuracy of shoot recognition is higher when shooting from the

side than from the top.

For the determination of the picking location, Yang H. et al.

(2019) and Chen et al. (2022) used the target detection method,

which first detected the tea buds in the image, then cut out the

detected tea buds image, and used the traditional morphological

method to segment, denoise and extract the skeleton of the target,

and finally determined the picking point. The accuracy of this

method is 83%. However, the method based on DL has good

performance for the segmentation of a large number of samples.

Chen and Chen (2020) proposed to use of two DL networks in

a series to determine the pick points. In this method, Faster R-

CNN was first used to detect the target, then FCN was used to

segment the detected tea bud stems, and finally, the center of the

segmentation area was used as the picking point. The limitation of

this method lies in the poor real-time performance of prediction

using two convolutional neural networks. Wang T. et al. (2021)

applied the Mask R-CNN algorithm to achieve the segmentation

of tea buds and stems for a total of two targets, using only one DL

network to achieve the detection and segmentation functions. Then

the center coordinates of the tea stem are used as the picking point,

which is simple and has good robustness in complex environments.

To make the robot more flexible in picking tea leaves, Yan L.

Frontiers in Sustainable FoodSystems 06 frontiersin.org

https://doi.org/10.3389/fsufs.2023.1172543
https://www.frontiersin.org/journals/sustainable-food-systems
https://www.frontiersin.org


Wang et al. 10.3389/fsufs.2023.1172543

FIGURE 4

Di�culties of vision-based tea harvesting machines: (A) Obscured targets; (B) Unstable light; (C) Complex environment (e.g., presence of pests, dead

leaves, etc.); (D) Small di�erences in target and background characteristics; (E) Small size and easy to break, reproduced from Li Y. et al. (2021);

(F) High target growth density.

et al. (2022) proposed a method that can give picking points and

picking angles. Firstly, the tea bud and stem were segmented into

a whole, and then the minimum external rectangle was applied

to envelope all the segmentation results. The rectangular frame

rotation angle was used as the picking angle of the manipulator, and

the picking point was determined using the position of the bottom

of the rectangular frame. The experiment proved that the accuracy

of picking point localization reached 94.9% and the recall reached

91%, which could support the accurate localization of tea picking.

In addition to shooting to identify the picking point, the extraction

of the picking point will be interfered with by mutual occlusion

due to the high density of tea growth. To solve this problem, Li

Y. et al. (2021) proposed a method based on an RGB-D camera

to locate tea buds. The depth camera was used to generate a 3D

point cloud of the target, and the midpoint of the point cloud

to be offset downward by a distance was defined as the picking

point according to the growth characteristics of tea leaves. Picking

experiments conducted in tea plantations showed a picking success

rate of 83.18%, while the average localization time for each tea bud

was only 24ms. Considering that the tea fresh leaf grade is related

to the number of picked-down buds and leaves, Yan C. et al. (2022)

proposed a target segmentation method based on the improved

DeepLabV3+. It could output three types of picking points, namely

single bud tip, one bud with one leaf, and one bud with two leaves,

respectively, and the recognition accuracy reached 82.85, 90.07, and

84.78%, respectively.

For tea bud picking, existing vision-based intelligent picking

robots usually use Delta robotic arms for spatial movement of the
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end-effector. Yang H. et al. (2019) designed an end-effector capable

of picking and collecting buds. Considering the various growth

patterns of tea buds, Li Y. et al. (2021) and Zhu et al. (2021)

designed a shear-type end-effector. The scissors are mounted at

the end of the hollow sleeve and are opened and closed by a

control device. For the working process, first, unfold the scissors,

the sleeve wraps the target from top to bottom, and close the

scissors after reaching the specified position to realize picking.

At the same time, the negative pressure at the other end of the

sleeve absorbs the picked tea buds. To pick tea buds with high

quality, Chen et al. (2022) designed an end-effector with multiple

sensors embedded in it and installed rubber pads on the jaws,

which can imitate human hands to accurately pick the target while

protecting the target from damage. Unlike the previous generalized

suction collection method, this method sorts and collects tea buds

by driving the target to the conveyor belt through a robotic arm.

Considering the existence of current tea picking machines that

damage tea stalks and tea buds, to be able to optimize the current

tool structure.Wu et al. (2022) investigated the bending of tea stalks

under conditions of large perturbations. The tea stalk disturbance

curve fitted by the experiment was helpful in finding the optimal

picking area and guided themovement speed and cutting frequency

of the end-effector during the working process. The quality of

the buds obtained by shearing is inferior to hand-picking due to

severe end oxidation. For this reason, Luo et al. (2022) developed

a dynamic model for the mechanical picking of tea buds. The

parameters for maintaining low damage during mechanical picking

were identified, including clamping pressure, bending force, and

pull-out force.

As can be seen from the above discussion, there are many

researchers to use algorithms to identify tea buds and harvest

points. However, more work needs to be done to make prototypes

and perform picking for harvesting. The prototypes found in the

literature are Li Y. et al. (2021) and Chen et al. (2022), as shown

in Figure 5. Most scholars in this field have concentrated on green

tea, and a few have studied other teas, such as flower tea (Qi

et al., 2022). The research methods mainly focus on DL, TML,

and a combination of both. Table 2 summarizes computer vision

and machine learning applications in tea harvesting. There are also

relatively few studies in tea harvesting using RGB-D, with most

studies using cameras or even mobile phones to collect images

to build datasets. However, to achieve intelligent tea harvesting

in the future, the combination of depth camera detection and

localization is essential. At the same time, selecting a depth camera

is also crucial.

4.2. Tea disease control

Diseases are an important factor affecting the yield and quality

of tea, and one-fifth of the total production value is lost each year as

a result (Yang N. et al., 2019). Disease prevention and management

is an effective means to reduce yield loss and improve product

quality. In the early stage, the identification of tea diseases mainly

relies on the on-site investigation by experts in related fields, which

is inefficient and costly (Mukhopadhyay et al., 2021). Currently,

computer vision is expected to replace manual identification. On

the one hand, visual monitoring of tea’s status can play an early

warning role for diseases. On the other hand, the classification

and identification of data is an essential basis for guiding tea

farmers to make scientific decisions. Unlike the vision system for

tea harvesting, the vision system for disease control focuses on

identifying diseases and estimating severity.

For the disease recognition of tea leaves, there are two main

cases: one is to use the picked diseased tea leaves for identification

(shot in a structured environment with fewer disturbing factors

in the image), and the other is to use the images taken in the tea

plantation environment for identification (shot in an unstructured

environment with more disturbing factors in the image). For the

first case, Chen C. et al. (2019) and Sun et al. (2019b) used

convolutional neural networks to classify seven common tea leaf

diseases, and the classification accuracy was above 90% in both

cases. Considering that this method requires picking diseased tea

leaves to a fixed location for identification and classification, it is

inefficient and detrimental to the rehabilitation of tea trees. For

this reason, the second case is capable of real-time identification in

the tea plantation environment. Its technical route is extracting or

detecting the diseased tea leaves from the complex background and

then identifying them. To this end, Sun Y. et al. (2019) designed

the SLIV_SVM algorithm, which first used the SLIC algorithm to

split the acquired image into many super pixel blocks, then used

SVM to classify the pixel blocks, and finally used morphology

to obtain the accurate diseased tea leaves. The accuracy of this

method for diseased leaf extraction was 98.5%. Considering a

large amount of image data collection and labeling may increase

the cost of identification. Hu et al. (2019a), Hu and Fang (2022)

applied Generative Adversarial Neural Network (GAN) for data

augmentation of the extracted diseased tea leaves to automatically

generate new training samples to achieve data expansion and

satisfy the classifier’s demand for a large number of samples. After

experiments, it was demonstrated that the method only requires

small-scale samples to complete the training task. Lanjewar and

Panchbhai (2022) proposed a cloud-based method for identifying

tea diseases. It only requires smartphones to take images of tea

leaves and upload them to the cloud to identify three tea leaf

diseases with 100% accuracy. This method will make detecting tea

diseases more convenient, simple, and efficient in the future.

The identification of diseases only solves the qualitative

problem. For quantitative problems, a disease severity analysis of

tea leaves is required. To this end, Hu et al. (2021a) proposed a

method for estimating tea leaf blight severity. The method first

used a target detection algorithm to extract diseased leaves and then

fed the detected targets into a trained VGG16 network for severity

grading. However, it completely depends on DLmodels for analysis

and has low interpretability. To this end, Hu et al. (2021b) proposed

a combination of the Initial Disease Severity (IDS) index, color

features, and texture features to estimate tea leaf blight severity.

The experimental results show that the method achieves an average

accuracy of 83% and has good robustness to occluded and damaged

diseased leaves.

Pests in tea plantations are also an important factor in

causing tea tree diseases, and identifying pests enables early

countermeasures to be taken. To this end, Chen et al. (2021)

used CNN to achieve the identification of 14 tea pests. Through
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FIGURE 5

Vision-based automatic tea picking machine, reproduced from Li Y. et al. (2021) and Chen et al. (2022).

experiments, it was proved that the method performs better than

TML with an accuracy rate of 97.75%, which meets practical work

needs. A summary of the application of computer vision and

machine learning in tea disease control is presented in Table 3.

4.3. Tea production and processing

Most of the picked tea leaves need to go through five stages:

withering, cut tear and curling, fermentation, drying, and sorting

before they are turned into products (Kimutai et al., 2020). Each

stage requires strict control by experienced workers to produce

a finished product that meets the standards. However, manual

monitoring of the tea production process and quality grading is

susceptible to empirical, visual, and psychological factors (Dong

et al., 2017). For this reason, computer vision has been applied

to the different stages of tea processing thanks to its objectivity,

convenience, and low cost.

Withering enables the tea leaves to lose their moisture.

Moderate wilting can increase the concentration of sap in the

cells while preventing tea leaves from being crushed during the

cutting tearing and curling steps (Deb and Jolvis Pou, 2016). In this

regard,Wang Y. et al. (2021) proposed a method for monitoring tea

withering that combines visual and spectral features. The method

performed a mid-level fusion of the collected data and then applied

an SVM model to classify the withering tea status into three

categories: insufficient, moderate, and excessive, and the prediction

set achieved an accuracy of 97.5%. However, high-cost spectral

measurement equipment was relied upon in this study. For this

reason, Liang et al. (2018) and Wang et al. (2023) implemented

the prediction of moisture in tea leaves based on color or texture

features in the images. The experimental result showed that the

mean squared errors (RMES) are below 5%.

Tea fermentation is an oxidation process that improves the

taste of tea. The control of the degree of fermentation is crucial,

as too much or not enough can reduce the quality of the

tea (Sharma et al., 2015). To this end, Jin et al. (2020) used a

fusion of computer vision and FT-NIR techniques to evaluate

the degree of fermentation of black tea. The method divided

fermentation into four categories (Preliminary fermentation,

Insufficient fermentation, Moderate fermentation, and Excessive

fermentation). The SVMmodel was used to quickly and accurately

determine the fermentation level. The method achieved 100%

classification accuracy in the validation set. It was considered

that the study incorporates complex and expensive spectroscopic

equipment, and that TML underperforms DL in the case of many

samples. So, Kimutai et al. (2020) designed a TeaNet model to

implement the classification of tea fermentation levels. The method

extracted color and texture features in the image as input and used

a deep convolutional neural network (DCNN)model to distinguish

between underfermented, fermented, and over-fermented. The

results showed outperformed other TML algorithms with an

average accuracy of 100%.

Sorting is the final step, and emphasis is placed on the

classification of dried tea into different grades based on quality.

Laddi et al. (2013b) proposed a method to distinguish different

grades of black tea based on the texture features of the tea

particles. This method combines feature extraction with principal

component analysis and considers the illumination effect. The

experiments showed that the texture features of tea particles

could better distinguish tea grades under dark field illumination

conditions. In order to comprehensively assess tea quality, Rahman

et al. (2021) studied methods for assessing tea quality using features

such as color, texture, and shape. Statistical methods were used to

find that four different qualities of tea particles could be clearly

distinguished in terms of area, circumference, roundness, and

diameter. All the above methods constructed relationships between

tea particle quality and different characteristics but did not achieve

the purpose of classification. For this reason, Bakhshipour et al.

(2018) put forward a method to classify the quality of tea leaves

based on image features. The color and texture features in the

images were extracted, the number of features was reduced using
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TABLE 2 Summary of computer vision and machine learning in tea harvesting applications.

References Camera Approach Category Performance Number
of

datasets
(original)

Consider
picking
point
(2D/3D)

Yang H. et al.

(2019), Yang et al.

(2021)

- PSO-SVM,

Improved YOLO v3

One bud and one

leaf, one bud and

two leaves, side

shot, top shot

Tea bud detection: Acc

>90%

>5,000 Yes (2D)

Chen and Chen

(2020)

Lumix DC-GF9 and

M3 EOS

Faster R-CNN, FCN Tea buds only Tea bud detection: Pr=

79%, Recall= 90%. Tea

stem segmentation:

mAcc= 84.91%, mIoU

= 70.72%.

4015 Yes (2D)

Xu et al. (2022) Sony HDR-XR350V

and Canon EOS

1200D

YOLO v3,

DenseNet201

Right and wrong tea

buds

Tea bud detection: Acc

= 95.7%, Recall= 94.5%

819 No

Wang T. et al.

(2021)

smartphone Mask R-CNN Tea buds and tea

stems

Segmentation of tea buds

and tea stems: mAcc=

93.95%, Recall= 92.48%.

1400 Yes (2D)

Li Y. et al. (2021) RealSense L515 YOLO v3 Tea buds only Tea bud detection: Pr=

93.1%, Recall= 89.3%.

Picking success rate:

83.18%. Positioning time

per target:24ms.

24087 Yes (3D)

Yan C. et al. (2022) Redmi Note 7pro Improved

DeepLabV3+

Background, single

bud, one leaf, and

two leaves

Segmentation of tea

buds: mIoU= 91.58%.

The accuracy of the three

types of picking

locations: 82.52%,

90.07%, and 84.78%.

1110 Yes (2D)

Chen et al. (2022) Intel RealSense

Depth Camera

D435i

YOLO v3 Damaged and intact

tea buds

Tea bud detection: mAcc

= 71.96%. Picking

success rate: 80%.

1000 Yes (3D)

Yan L. et al. (2022) iPhone Improved

Mask-RCNN

One bud and two

leaves only

Positioning of picking

point: Pr= 94.9, Recall

= 91%.

464 Yes (2D)

-, not available.

Acc, Accuracy; Pr, Precision; mAcc, mean Accuracy; mIoU, mean Intersection-over-Union.

correlation-based feature selection (CFS), and the classification

effects of different machine learning methods were compared. The

experimental results showed a classification accuracy of 96.25%

using artificial neural networks. To reduce the cost of visual

classification, Li L. et al. (2021) used pictures taken by smartphones

and a micro-spectrometer to classify the quality of tea leaves. The

method combined principal component analysis, SVMmodels, and

a mid-level fusion strategy to obtain an accuracy of 94.29% in the

prediction set.

Table 4 summarizes computer vision and machine learning

applications in tea production and processing. It can be seen

from the above discussion and table that there are few pieces

of research on tea wilt and fermentation and more research on

tea sorting. Currently, tea production and processing research is

mainly focused on black tea. Most of the methods used are TML,

probably due to the small number of classifications involved in the

tea production process (In general, no more than ten categories).

Most research in this area uses RGB cameras to capture image data,

which can only extract two-dimensional physical features such as

color, texture, and size. Few applications using deep cameras have

been found for the tea production process. In the future, as DL

models continue to become lighter and the price of depth cameras

decreases, computer vision will be more widely used in the tea

industry.

4.4. Other applications

In order to achieve automatic driving in tea plantations and

monitor the growth status of tea trees, Lin and Chen (2019) and

Lin et al. (2021) used semantic segmentation algorithms to extract

navigation routes for tea trees planted by row. The whole system

used two cameras in total, one of which implements the intelligent

guidance of the riding tea picker. The other camera took real-time

images of the tea tree canopy during themovement of the tea picker

and performed segmentation, and finally calculated the canopy

coverage to measure the tea tree growth status. The method had

an average deviation angle of 5.92◦ from the guidance line in the

navigation experiment, and the average horizontal displacement

was 12.17 cm. After completing the drive, it could output a map

of the growth status of the tea trees across the tea plantation and

the average growth value. The method uses the tea tree crown split
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TABLE 3 Summary of the application of computer vision and machine learning for tea disease control.

References Camera Approach Category Performance Number of
datasets
(original)

Consider
disease
severity

Hu and Fang (2022) Mi 8 mobile phone U-net, SinGAN and

MergeModel

Tea leaf bilght, red scab,

brown leaf spot, sooty

mold, white scab and

healthy leaf

Detection of diseased

leaves: Pr= 94%

364 No

Hu et al. (2021a) Canon EOS 80D Retinex, Improved

Faster R-CNN and

VGG16

Mild and severe. Detection of diseased

leaves: Pr= 95.74%.

Severity grading: Acc=

84.5%.

398 Yes

Sun Y. et al. (2019) Digital SLR camera SLIV_SVM Tea anthracnose, tea

brown blight, tea netted

blister blight,

exobasidium vexans

massee and

pestalotiopsis theae

Detection of diseased

leaves: Acc= 98.5%, Pr

= 96.8, Recall= 98.6%.

1,308 No

Sun et al. (2019b) Canon EOS 80D CNN Anthracnose, leaf blight,

blight disease, tea wheel

spot disease, tea white

star disease, tea coal

disease and mechanical

damage

Detection of diseased

leaves: Acc= 93.75.

15,063 No

Chen J. et al. (2019) Cannon PowerShot

G12

VGG16 14 types of tea pests with

symmetrical nature,

homona coffearia,

eterusia aedea,

ceratonoros transiens,

etc.

Detection of pests: Acc=

97.75%.

2,562 No

Chen C. et al.

(2019)

Cannon PowerShot

G12

LeafNet White spot, bird’s eye

spot, red leaf spot, gray

blight, anthracnose,

brown bligh, algal leaf

spot

Detection of diseased

leaves: mAcc= 90.16%

3,810 No

Hu et al. (2021b) Canon EOS 80D U-net and SVM Healthy, mild, moderate

and sever

Severity grading: mAcc

= 83%.

266 Yes

Mukhopadhyay

et al. (2021)

– NSGA-II, PCA and

SVM

Red rust, red Spider,

thrips, helopeltis,

sunlight Scorching

Detection of diseased

leaves: mAcc= 83%.

– No

Hu et al. (2019a) Canon EOS 80D

and DJI phantom

4pro

SVM, C-DCGAN

and VGG16

Tea red scab, red leaf

spot and leaf blight

Detection of diseased

leaves: mAcc= 90%.

120 No

Hu et al. (2019b) Canon EOS 80D CNN Tea leaf blight, bud

blight, and red scab.

Detection of diseased

leaves: mAcc= 92.5%.

108 No

-, not available.

area to reflect the growth status, and there is the problem of tea

trees not sprouting but still being able to obtain high growth values

by the large canopy. Wang et al. (2022) proposed an improved

YOLOv5 algorithm to implement a method to detect the number

of tea buds at the top of the tree canopy. Since the photographed

canopy’s field of view remains unchanged, tea buds’ growth density

can be calculated. In contrast, the germination density can reflect

the growth state of the tea trees more objectively.

Tea is a high-value product. To prevent unscrupulous

merchants from using substandard products and purify the tea

industry’s healthy development, category differentiation of tea

products is especially important. Wu et al. (2018) used the KNN

algorithm to differentiate oolong, green, and black tea. The overall

accuracy of this method was 94.7%, and the average recognition

time per image was 0.0491s. In contrast, Zhang et al. (2018) usedDL

to distinguish the same three tea categories with an overall accuracy

of 98.33%.

5. Challenges of computer vision and
machine learning in the tea industry

With the continuous development of artificial intelligence and

sensor technology, precision agriculture is gradually moving from

an idea to a reality. The combination of computer vision and

machine learning, which can maintain excellent robustness and

accuracy in unstructured environments, has achieved impressive

performance in the tea industry. However, there are still some
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TABLE 4 Summary of the application of computer vision and machine learning in tea production and processing.

Stage Camera Approach Category Performance or
result

Number of
datasets

and
samples

References

Withering Nikon∗ SVM, PCA and

middle-level fusion

strategy

insufficient withering,

moderate withering and

excessive withering

Grading of tea withering:

Acc= 97.5%

–, 120 Wang Y. et al.

(2021)

Canon DS60D SVM - Tea moisture prediction:

RMSE= 4.11%.

138, 138 Liang et al. (2018)

Hikvision

MV-CE200-10UC

Improved BP

neural network

- Tea moisture prediction:

RMSE= 1.149%.

840, 840 Wang et al. (2023)

Fermentation Canon ESO 700D SVM, PCA and

fusion strategy

Preliminary

fermentation,

insufficient

fermentation, moderate

fermentation and

excessive fermentation

Tea fermentation

classification: Acc=

100%.

–, 110 Jin et al. (2020)

5-megapixel

camera∗
TeaNet Underfermented,

fermented and

Overfermented

Tea fermentation

classification: Acc=

100%.

6,000, – Kimutai et al.

(2020)

Sorting JAI-CVM9-CL SVM with PCA CTC1, CTC2, Palampur

and Darjeeling

Light intensity in the

range of 1000-1050lux:

Acc= 100%.

–, – Laddi et al.

(2013a)

Canon EOS kiss ANN with CFS Orange pekoe, flowery

orange pekoe, flowery

broken orange pekoe

and pekoe dust one

Black tea classification:

Acc= 96.25%.

240, 60 Bakhshipour et al.

(2018)

Nikon D5300 Statistical analysis Broken orange pekoe,

golden broken orange

pekoe, choramoni dust

and Pekoe Fannings

Tea granules quality

grades differed

significantly in

characteristics such as

area, perimeter,

circularity,

roundness, feret

diameter.

12, 24 Rahman et al.

(2021)

∗ , No specific model mentioned; -, not available.

CTC, Crushing; ANN, Artificial Neural Network; CFS, Correlation-based Feature Selection; Tearing and Curling.

challenges in existing research, such as the accurate harvesting

and collection of tea buds, the qualification and quantification

of multiple types of diseases, effective evaluation metrics, and

open datasets in the tea industry. The resolution of these issues

is necessary to promote the sustainable development of the

tea industry.

5.1. Accurate picking and collection of tea
buds

The following challenges are mainly faced for the accurate

picking of tea buds. First, for the identification of tea buds, some

studies (Chen and Chen, 2020; Wang T. et al., 2021; Xu et al., 2022)

have focused on the two-dimensional detection of buds and picking

points, while the three-dimensional localization of picking points

has not been studied enough. Although these studies have achieved

good detection accuracy on their datasets, they have failed to carry

out identification experiments in actual situations.

Furthermore, for the picking of tea buds, Li Y. et al. (2021) and

Chen et al. (2022) have adopted RGB-D cameras for 3D positioning

of picking points and picking trials, but they are only limited to

static picking (the tea picker stays still and the mechanical arm

moves for picking), which is not sufficient in terms of efficiency and

quality. The improvement of picking quality and efficiency is very

important if we want to replace manual labor and achieve accurate

picking in the future. Luo et al. (2022) showed that when tea buds

were picked by mechanical cutting, the wound surface was uneven,

oxidation was severe, and the picking quality was inferior tomanual

picking. However, soft-bodied robots have flexibility, perception,

and softness (Wang H. et al., 2018; Su et al., 2022) and are expected

to be an effective method for picking tea buds in the future. For

efficiency improvements, on the one hand, using multiple robotic

arms to work simultaneously and dividing each arm into different

picking areas is a feasible solution. On the other hand, a vision-

based tea picker to achieve dynamic picking (the tea picker runs

forward while the robotic arm moves for picking) is also necessary.

Finally, for the collection of picked tea buds, Li Y. et al. (2021)

and Yang et al. (2021) used a negative pressure absorption method

to complete the task, and this can realize the collection completed at

the same time as the picking action, which ensures the overall work

efficiency. However, this collection device does not have the sorting
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and collection function, and subsequent manual sorting of tea buds

of different grades (single bud tip, one bud and one leaf, and one

bud and two leaves) is required. Some studies (Yang H. et al., 2019;

Yan C. et al., 2022) have been able to achieve the classification of

tea buds in terms of grade on the canopy. However, not much

research has been done on graded harvesting devices. Chen et al.

(2022) mentioned placing the picked tea buds on a belt and using

the forward and reverse rotation of the belt to sort and collect the

damaged and intact tea buds. In the future, belts could be installed

on both sides of the tea-picking machine to achieve the sorting and

collection of different grades of tea leaves by means of conveyance.

Although this method will sacrifice some of the picking efficiency,

this loss of efficiency can be compensated.

5.2. Qualification and quantification of
multiple types of diseases

There are about 130 tea diseases in China alone (Hu et al.,

2019a). Current research has focused on identifying a few common

diseases, which is insufficient to provide an authoritative qualitative

result in practical applications. Data collection for multiple disease

categories and labeling is necessary, but this entails a high cost.

Using data augmentation (geometric changes, GAN) to produce

more images can accomplish the training task using a small amount

of available data. This approach has been utilized in several studies

(Sun et al., 2019b; Hu and Fang, 2022), but it still has some

shortcomings (Lu et al., 2022). Semi-supervised and unsupervised

learning, which require fewer data annotations, may be promising

approaches for multi-class disease identification in the future.

The assessment of disease severity is also critical because it can

guide tea farmers in quantitative treatment. There are few studies

on disease quantification using vision, and the existing studies Hu

et al. (2021a) and Hu et al. (2021b) still use image classification

to make a rough distinction between disease severity and focus

on one type of disease. However, it is essential to calculate the

specific severity of various kinds of diseased leaves in the future

management of tea plantations.

5.3. E�ective evaluation indicators

The evaluation metrics currently are insufficiently adapted to

the specific application. Some studies (Chen J. et al., 2019; Qi et al.,

2021; Zhang et al., 2021) still used only metrics from the computer

domain to evaluate the excellence of the methods, for example, the

mIoU, mAP, and F1 scores. Although these indicators can reflect

the strengths and weaknesses of the algorithm in terms of accuracy,

the readability is poor and not representative. Tea production

manufacturers mainly focus on other indicators of technology,

such as stability, operational efficiency, and input-output ratio.

Therefore, an effective evaluation should be able to precisely reflect

the value of the application situation to attract more capital to

promote the development of technology.

There are also some studies (Li Y. et al., 2021; Chen et al., 2022)

that have used picking success, localization time, and robustness to

measure the feasibility of the method, but do not assign weights

to the involved metrics for application scenarios so that they can

be measured comprehensively. For example, disease identification

needs to consider metrics such as accuracy and speed. On the one

hand, if a high-performance computer is used in the application for

identification, the model’s accuracy should be heavily considered

since the device has a fast inference speed. On the other hand, if

a mobile device is used for recognition, then the inference speed

of the model should be given a high weight. Therefore, effective

evaluation indicators should also be measured comprehensively,

distinguishing between primary and secondary aspects. In the

future, proposing effective evaluation indicators based on specific

applications in agriculture should be sufficient to attract attention.

5.4. Open datasets in the tea industry

Image data acquisition in agriculture needs to take into account

factors such as topography, weather, and crop growth period.

Especially for famous tea, which is harvested for roughly only 15

days (Zhang et al., 2021), the data collection period is short. Due

to the lack of publicly available datasets, most research scholars use

their own collected data to complete the training and validation of

the algorithm.Moreover, some studies (Hu et al., 2019a,b;Wu et al.,

2022) utilized a small amount of image data and did not contain

rich features. It led to a large variation in the results of some studies

and a lack of specific benchmarks.

Unfortunately, there are no specific public datasets on scenarios

such as harvesting of tea buds, diseases of tea leaves, subsequent

production and processing, and navigation in tea plantations.

However, the construction of public datasets based on each

application scenario can help future scholars reduce the cost of

research and facilitate the screening of the best algorithms for

each application scenario. Therefore, the construction of future

open datasets could open up the prospects of computer vision

applications in the tea industry.

6. Conclusion and future perspectives

This paper reviews the applications of computer vision and

machine learning in the tea industry over the past decade. It is not

surprising to find from the collation that many studies have used

DL to solve complex problems in tea harvesting and tea plantation

navigation, as DL has superior performance in target detection and

segmentation. However, the algorithms used in tea plant disease

control and tea processing mainly focus on TML, which may

be because this method has high interpretability and real-time

performance in image classification, which is convenient for feature

selection and extraction. In addition, it can also be found that depth

cameras are not widely used in the tea industry. Only a few cases

focus on tea harvesting and tea plantation navigation, whichmainly

use AIRS cameras with good comprehensive performance.

We have found several challenges from past research that

are sufficient to warrant attention, including accurate tea bud

picking and harvesting, qualification and quantification of multiple

types of diseases, valid evaluation indicators, and open public

datasets. These challenges call for the construction of new tea

harvesting equipment, authoritative disease detection methods,
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comprehensive and representative evaluation indicators, and

public datasets to lay the foundation for future research,

application, and dissemination, and to avoid getting caught in the

obstacles faced by current applications.

At present, simpler and lighter DL networks have become an

important research direction in the field of computers. Meanwhile,

TML plays an irreplaceable role, and the combination of the two

may have a complementary effect in the future. For the picking of

tea buds, it is an unavoidable problem to determine the specific

3D position, and selecting deep cameras is a feasible approach

in the future. Since tea trees are not always planted on flat land,

UAVs have better pervasiveness for monitoring the growth state

than other land-based driving machines. Although most of the

current research uses RGB cameras to achieve visual perception,

in the future, with the increasing popularity of consumer deep

cameras, the spring of the tea industry and precision agriculture

development is coming.
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