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Abstract: Prestressed concrete bridges built between 1960 and 1990 no longer meet today’s require-
ments due to loads and increasing mileage of higher loads that have increased since the bridges
were designed. Prestressed concrete bridges are representative of Germany’s existing bridges. In
order to deal with the large number of ageing bridges, recalculations and measurements for control
as well as bridge monitoring are an important means of support. For both, it is important to find
features that are damage-sensitive as well as robust against measurement noise, vehicle parameters
(dynamics, geometry, weight, etc.) and environmental influences (temperature, wind, etc.). In this
paper, we present features for damage detection based on the influence line, which are investigated
with respect to the above requirements by using the analytical solution of the Euler–Bernoulli beam
and more complex numerical bridge simulations. In this context, we restrict ourselves to the damage
caused by bending stress. The features are calculated on the basis of single vehicle crossings over the
bridge for the strain in the longitudinal direction as well as for the deflection of the bridge at different
sensor positions. The ratio-based features are compared with raw data and natural frequencies in a
classification. Additionally, the sensor positioning is considered. The investigations shows that the
ratio-based integrated influence lines are equivalent to or better than the modal parameters, especially
when noise and temperature changes are taken into account.

Keywords: structural health monitoring; anomaly detection; bridge monitoring features; influence
line; influence line-based features

1. Introduction

Bridges are an important part of a country’s infrastructure [1]. Most bridges in
Germany were built between the mid-1960s and the mid-1980s [2]. During this time,
prestressed concrete bridges were primarily built. A total of 70 % of the existing bridges
are prestressed concrete bridges. In recent years, this type of bridge has been found to be
in a state of sudden, chronic failure. Examples include the Salzbachtal bridge of the A66
motorway, which was closed due to a support failure [3,4] and the Rahmede bridge of the
A45 motorway, which was closed due to structural damage [5,6]. Both bridges have to be
rebuilt and will be out of operation for years. The failure of bridges results in very high
costs [3]. In the near future, many bridges will have to be replaced [7]. The reason for this
involves the current loads for which the bridges were not designed [6]. This is because
the mileage and the permitted vehicle load have increased since their initial planning.
For this reason, bridge monitoring plays an important role in supporting the maintenance
of the bridges.

In this work, we only consider damage caused by bending stress because this is one
of the more common damage types. Therefore, we analyse features for bridge-condition
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assessment based on the influence line where the vehicle parameters, such as the number
of axles, the load, and the speed, are unknown. The influence line is the characteristic
strain, curvature, or displacement signal at a fixed reference point that results for a single
load moving over the structure. We examine the displacement and the curvature as
well as the strain influence line. On real structures, for example, a radar device can
be used to measure the displacement [8]. The advantage of radar devices is that they
are mobile and can measure without contact. Thus, radar devices can measure several
bridges without much installation effort. A radar measures the displacement in line of
sight [8,9]. The displacement in line of sight needs to be transformed into deflection of
the bridge [9]. Refs. [8,9] used corner reflectors mounted under the bridge where the
displacement is measured.

Alternatively, strain gauges or long-/short-fibre Bragg grating sensors (FBG) can
measure the strain. The features we have studied are calculated based on measured single
vehicle crossings. We define a single crossing as a crossing of just one vehicle over the
bridge. The extraction of single crossings from a measured signal can be done with specially
developed algorithms such as the dynamic time warping [10] algorithm or with specially
trained convolutional neural networks [11].

1.1. Related Work and Open Questions

In this section, we give an overview of the related work on features based on influence
lines that are meant to detect bending damage in bridges. Mostly, features based on
the modal parameters are used for condition assessment of bridges [12]. These are the
damping, the natural frequency, and the modes or the derivatives of the modes (curvature
modes). The disadvantages of the modal parameters are that they are not damage-sensitive
enough to environmental influences and also that they do not take nonlinear behaviour into
account [13,14]. In addition, when determining the curvature modes during the derivation,
the influence of noise is amplified, so that the calculated curvature mode is unusable.
For the determination of the modes, a dense sensor network is also required. The sensors
usually have to be permanently installed for this purpose.

In contrast to the modal parameters as features for the condition assessment which are
mostly calculated from crossing collectives, features based on single vehicle crossings can
also be extracted. For example, features based on the influence line have been investigated
more recently. The measured strain signal or displacement signal at a fixed sensor position
is composed of several shifted, superpositioned influence lines for a crossing of a vehicle
with several axles. For the reconstruction of the strain and displacement signal by influence
line, as many shifted and weighted influence lines are required as the vehicle has axles.
The amplitude of the individual influence lines is adapted to the axle load. Normally, the
influence lines for individual structures are determined by using the analytical bending
beam based on the Euler–Bernoulli theory [15]. Because of the relationship ε = −w′′·z
between strain ε and curvature w′′, the strain ε is assumed to be proportional to the
curvature w′′ with a constant z [16]. Therefore, we treat the strain and curvature as the
same information. Features based on the curvature influence line or strain influence
line are, for example, features that describe the influence line [17]: change of influence
line, Girder distribution factor, and dynamic amplification factor. With the three features
mentioned, the change of the features over time to the undamaged state (reference state) is
measured. A deviation from the reference state is used for damage detection. However, the
disadvantages of these features are that the correct influence line must first be calculated
for the bridge to be examined, and that these features depend strongly on the temperature
as well as on the vehicle parameters (axle load, number of axles, spring stiffness) and the
lane deviation.

Then there are three features based on the fibre Bragg grating (FBG) sensors. This type
of sensor reflect the strains of the bridge in the longitudinal direction at several points.
We use the notation that [18] uses for the features. The first feature uses the maximum of
the influence lines within each gauges and is called the macrostrain influence line response
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envelope (MIE) [18,19]. The second features are the integrals of the macrostrain influence
line response (IMIL) [18,20,21], and the second-order difference of macrostrain influence
line response (SODM) corresponds to the third feature [18,22]. The advantage of all three
features is that they do not require a reference state to detect damage and that with all three
it is possible to localise the damage. In case of damage, this is noticeable as discontinuity in
the feature. The mentioned features have the disadvantage that they require a very dense
sensor network and the application has so far been investigated on strains from simple
bending beam simulations by using the FEM [18]. Due to the required sensor type for this
feature [18], this feature is not always feasible.

Two further features based on the strain of single vehicles crossings are the max/min
ratio and the ratio of the integral of the positive part to the integral of the negative part
within a signal [23]. However, these features are limited to two-span bridges with continu-
ous girders.

There are few studied features based on the displacement influence line. The features’
change in the displacement influence lines (CDIL), change in the rotation of displacement
influence lines (CRDIL), as well as the change in the curvature of displacement influence
lines (CCDIL) compare the influence line between the current state and the reference
state [24]. Discontinuities in the difference over the crossing duration indicate damage.
CDIL is not damage-sensitive, and CRDIL/CCDIL use derivatives, which should become
unusable when dynamics or noise occur. In addition, investigations of the features have
so far been limited to FEM bending beam simulations and laboratory measurements. The
features also have the disadvantage that they require exactly the same vehicle for the
creation of the reference state and for the state to be inspected later. There is generally a
need for research on features based on the influence line and especially on features based
on the displacement influence line. The Grey relational coefficient (GRC) method in [25] is
comparable to CCDIL and has the same requirements and disadvantages. GRC uses the
second-order derivative of the displacement influence line. The feature displacement-based
index (DBI) requires also a reference state, which does not have to be from the same vehicle,
but DBI needs many displacement sensors along the beam [26].

Recent work investigates features that use the ratio of signals at different positions [27–29].
The advantage with these features is that the load, as well as the speed, of the vehicle is reduced,
and thus the vehicle parameters are not needed for damage assessment. While [29] performs a
principal component analysis after the calculation, [27,28] do without a principal component
analysis and use the features directly for condition assessment. In [28,29], static vehicle crossings
over beams/bridges were investigated.

In this paper, we first introduce the new features based on the influence line, make
basic statements about the detectability of damage and consider sensor positioning in
the stepped Euler–Bernoulli beam. The stepped Euler–Bernoulli beam is introduced in
Section 1.2. Then, we introduce the features based on the influence line in Section 2. On the
stepped Euler–Bernoulli beam we compare in Section 2.1 the changes in influence line
between damaged and undamaged beam with the changes in natural frequencies and
modes. The integral-based features are investigated in Section 2.2. In Section 3, we compare
features based on the influence line from finite-element method (FEM) simulations in
a classification that also takes the influence of temperature into account. Compared to
most studies in the literature, we consider the dynamics of the vehicles and the bridge
in our simulations. The vehicle parameters are varied from crossing to crossing, and we
investigate the robustness against noise as well as an optimal sensor positioning.

1.2. Stepped Euler–Bernoulli Beam

In the analytical investigation in Sections 2.1 and 2.2, we use the stepped Euler–
Bernoulli beam. We modelled the stepped Euler–Bernoulli beam according to [30] based
on the Euler–Bernoulli theory. Our resulting Matlab implementation of the stepped Euler–
Bernoulli beam can be found in [31]. In this work, we always consider a two-span beam as
shown in Figure 1 which has the length L. A continuous beam is statically indeterminate,
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and its behaviour is closer to that of real structures than a single-span beam. In this work,
the middle support bm is always in the middle of the beam (bm = 1

2 L).
Singularity functions can be used to change the bending stiffness EI in the beam,

where E is the elastic modulus and I is the second moment of area. In the ranges 0 < x < b1
and b2 < x < L, the bending stiffness (EI)1 is applied. By changing the bending stiffness
(EI)2 between b1 and b2, damage can be modelled. We express the damage with

∆EI =
(EI)1 − (EI)2

(EI)1
. (1)

For a damage, (EI)1 > (EI)2 must hold. The middle damage position is expressed with

b12,mid =
b1 + b2

2
(2)

and the damage width with
b12,wid = b2 − b1. (3)

𝑑𝐹

𝐹𝐸𝐼 1

𝐸𝐼 2

𝑥

𝑏2

𝐿

𝑏m

𝑏1

𝑥ref

Figure 1. Structure of the analytical Euler–Bernoulli beam.

The load F is applied at the position dF. The influence line is calculated as the resulting
course of displacement w or curvature w′′ at a fixed reference point x = xref, while the load
F moves across the beam from x = 0 to x = L. The displacement w at the location x = xref
over all positions of the load 0 ≤ dF ≤ L is called the displacement influence line

ηw(x = xref, dF). (4)

Similarly, the curvature influence line

ηw′′(x = xref, dF) (5)

is defined for the curvature w′′. Thus, the influence lines are a simplification of the temporal
course of the displacement and the curvature at the sensor during a vehicle crossing under
neglect of the additionally occurring dynamic. In the following, we use the variable η for
simplification if we mean the curvature influence line ηw′′ and the displacement influence
line ηw equally.

Figure 2a shows an example of the curvature influence line ηw′′ , and Figure 2b shows
the displacement influence line ηw for the reference point xref = 3

10 L. The damage for
the damaged case is at ∆EI = 20 %. The damage midpoint is at b12,mid = 1

4 L, and the
damage width is b12,wid = 1

10 L. The load is F = 1(EI)1. The influence line consists of
nsamples = 101 samples.
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undamaged
damaged

(a)

undamaged
damaged

(b)

Figure 2. Example influence lines with reference point xref =
3

10 L for the undamaged and damaged
bending beam. Change in bending stiffness is at ∆EI = 20 % between b1 = 2

10 L and b2 = 3
10 L.

(a) Curvature influence line at xref =
3

10 L. (b) Displacement influence line at xref =
3
10 L.

We simulate the bridge in a simplified way with the analytical Euler–Bernoulli bending
beam. In reality, the material properties of the bridge are not homogeneous. In addition, the
prestressing of the bridge is left out. The moving load F is applied statically. This neglects
the dynamics of the vehicles and the bridge. Furthermore, the lane deviation of the vehicle
is not taken into account for the bending beam.

In the next section, we present selected features based on the influence line.

2. Features Based on Influence Line

In this section, we present the features to be investigated, which have already been
considered in [28] on the stepped Euler–Bernoulli bending beam in a damage classification.

By forming the ratio from features based on the influence line at different positions,
invariance to the load F and the velocity can be achieved [27–29]. In the following, seven
ratio-based features are presented, which are calculated from signals at two different
positions. The first five features are M features, which are composed of two individual
values. The M features can only be applied to the full extent to influence lines of two-span
continuous beams.

Refs. [28,29] use the ratio of maximum value to maximum value between two influence
lines of the same crossing at different reference points xref,i and xref,j

Mmax,max(ηi, ηj) =
max η(xref,i, dF)

max η(xref,j, dF)

=
η(xref,i, ∆dF·nmax,xi )

η(xref,j, ∆dF·nmax,xj)
,

(6)

where nmax,xi and nmax,xj , respectively, are the sample numbers at which the influence lines
ηi and ηj reach their maxima.

The second M feature variant

Mmax,min(ηi, ηj) =
max η(xref,i, dF)

min η(xref,j, dF)

=
η(xref,i, ∆dF·nmax,xi )

η(xref,j, ∆dF·nmin,xj)

(7)

gives the ratio between maximum value of the influence line in reference point xref,i and
minimum value of the influence line in reference point xref,j, where nmin,xj is the sample
number at which influence line ηj has its minimum [27,28].

The third feature is the ratio between the signal ηi and the signal ηj at the time
∆dF·nmax,xi

Mmax,idx(ηi, ηj) =
η(xref,i, ∆dF·nmax,xi )

η(xref,j, ∆dF·nmax,xi )
, (8)
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where the time ∆dF·nmax,xi , is the time at which the signal i has its maximum [27,28].
The fourth M feature variant

Mmin,idx(ηi, ηj) =
η(xref,i, ∆dF·nmin,xi )

η(xref,j, ∆dF·nmin,xi )
(9)

is the ratio between the signal i and the signal j at time ∆dF·nmin,xi , where the time
∆dF·nmin,xi corresponds to the time at which the signal i has its minimum [27,28].

The last M feature variant is the ratio of the minimum value of the influence line
at reference point xref,i, and the minimum value of the influence line at reference point
xref,j [28]

Mmin,min(ηi, ηj) =
min η(xref,i, dF)

min η(xref,j, dF)

=
η(xref,i, ∆dF·nmin,xi )

η(xref,j, ∆dF·nmin,xj)
.

(10)

The R features and extensions of the R feature were the best features in the comparison
in [28]. When considering the R feature, all available samples, and thus all available
information, are used. The R feature is slightly modified to [28] by omitting the magnitude
of the influence line. The feature

R(ηi, ηj) =
A(η(xref,i, dF))

A(η(xref,j, dF))
=

∫ L
0 η(xref,i, dF)ddF∫ L
0 η(xref,j, dF)ddF

≈ ∑
nsamples
k=0 η(xref,i, ∆dF·k)

∑
nsamples
l=0 η(xref,j, ∆dF·l)

(11)

is calculated from the quotient of the integrated influence line A(η(xref,i, dF)) at refer-
ence point i and the integrated influence line A(η(xref,j, dF)) at reference point j [28,29].
The value of the R feature is constant for different loads F, because the load F is reduced
during the quotient formation. If damage occurs, the R value for the damaged beam
deviates from the R value for the undamaged beam. The advantage of the R feature is that
the integral suppresses possible measurement noise.

The dimension of the R feature can be extended by dividing the time signal into nsec
sections and forming the quotient between the individual sections [28]

Rnsec(ηi, ηj) ≈

∑
1nsamples/nsec

k=1 |η(xref,i, ∆dF·k)|

∑
1nsamples/nsec

l=1 |η(xref,j, ∆dF·l)|

∑
2nsamples/nsec

k=1nsamples/nsec+1 |η(xref,i, ∆dF·k)|

∑
2nsamples/nsec

l=1nsamples/nsec+1 |η(xref,j, ∆dF·l)|
· · ·

∑
nsamples

k=(nsec−1)nsamples/nsec+1 |η(xref,i, ∆dF·k)|

∑
nsamples

l=(nsec−1)nsamples/nsec+1 |η(xref,j, ∆dF·l)|

.

(12)

In the next two sections, we motivate the use of features based on the influence line
and present a basic investigation of detectability and sensor positioning.

2.1. Motivation for Features Based on Influence Line

Based on the stepped Euler–Bernoulli beam, we want to make a first estimation of the
potential of features based on the influence line for damage detection. For a better evaluation,
we compare the influence line with modal parameters in the following. The modal parameters
describe the vibration behaviour of a structure and are mostly used for the assessment [13].
We follow [30] in calculating the modal parameters using the stepped Euler–Bernoulli beam.
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These features are determined based on a time window in which several crossings have taken
place, using mainly accelerometers. The modal parameters include

• the natural frequency f ,
• the modes φ (displacement), and
• the curvature modes φ′′ (curvature of the modes).

For the calculation of the modal parameters we discretise the beam with nel = 1000 ele-
ments. The nodes are located between the elements. Thus, the beam consists of nel + 1 nodes.
The displacement is determined at the nodes. The damage width is always b12,wid = 1

20 L.
We consider 191 damage positions where the centre of damage moves from b12,mid/2 to
L− b12,mid/2. The bending stiffness change is always ∆EI = 0.02 %, where the elastic modu-
lus E is changed. The second moment of area I remains constant so that the cross-section in the
beam remains constant, and thus no change in mass takes place. The density is ρ = 1 kg/m3.
The damage chosen here is very small and would probably be covered by the noise and
environmental influences in a real measurement environment. We only want to allow a
relative assessment of the curvature influence line and displacement influence line here and
assume that the relative comparison is maintained for higher damage scenarios.

First, we consider the changes in the modal parameters. Figure 3 summarises the
results for the modal parameters. The first three modes (φ1, φ2 and φ3) are shown in
Figure 3a for the undamaged case. Here, the amplitude φ is plotted along the longitudinal
beam direction x. The modes are mass normalised. In Figure 3b–d, the relative difference
is plotted as a function of the damage location b12,mid. The relative difference of the hth
natural frequency δ f ,h is calculated with

δ f ,h =
fd,h − fu,h

fu,h
, (13)

where fu,h is the hth natural frequency for the undamaged case and fd,h is the hth natural
frequency for the damaged case. The largest relative difference δ f ,h for a selected natural
frequency can be expected at the location where the damage location b12,mid is close to
the largest magnitude deflection of the associated mode φh. For example, the first mode
φ1 in Figure 3a has its absolute maximum in 1

4 L and 3
4 L. This means that damage close

to both points leads to a larger relative difference δ f ,h. For the first natural frequency, the
relative difference δ f ,1 can go up to −0.1011 % in Figure 3b for damage in b12,mid = 1

4 L.
However, this also means that damage in the nodal points of the amplitude of the mode
(zeros in φ) will remain undetected. For example, damage at the both outer supports
remains undetected, since none of the first three modes has a large deflection here. This also
applies to the modes φh and curvature modes φ′′h . The largest relative difference δ f ,2 in
Figure 3b for the second natural frequency can be up to −0.1658 % in b12,mid = 1

2 L. For the
third natural frequency, the relative difference δ f ,3 in Figure 3b can go up to −0.0987 % at
damage points b12,mid = 1

8 L, b12,mid = 3
8 L, b12,mid = 5

8 L and b12,mid = 7
8 L.

Since the modes for the damaged case are qualitatively the same as the modes for
the undamaged case, the integral of the mode changes and curvature mode changes are
compared. Furthermore, the modes with odd index, such as φ1 and φ3 in Figure 3a, are
rotationally symmetric in the middle support (bm = 1

2 L). Therefore, the absolute values are
used. The relative integral difference of the hth mode φ is calculated with

δφ,h =
∑nel+1

k=1

∣∣∣φd,h,k −φu,h,k

∣∣∣
∑nel+1

k=1

∣∣∣φu,h,k

∣∣∣ , (14)

where φu,h,k is the kth node of the hth mode for the undamaged case and φd,h,k is the kth
of the hth mode for the damaged case. The maximum relative integral difference for the
first mode δφ,1 is 0.1824 % in Figure 3c, for the second mode δφ,2 0.2130 % and for the third



Infrastructures 2023, 8, 72 8 of 32

mode 0.4122 %. With the modes, the relative difference compared to the natural frequencies
could be increased.

(a)

R
el

at
iv

e 
di

ffe
re

nc
e 

in
 %

(b)

(c) (d)

Figure 3. Modal parameters and relative difference between damaged and undamaged beams for
different damage positions on the x-axis. (a) Thefirst three modes (displacement) φ1, φ2 and φ3
for the undamaged beam. (b) Relative difference in natural frequencies δ f ,h of the damaged beam
compared to the undamaged beam. (c) Relative difference of the modes δφ,h of the damaged beam
compared to the undamaged beam. (d) Relative difference of the second derivative of the modes
δφ′′ ,h of the damaged beam compared to the undamaged beam.

The hth curvature mode φ′′h is the second derivative of the hth mode φh with respect
to the longitudinal coordinate x. The equation for the relative integral difference of the hth
curvature mode φ′′h is given by

δφ′′ ,h =
∑nel+1

k=1

∣∣∣φ′′d,h,k −φ′′u,h,k

∣∣∣
∑nel+1

k=1

∣∣∣φ′′u,h,k

∣∣∣ , (15)

where φ′′u,h,k is the kth node of the hth curvature mode for the undamaged case and φ′′d,h,k is
the kth of the hth curvature mode for the damaged case. The maximum relative difference
in Figure 3d for the first curvature mode δφ′′ ,1 can go up to 0.3889 %, second curvature
mode δφ′′ ,2 up to 0.4762 % and third curvature mode δφ′′ ,3 up to 0.5661 %. When comparing
the modes φh with the curvature modes φ′′h , it is noticeable that the double derivative can
be used to increase the relative difference between the damaged and undamaged states.

Next, we consider the relative difference for the influence lines η in Figure 4. The in-
fluence line additionally depends on the reference point. Therefore, in Figure 4a,b, besides
the middle damage position b12,mid on the abscissa, the reference point xref is also plotted
on the ordinate. The colouring reflects the relative difference. The integrated absolute
influence line is also used for the influence lines and the course of the undamaged influence
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line corresponds qualitatively to the course of the damaged influence line. The relative
difference of the influence lines

δη =
∑

nsamples
k=1 |ηd(xref, ∆dF·k)− ηu(xref, ∆dF·k)|

∑
nsamples
k=1 |ηu(xref, ∆dF·k)|

(16)

is calculated by using the influence line for the damaged beam ηd(xref, dF) and the un-
damaged beam ηu(xref, dF). The relative difference for the curvature influence line ηw′′ is
given by δηw′′ , and the relative difference for the displacement influence line ηw is given by
δηw . We have set the limits of the colour bar in Figure 4a to the limits of the colour bar in
Figure 4b, as otherwise no evaluation for Figure 4a would be possible for sensor positions
that lie outside the damage position (diagonal).

The largest relative difference for the curvature influence line δηw′′ in Figure 4a is
found in the diagonal. In this case the reference point xref is within the damage position
b1 and b2. The relative difference δw′′ here is between 1.7738 % and 2.0395 %. At reference
point xref ≈ 0.43L and xref ≈ 0.57L, a larger relative difference ηw′′ is detectable for almost
all damage positions b12,mid. Outside the diagonal and outside the middle support, the
relative difference goes up to 0.2642 %. Damage in the middle support (b12,mid = 1/2L) is
noticeable in almost all reference points xref.

The largest relative difference of the displacement influence line δηw in Figure 4b is
in a curved diagonal. The band of the diagonal is wider than for the curvature influence
line, and it is sufficient if the reference point xref is close to the damage location b12,mid.
On the diagonal, the relative difference is between 0.1229 % and 0.3838 %. Between the
diagonal with the high relative difference δw and the middle support x = 1/2L runs a
second diagonal that shows a very low relative difference δw.

A damage near the middle support (b12,mid = 1/2L) is detectable by almost all refer-
ence points xref. Since there is no displacement in the middle support, the relative difference
δw here is zero.
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Figure 4. Relative difference between damaged and undamaged beams for different sensor positions
and damage positions. (a) Relative difference δηw′′ between damaged and undamaged beams for
the curvature influence line ηw′′ . The relative difference is coloured, and the limits are adjusted
to the relative difference for displacement δηw in Figure 4b. In the diagonal there is a maximum
relative difference of 2.0395 %. (b) Relative difference between damaged and undamaged beam for
the displacement influence line.

While the natural frequencies (maximum relative difference δ f is −0.1658 %) can be
determined with a few sensors, this is not true for the natural modes φ and curvature
natural modes φ′′. For the modes φ (maximum relative difference δφ is 0.4122 %) and
curvature eigenmodes φ′′ (maximum relative difference δφ′′ is 0.5661 %), several sensors
are necessary to describe the modes φ and curvature modes φ′′ sufficiently for damage
detection. The highest relative difference can be achieved with the curvature influence
line (maximum relative difference δηw′′ is 2.0395 %). In comparison, the displacement
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influence line achieves a relative difference δηw of 0.3838 %. Thus, it is expected that
features based on the influence line are equally sensitive for damage detection compared
to the modal parameters, but a smaller number of sensors is required. The advantage
for real measurements is that the influence lines do not have to be identified from the
measurement signal. The features based on the influence line can be used on the basis
of the measured unprocessed signals that correspond to superposed influence lines. In
contrast, the modal parameters must first be determined in order to use features based on
the modal parameters, which introduces further uncertainties.

2.2. Features Based on Integrated Influence Line

The R feature in Equation (11) is composed of two integrals A(η(xref,i, dF)) and
A(η(xref,j, dF)) at two different reference points. We examine the integral A(η) in more
detail below. By using the analytical solution for the stepped Euler–Bernoulli beam, the
integral of the displacement influence line A(ηw) can be expressed in simplified form:

A(ηw) = f (xref, L, b1, b2, (EI)1, (EI)2)

= FL4
(

Ãu + Ãd
∆EI

1− ∆EI

)
1

(EI)1
.

(17)

The same type of equation can be achieved for the curvature influence line. The equa-
tion shows that the undamaged component Ãu and the damaged component Ãd

∆EI
1−∆EI are

additive. The damage severity is mainly expressed by ∆EI
1−∆EI . From Equation (17), it can

be seen that when a ratio is formed—for example the R feature—the load F is reduced.
Furthermore, the bending stiffness (EI)1 is reduced. If the bending stiffness is assumed to
depend on the temperature, then the temperature influence is thus reduced.

In Figure 5, the contour for the relative difference of the integral of the curvature
influence line A(ηw′′) and in Figure 6 the contour for the difference of the integral of
the displacement influence line A(ηw) for different damage positions (b12,mid) is shown.
The relative integral difference is calculated with

δA =
Ad(η)− Au(η)

Au(η)
(18)

from the integral of the damaged beam Ad(η) and the integral of the undamaged beam
Au(η). The damage position b12,mid is plotted on the abscissa and the reference point xref
is plotted on the ordinate. The integral difference δA is shown in colour. The minimum
and maximum on the colour scale for the integral difference have been truncated to allow
evaluation. This is because the integral difference for the curvature influence line goes to
infinity in xref =

3
8 L and in xref =

5
8 L. The integral difference of the displacement influence

line goes to infinity in xref =
1
2 L. For better orientation, the area in the contour images

with a change close to 0 % is shown in grey. The grey areas thus indicate combinations
of damage location b12,mid and sensor position xref, which are difficult to detect because
the integral difference in this area is near zero. As the damage width b12,wid increases, the
damage middle b12,mid begins and ends shifted. This unaccounted region is white at the left
and right edges (compare Figure 5b for smallest damage width with Figure 5d for largest
damage width).

A high integral difference can be found when the reference point xref is inside the damage
position (between b1 and b2). The diagonal band in Figure 5 reflects this case. This band is as
wide as the damage width b12,wid (compare Figure 5b→ Figure 6c→ Figure 5d).
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Figure 5. Contour plots for the relative integral difference of the curvature influence line ηw′′ .
The relative integral difference is shown in colour. The damage location b12,mid is plotted on the
abscissa and the reference point xref is plotted on the ordinate. (a) b12,mid = 0.1L and ∆EI = 0.01.
(b) b12,mid = 0.01L and ∆EI = 0.1; (c) b12,mid = 0.1L und ∆EI = 0.1; (d) b12,mid = 0.2L und ∆EI = 0.1.

However, the highest integral difference can be found for reference points near the
positions 3

8 L and 5
8 L. At these reference points, xref—the integral of the curvature influence

line—takes the value zero, since the integral of the influence line to the left of the support
(0 ≤ dF ≤ bm) is equal to the integral to the right of the middle support (bm ≤ dF ≤ L).
As soon as damage occurs, the relative integral difference within the curvature influence
line shifts and damage becomes clearly visible. In xref = 3

8 L or in xref = 5
8 L, damage

can be detected in almost any position (b12,mid). These locations are of great interest when
choosing sensor positioning. Damage in the middle of the beam could be detected by many
reference points, except reference points too close to the outer supports (ends of the beam).
Only reference points close to the outer supports can detect damage located at the outer
supports. In general, it is difficult to detect damage near the outer supports because they are
pinned in this example. There is no moment in pinned supports and therefore no curvature
that can be measured. In reality, in bridges there is no perfect pinned support, so there is a
certain amount of fixed support [17]. In general, the contour (detectable area) does not change
when the damage severity ∆EI changes (compare Figure 5a with Figure 6c). However, as
the damage severity ∆EI increases, the relative integral difference increases. If the damage
width changes, then the contour also changes (compare Figure 5b with Figures 6c and 5d).
Depending on the damage width, there are damage positions that would not be detected by
any reference point except reference points that are within the damage. This range shifts from
b12,mid = 0.37L for damage width 0.01L to b12,mid = 0.30L for damage width 0.4L.

The relative integral difference δA of the displacement influence line goes to infinity
for the reference point xref in the middle support 1

2 L because the displacement in this area
goes to zero. Figure 6 indicates that the displacement influence line reference points near
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the support are very sensitive to damage. However, displacements near supports are small
and thus lead to an unfavourable signal-to-noise ratio (SNR).
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Figure 6. Contour plots for the relative integral difference of the displacement influence line ηw.
The relative integral difference is shown in colour. The damage location b12,mid is plotted on the
abscissa and the reference point xref is plotted on the ordinate. (a) b12,mid = 0.1L and ∆EI = 0.01;
(b) b12,mid = 0.01L and ∆EI = 0.1. (c) b12,mid = 0.1L and ∆EI = 0.1. (d) b12,mid = 0.2L and ∆EI = 0.1.

For the relative integral difference of the displacement influence line, almost all damage
positions b12,mid are best detected by reference points close to the support. Otherwise, it is
true for the relative integral difference of the displacement influence line that damage is
best detected when the reference point is close to the damage location. The reference point
does not necessarily have to lie within the damage location, as it is the case for the curvature
influence line. However, no such high integral difference is noticeable as for the curvature
influence line. Furthermore, if the reference point lies within the damage, the integral
difference is comparatively low. Damage near the middle of the beam in Figure 6 can be
detected by almost all reference points. The contour hardly changes as the damage severity
∆EI increases (see Figure 6a→ Figure 6c). However, the integral difference increases with
increasing damage severity ∆EI. As the damage width b12,wid varies, the contour changes
(Figure 6b–d). However, there are damage positions that cannot be detected by reference
points if the damage width is too small (in the examined examples b12,wid < 0.2L). This
damage position that remains invisible moves from b12,mid = 0.374L for b12,wid = 0.01L to
b12,mid = 0.357L for b12,wid = 0.2L. As the damage width increases, more damage positions
can be better detected from reference points in the same field. Damage positions b12,mid
in the range between 3

10 L and 4
10 L can partly be better detected by reference points in the

right field. These are the places where the diagonal with the high integral difference values
does not pass through as in Figure 5 for the curvature influence line. If the damage b12,mid
is in the right field (b12,mid > 1

2 L) and not directly in the centre of the field or near the
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middle support, the damage will not be detected by a reference point in the left support in
this example.

If the reference point is inside the damage location, the curvature influence line
performs better. Furthermore, the reference point in xref =

3
8 L and in xref =

5
8 L seems to

be well-suited for the curvature influence line as a damage-sensitive reference point by
making any damage visible. For the displacement influence line, a reference point close to
the middle support is suitable to cover all damage positions, whereby the signal-to-noise
ratio (SNR) has to be taken into account here, as the displacement close to the support goes
to zero. While reference points near the outer supports with the displacement influence
line can detect damage up to 1

4 L and beyond as well as in the middle of the beam, reference
points near the support using the curvature influence line can only detect damage if the
reference point is in the damage location.

In this section, we have theoretically investigated the integral of the influence line
(R feature). From this investigation we conclude that not all reference points are suitable
for a condition assessment. Furthermore, we were able to show damage positions where
no change in the integral difference is visible. For condition assessment with the curvature
influence line, reference points must be provided at these positions. With the displacement
influence line, these locations cannot be made visible to any reference point. These locations
remain undetected when forming the R feature.

In the next section, we apply the ratio-based features to FEM simulations and discuss
their suitability for damage detection.

3. Results and Discussion for Ratio-Based Features at FEM Simulations

The R feature has so far only been applied to static simulations in the literature.
In this section, we analyse the R feature based on FEM simulations that take dynamics into
account. In the Section 3.1, we explain the setup of the FEM simulations. In Section 3.2, we
investigate the features in a general damage classification. Here, the classification model
should distinguish between the undamaged state of the bridge (0-0) and two damage
sates (damage class 1-5 and 2-3).This investigation is conducted at a temperature for the
bridge of 20 °C. A major disadvantage of most of the features in the literature is the
dependence on the temperature change and the lane deviation. Therefore, in Section 3.3,
the classification models trained in Section 3.2 are used to classify undamaged bridges at
different temperatures. The classification algorithm does not know the temperature and
vehicle parameters and lane deviation. The evaluation based on the FEM simulations is a
good estimation of the features for a real application.

3.1. Setup of the FEM Simulation

For the numerical investigation, we have chosen the bridge in Dietersdorf near Coburg
of the federal road 303 in Bavaria/Germany in Figure 7a as an example. The FEM model in
Figure 7 was created with the FEM program SOFiSTiK. The bridge is a two-span prestressed
concrete bridge, as can be seen in Figure 7b. The bridge has one lane per direction for both
directions of traffic. The bridge has a total length of 57 m and a width of 13.6 m. Figure 7c shows
that the structure consists of five T-shaped precast concrete beams (girder). The two spans are
connected by the deck, but the girders are not. The bridge consists of shell elements, which have
six degrees of freedom. The asphalt layer was modelled as a separate layer.

We have simulated several vehicle crossings over the bridge. The FEM simulations
include crossings of different vehicle types with different vehicle parameters. We varied the
vehicles’ parameters with regard to speed, number of axles, mass per axle, axle spacing and
thus vehicle length, vehicle width, spring stiffness, and damping of the axles, as well as lane
deviation. These parameters were varied randomly in the individual simulations based on
the normal distribution. In each simulation, the vehicles cross on the southern lane in the
eastbound direction. By lane deviation we mean the deviation from the centre of the lane.
The lane remains constant throughout the crossing on the bridge. A simulation consists of
1000 samples and has the duration of 10 s. The crossing duration goes from 2.34 s for the



Infrastructures 2023, 8, 72 14 of 32

fastest simulated vehicle to 7.96 s for the slowest vehicle. On average, a simulated crossing
takes 4.08 s. The temperature is 20 °C for all simulations. We consider another dataset with
100 crossings at different temperatures for the temperature independence study created in
Section 3.3. We present this data set in Section 3.3.

(a)

(b)

(c)

Figure 7. FEM model of the bridge in Dietersdorf near Coburg in Bavaria. The used FEM programme
is SOFiSTiK. (a) View from above on the example bridge in Dietersdorf on 9 July 2021. (b) Isometric
view of the bridge from below. The girders of the bridge are not connected to each other. (c) Cross-
section of the bridge.

The layout of the bridge in Figure 8 shows the positions of the nodes or elements from
the FEM simulations with the corresponding names. In the following, we refer to a node or
element as a sensor or sensor position. The letters represent the girder in each case.

• SS: South–south girder,
• S: South girder,
• M: Middle girder,
• N: North girder, and
• NN: North–north girder.

At all 70 sensor positions in Figure 8, we took the strain in x direction and the displace-
ment in z direction at the bottom of the webs from the FEM simulation. The strain in the
x direction is the strain in longitudinal direction and the displacement in the z direction
represents the deflection of the bridge. We assume the sensor positions of the displacement
to be constant because there are corner reflectors attached under the example bridge at
which the displacement is measured.
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Figure 8. Bridge floor plan with node and element positions (blue points) of the simulated crossings
for the Dietersdorf bridge and their names. The dotted lines indicate the beams. At the blue points, the
strain in the x direction and the displacement in the z direction is available. The measurement direction
corresponds to the coordinate system in the centre of the picture. The damage locations are marked in red.

Class 0-0 represents the undamaged case. For damage 1–5, we removed elements in
the southern deck between y = −5 m and y = 0 m at x = 0 m above the middle support (in
Figure 8 between S7 and S8) and for damage class 2-3, we removed three elements from the
web in the Western middle of the field in the S girder (in Figure 8 near S4). The removal of
the elements leads for class 1-5 to a change of the first natural frequency by −0.04 Hz, of
the second natural frequency by −0.09 Hz and of the third natural frequency by −0.03 Hz
compared to the undamaged state (00). Damage class 1-5 leads to a change of the first
natural frequency by −0.01 Hz, of the second natural frequency by −0.03 Hz, and of the
third natural frequency by −0.01 Hz compared to the undamaged state (0-0).

We examine the robustness of the features against noise. Therefore, we generate
the noise artificially by adding normally distributed random numbers to the signal [32].
Usually, the signal-to-noise ratio (SNR) is calculated from the ratio between the root mean
square value of the signal and the root mean square value of the noise [33]. We use the
absolute maximum max |s(t)| of the strain or displacement signal. This yields to higher
SNR values. The SNR is determined for all sensor positions for all crossings with

SNR = 20 log
(

max |s(t)|
σN

)
dB, (19)

where s(t) is the signal of the strain or displacement signal, at a sensor position during
the vehicle crossing and σN is the standard deviation of the random numbers. Table 1
summarises the SNR for strain in the x direction and Table 2 for displacement in the z
direction. Three levels of noise are investigated in this study: Without Noise, Noise Level 1,
and Noise Level 2. There are no entries in the column without noise in Tables 1 and 2
because no noise was considered here and thus the SNR is infinite. For the strain in the x
direction in Table 1, random numbers in the column Noise Level 1 with a standard deviation
σN = 1.5 · 10−1 µm/m were added to the signal and in the column Noise Level 2 random
numbers with a standard deviation of σN = 1.5 µm/m were added. Similarly, for the
displacement in the z direction in Table 2 in column Noise Level 1 random numbers with a
standard deviation σN = 9.7 · 10−3 mm were added and in column Noise Level 2 random
numbers with a standard deviation of σN = 9.7 · 10−2 mm were added to the signal.
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Table 1. Table with signal-to-noise ratio for strain in x direction for different elements.

Without Noise Noise Level 1 Noise Level 2

σN = 0 σN = 1.5·10−1 σN = 1.5·10−0

Min Median Max Min Median Max
Element SNR SNR SNR SNR SNR SNR SNR

S1 - 7.5 dB 32.3 dB 41.8 dB −12.5 dB 12.3 dB 21.8 dB
S2 - 13.0 dB 38.7 dB 48.3 dB −7.0 dB 18.7 dB 28.3 dB
S3 - 15.8 dB 41.1 dB 50.3 dB −4.2 dB 21.1 dB 30.3 dB
S4 - 16.2 dB 41.7 dB 50.7 dB −3.8 dB 21.7 dB 30.7 dB
S5 - 15.4 dB 41.2 dB 50.2 dB −4.6 dB 21.2 dB 30.2 dB
S6 - 13.3 dB 39.1 dB 48.2 dB −6.7 dB 19.1 dB 28.2 dB
S7 - 8.4 dB 34.1 dB 44.3 dB −11.6 dB 14.1 dB 24.3 dB

Table 2. Table with signal-to-noise ratio for displacement in the z direction for different nodes.

Without Noise Noise Level 1 Noise Level 2

σN = 0 σN = 9.7·10−3 σN = 9.7·10−2

Min Median Max Min Median Max
Node SNR SNR SNR SNR SNR SNR SNR

S1 - 7.1 dB 32.6 dB 41.5 dB −12.9 dB 12.6 dB 21.5 dB
S2 - 13.0 dB 38.5 dB 47.4 dB −7.0 dB 18.5 dB 27.4 dB
S3 - 15.4 dB 40.9 dB 49.7 dB −4.6 dB 20.9 dB 29.7 dB
S4 - 15.9 dB 41.7 dB 50.4 dB −4.1 dB 21.7 dB 30.4 dB
S5 - 15.3 dB 41.0 dB 49.9 dB −4.7 dB 21.0 dB 29.9 dB
S6 - 12.9 dB 38.4 dB 47.5 dB −7.1 dB 18.4 dB 27.5 dB
S7 - 7.1 dB 32.7 dB 41.8 dB −12.9 dB 12.7 dB 21.8 dB

In Tables 1 and 2, respectively, we give the smallest SNR (min) and the largest SNR
(max) as well as the median SNR (median). The smallest SNR (min) results from the
crossing for the lightest vehicle and the largest SNR (max) from the crossing for the heaviest
vehicle. The median SNR (median) results from the vehicle that represents the median value
in the weight distribution of the simulated vehicles. For Noise Level 2, the smallest SNR is
negative. This means that here the standard deviation of the noise σN is greater than the
absolute maximum of the signal. Such a signal makes damage detection difficult. The tables
show that the SNR depends on the position. The SNR is smaller for positions close to the
support (S1 and S7) than for positions in the middle of the field (S3, S4, and S5). We have
only calculated the SNR for the undamaged case. From the large difference between the
highest SNR and the smallest SNR, the wide range of the weight of the simulated vehicles
can be concluded. The range of vehicle weight used in the simulations lies between 0.8 t
and 51.7 t. The difference between the largest SNR and the smallest SNR is about the same
for the strain in the x direction in Table 1 as for the displacement in the z direction in Table 2.
This results from the linear relationship between the load and the strain or displacement.
The SNR was chosen so that the same value results for sensor point S4 for strain in x in
direction, as well as for displacement in z direction. We did not filter the data after adding
the noise, except for the M feature.

The selected sample in Figure 9 represents the crossing of the vehicle whose weight
corresponds to the median value in the weight distribution of all simulated vehicles.
This selected crossing represents the median in Tables 1 and 2 for the SNR. The selected
vehicle in Figure 9 corresponds to an articulated truck with a total of four axles. The vehicle
in the example has a weight of 17.7 t, a length of 16.3 m, and a vehicle width of 2.16 m.
The vehicle crosses the bridge at a speed of 55 km/h.
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Figure 9. Exemplary crossing with the first 5 s for different noise levels. The selected crossing
represents the median with 17.7 t. This means that half of the simulated crossings have worse SNR
and half of the simulated crossings have greater SNR. (a) Strain in x direction for sensor position S4.
(b) Displacement in z direction for sensor position S4.

The presented features from Section 2 are applied here to the FEM simulations. In ad-
dition to the features presented in Section 2, we consider the feature "raw" data and the
natural frequencies f of the decay process. The raw feature denotes the complete unpro-
cessed time series of the signal at a sensor position. Since the crossing duration varies
from crossing to crossing in the simulations, the signal for the raw feature is interpolated
with 400 samples per crossing. This step is necessary for the classification algorithm, as
it requires a constant length of the input signal for each crossing. For the feature natural
frequencies f , we take the first four natural frequencies from the decay of the bridge after
the vehicle has left the bridge. The raw features and the first four natural frequencies f
shall serve as reference.

Before calculating the M features, we filtered the strain signal and the displacement
signal after adding the noise with a low-pass filter with a cutoff frequency below the first
natural frequency of the bridge. This is an acausal finite impulse response (FIR) filter with
order 20 and a cutoff frequency of 0.3 Hz. The low-pass filtering reduces the influence of
noise and dynamics. This improves the accuracy up to 20 percentage points for the M
features. However, filtering for the raw feature would worsen the classification results.
The R features barely change the accuracy after filtering.

For the evaluation of the features, we have chosen the metric

accuracy =
number of correct classified damages based on crossing

total number of crossings
. (20)

An accuracy of 100 % is a “perfect” classification, which means that the classification
model has correctly classified the whole test dataset. An accuracy of 33.3 % means that the
classification model makes a random classification. For a comparison of the features based
on the damage classification, we consider an accuracy ≥ 95 % as a very good classification
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and an accuracy ≥ 85 % as a usable classification. An unusable classification is thus an
accuracy under 85 %. The general damage classification in Section 3.2 and the investigation
on the influence of the temperature deviation in Section 3.3 are formulated as classification
problems. Thus, the problem at hand corresponds to supervised learning. In Section 3.2
and in Section 3.3 we use bagged tree algorithm as the classification algorithm [34]. Pre-
liminary investigations have shown that with the bagged tree classification algorithm all
features perform well. In particular, the raw feature benefits from the use of the bagged
tree classification algorithm. For M and R features, other classification algorithms are
suitable, such as K-nearest neighbor, naïve Bayes or support vector machine. We create a
separate classification model for all features and all sensor pairs as well as all noise levels.
In addition, we generate a model for each feature and each noise level by using all sensors
or all-sensor pairs. A sensor pair consists of two sensors. This results in 2415 sensor pair
combinations per feature. This yields to two sets of 79,728 classification models (one set for
the strain in the x direction and one for the displacement in the z direction).

3.2. General Damage Classification

We trained the bagged tree classifier with 389 crossings per damage class (0-0, 1-5,
2-3) and tested with 100 crossings per damage class. This corresponds approximately to a
training–test ratio of 80 % to 20 % and a total of 1467 simulated crossings.

Table 3 gives the results for the features based on the strain in the x direction and
Table 4 gives the results for the features based on the displacement in the z direction
(deflection of the bridge). Six rows are given for each feature. The first five rows list the
classification models with the sensor pairs that achieved the highest accuracy. The sixth row
shows the result for the use of all available sensors or sensor pairs. The columns contain
the results for the features calculated by using the three noise levels described in Table 1 for
the strain in the x direction and in Table 2 for the displacement in the z direction.

Table 3. Results for the five sensor pairs of each feature with the highest accuracy (Acc.) calculated
based on strain in the x direction. The bottom six rows show the result for using all features. In the
first column, the results for a Without Noise signal are given. The standard deviation of the noise σN

and the corresponding SNR for the noise levels can be taken from Table 1.

Feature Without Noise Noise Level 1 Noise Level 2

Node Acc. Acc.
(Heavy) Node Acc. Acc.

(Heavy) Node Acc. Acc.
(Heavy)

raw S4,S8 99.3 99.3 S4,S7 98.7 98.7 S4,S7 89.0 96.0
SS10,S4 98.7 98.7 SS6,S4 97.7 97.3 S4,S8 88.0 92.7

S4,S9 98.7 98.7 S4,S9 97.0 98.0 S4,M7 79.7 90.0
SS10,M3 98.3 96.7 S4,M6 97.0 98.0 SS5,S4 79.3 88.7

S4,S7 98.3 100.0 S4,M7 97.0 98.0 S4,M6 79.0 91.3
all sensors 89.7 92.0 all sensors 99.0 100.0 all sensors 88.0 98.0

f SS8,NN7 98.3 96.7 M11,NN2 66.3 67.3 NN6,NN12 42.7 44.7
M7,M10 98.0 96.7 M3,M11 66.0 67.3 S14,M14 42.0 42.0
S10,N7 97.7 96.0 S14,NN11 65.3 68.7 S10,S12 41.7 46.0

S11,NN7 97.7 96.7 M11,N3 65.0 67.3 N8,N12 41.7 45.3
S7,M9 97.3 97.3 M11,N11 65.0 71.3 N12,NN8 41.7 43.3

all sensors 98.0 98.0 all sensors 71.3 79.3 all sensors 29.7 29.3

Mmax,idx S4,S10 96.0 96.7 S4,S9 88.3 90.7 S4,M4 69.3 65.3
S4,S11 93.7 96.7 S4,S10 88.0 90.0 SS3,S4 68.3 70.0
S4,S9 93.0 90.7 S4,S11 87.0 92.0 S4,N4 65.3 65.3

S4,M10 90.0 92.7 S4,M10 84.7 89.3 SS4,S4 64.3 64.0
S4,S12 87.7 90.0 S4,S12 81.7 86.7 S4,N3 64.0 68.0

all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 99.0 100.0
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Table 3. Cont.

Feature Without Noise Noise Level 1 Noise Level 2

Node Acc. Acc.
(Heavy) Node Acc. Acc.

(Heavy) Node Acc. Acc.
(Heavy)

Mmax,max M3,M10 91.7 92.0 S3,S10 90.0 92.0 S4,S6 74.3 74.7
S3,S10 89.7 88.7 M3,M10 89.0 90.7 S3,S10 73.3 78.0
S5,S12 85.3 85.3 S4,S6 85.0 82.0 S4,S10 73.3 73.3

SS4,SS9 83.3 77.3 S5,S12 83.7 84.0 SS6,S4 71.3 73.3
S4,S6 83.0 80.0 SS4,SS9 82.0 79.3 S4,S11 70.0 68.7

all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 97.0 100.0

Mmax,min S4,S7 100.0 100.0 S4,S7 100.0 100.0 S4,S7 58.3 66.7
S4,S9 100.0 100.0 S3,S7 98.3 97.3 S3,S7 57.3 64.7
S4,S8 99.7 99.3 S4,S10 97.7 99.3 S7,M7 57.3 60.7
S4,M9 99.7 99.3 S4,S9 97.0 98.0 SS6,M7 57.0 65.3
S4,S10 99.3 100.0 S4,M7 97.0 97.3 SS7,S7 57.0 64.0

all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 92.3 98.7

Mmin,idx SS5,S5 97.3 99.3 SS12,S4 87.0 95.3 SS11,SS13 51.0 56.7
SS12,S4 96.7 95.3 SS11,S4 81.0 94.0 S7,S11 50.3 60.7
SS11,S4 94.3 97.3 SS9,S4 79.0 83.3 SS10,SS13 50.0 61.3
SS13,S4 89.7 94.7 S7,S11 78.0 81.3 SS11,SS14 50.0 53.3
SS4,S4 89.3 95.3 S7,NN12 78.0 79.3 SS11,SS12 49.7 54.7

all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 81.3 96.0

Mmin,min SS5,S5 98.0 99.3 S1,S8 87.3 87.3 M1,M7 55.7 60.7
SS5,S4 91.7 92.7 SS9,S1 84.3 86.0 S8,NN13 53.0 58.0
S1,S8 91.7 87.3 SS8,S1 83.0 86.7 S3,S8 52.7 60.7

SS8,S1 91.3 89.3 S4,S8 79.7 78.7 M7,NN5 52.7 57.3
SS4,S4 90.3 94.0 S4,M9 79.3 78.0 S8,NN6 52.3 58.7

all sensors 100.0 100.0 all sensors 98.0 98.0 all sensors 77.7 87.3

R SS2,S6 100.0 100.0 SS2,S6 100.0 100.0 S4,S9 89.3 97.3
SS3,S7 100.0 100.0 SS3,S7 100.0 100.0 S4,S6 84.0 95.3
SS4,S7 100.0 100.0 S3,S5 100.0 100.0 S3,S8 83.3 90.7
SS5,S7 100.0 100.0 S3,S8 100.0 100.0 S4,S7 81.7 91.3

SS10,S7 100.0 100.0 S3,S9 100.0 100.0 SS4,SS5 81.3 87.3
all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 99.7 100.0

R2 SS2,S6 100.0 100.0 SS2,S6 100.0 100.0 S4,S6 88.3 92.7
S3,S4 100.0 100.0 S3,S5 99.7 99.3 SS4,SS5 86.3 95.3
S3,S5 100.0 100.0 S2,S4 99.3 100.0 SS6,S4 83.7 87.3
S4,S5 100.0 100.0 M2,M4 99.3 100.0 SS3,S6 82.0 90.7
S2,S4 99.7 100.0 SS2,S5 99.0 98.7 SS3,S7 81.7 89.3

all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 99.7 100.0

R4 SS10,S4 100.0 100.0 S4,S7 100.0 100.0 S4,S7 89.7 94.7
SS11,S4 100.0 100.0 S6,M5 100.0 100.0 S3,S7 86.3 87.3
SS12,S3 100.0 100.0 S3,S7 99.3 98.7 SS6,S4 85.0 92.0
SS12,S4 100.0 100.0 S4,S11 99.3 100.0 S4,S6 84.0 90.0
SS13,S3 100.0 100.0 S6,N6 99.3 99.3 S4,M7 83.7 92.0

all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 99.7 100.0

all SS4,SS11 100.0 100.0 SS3,S6 100.0 100.0 S4,S7 95.3 100.0
SS7,S4 100.0 100.0 SS4,S5 100.0 100.0 S4,S8 95.3 100.0

SS10,S4 100.0 100.0 SS9,S4 100.0 100.0 S4,S6 92.7 100.0
SS11,S4 100.0 100.0 SS11,S4 100.0 100.0 S4,S9 92.0 98.7
SS12,S4 100.0 100.0 S3,S6 100.0 100.0 S3,S9 91.7 98.7

all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 100.0 100.0

By using the raw feature in the first six rows as an example based on the strain in the
x direction in Table 3, we explain the structure of the tables. The first five rows contain the
classification models with the five sensor pairs for the raw feature that achieved the highest
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accuracy (Acc.) of the 2415 trained sensor pairs. In the sixth row, all sensors for the raw
feature are used. The best sensor pair (S4,S8) for the raw feature without noise (column
Without Noise) consists of sensors S4 and S8 with an accuracy of 99.3 %. The fifth-highest
accuracy is achieved by the sensor pair (S4,S7) with an accuracy of 98.3 % in the fifth row.
Considering the low noise level in column Noise Level 1, the sensor pair (S4,S7) is the best
feature with an accuracy of 98.7 %. At the highest noise level in column Noise Level 2, the
sensor pair (S4,S7) is again the best sensor pair for the raw feature with an accuracy of
89.0 %. In the last column—Acc. (heavy)—of each noise level, the accuracy for the 50 %
heaviest simulated vehicles of the test data set is given. For Acc. (heavy), it should be noted
that the training data set is the same as for Acc., and therefore light vehicles were also
taken into account during training. The accuracy for the heaviest 50 % vehicles reflects the
SNR range between median and maximum in Tables 1 and 2, respectively. If only the 50 %
heaviest vehicles in the test dataset are considered, the accuracy for the sensor pair (S4,S7)
for Noise Level 2 increases to 96.0 %. This structure for the raw characteristic applies for all
other features. In the last feature row (the last six rows) “all” features were used. In the
first five rows, the best five sensor pairs are given. A sensor pair of the feature all consists
of 820 dimensions. The last line contains the results for all sensor combinations, which
corresponds to training with 69,685 dimensions for one noise level.

3.2.1. Strain in x Direction

First, we consider the results for the features based on strain in the x direction in
Table 3. The raw feature calculated based on the Without Noise signal performs similarly
well as based on the Noise Level 1 signal. With a Without Noise and Noise Level 1 signal, a
very good classification can be achieved with the raw feature. However, the classification
model for all sensors with an accuracy of 89.7 % shows a significantly worse result than
for single sensor pairs. This can be attributed to overfitting, where the classification model
performs poorly on the unknown test dataset. The problem of overfitting is solved as soon
as the noise in Noise Level 1 is taken into account. Here, the classification model with an
accuracy of 99.0 % performs significantly better than the classification model based on the
Without Noise signal. As soon as the noise increases, the accuracy decreases. The highest
accuracy using the raw feature with 89.0 % for Noise Level 2 can be achieved with the
sensor pair (S4,S7), whereas the accuracy for the third best sensor pair (S4,M7) drops to
79.7 %. In order for the classification to provide usable results for Noise Level 2 signals, it
is recommended that one consider only heavy vehicles in the classification (compare the
results in the Acc. (heavy) column). Then the classification results are in the usable range
with (accuracy ≥ 85 %). Thus, the accuracy can be improved by 4.7 to 12.3 percentage
points. For the raw feature, sensor position S4 performs relatively well. The selected five
best sensor pairs consist of sensors that are located in the lane over which the vehicles drive
in the simulation (sensor pairs consist exclusively of sensors in the girders M, S, and SS).

With the feature natural frequencies of the decay f , a very good classification (Acc. ≥ 95 %)
can be achieved only for the Without Noise signals. Here, a sensor close to the support is preferred
for the Western field (NN7, M7, N7, NN7, and S7). As soon as noise is present in the signal, the
accuracy drops sharply, so that the classification models are unusable. For Noise Level 1 the best
sensor pair (M11,NN2) has an accuracy of 66.3 % and for the sensor pair (NN6,NN12) for Noise
Level 2 an accuracy of 42.7 %. Reducing the test dataset to the heaviest 50 % vehicles does not
improve the classification results. For the feature natural frequency f , it is important to have a
sensor in each of the two fields. This can be explained by the fact that both spans of the bridge are
not implemented as continuous beams and rather show the behaviour of two single-span bridges.

As expected, using all of the “all” features (last six rows in Table 3) leads to the best
results. For the Without Noise and Noise Level 1 signals, several sensor pairs lead to a
perfect classification. Moreover, for “all” features the combination with the sensor S4 is
mostly advantageous, whereas for the Without Noise and Noise Level 1 signal SS3, SS4,
and S3 allow a perfect classification. The accuracy for Noise Level 2 is between 91.7 % and
95.3 %. For the fourth-best sensor pair, the accuracy drops by four percentage points. Using
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the heaviest 50 % vehicles and all sensors, a perfect classification (Acc. = 100 %) can be
achieved for Noise Level 2 for the best three sensor pairs.

Four out of five M features based on the strain in the x direction achieve a very
good to perfect classification for the best sensor pair for the Without Noise signal. The
Mmax,min feature performs best for the Without Noise and Noise Level 1 signal. Here, a
perfect classification is possible for the Without Noise and Noise Level 1 signal. Mmax,min
is better than the raw reference feature for the Without Noise and Noise Level 1 signal.
For Noise Level 2, all M features are unusable, because they have an accuracy below 85 %.
Moreover, reducing the test dataset to the heaviest 50 % vehicles does not bring a significant
improvement for the M features. If all sensor pairs are considered for the M features (last
row for the individual M features), then Mmax,idx, Mmax,max and Mmax,min are always better
than all sensors for the raw feature. The strain signal contains mainly positive rather than
negative values for each sensor. Therefore, the features that use the maximum (max in
the feature name) should perform better. For the M feature, improvements can only be
expected if only heavy vehicles are considered already during training.

The best individual features are variations of the R feature. All R feature variations
achieve perfect classification for different sensor pairs based on the Without Noise and
Noise Level 1 signals. All R feature variations can achieve a usable classification based
on the Noise Level 2 signal (accuracy ≥ 85 %). For Noise Level 2 the R and R4 features,
respectively, perform best. With the reduction of the test dataset to the heaviest vehicles, all
R features can increase the accuracy. By using all sensor pairs, the R feature can achieve
almost perfect classification for Noise Level 2.

For M and R features, it can be stated that the best five sensor pairs are mostly
composed of sensors located in the same girder or in the neighbouring girder. Further in-
vestigation shows that sensor pairs consisting of one girder are more independent of lane
deviation. All features (R , M- and raw features as well as “all”), except the natural fre-
quency of the decay f , prefer a combination with sensor S4. Damage 2–3 is located in
vicinity of S4. The damage 1–5 is detected by different sensors.

3.2.2. Displacement in z Direction

Next, we examine the results for the features based on the displacement in the z
direction in Table 4. With the raw feature, a very good classification cannot be performed
already based on the Without Noise signal. When taking all sensors into account, the
accuracy is even worse. The results for the raw feature based on the displacement in the x
direction are partly far below the results for the strain in the z direction, especially when
noise is added. There is also no sensor pair that is represented across all noise levels. While
the sensors SS7, S7, and N7 are preferred on the basis of the Without Noise signal, no
pattern is apparent for Noise Level 1 and Noise Level 2. The reduction of the test dataset to
the 50 % heaviest vehicles (Acc. (heavy)) does not make sense for all sensor pairs for the
Without Noise and Noise Level 1 signal. For Noise Level 2, all sensor pairs for the reduced
test set with the 50 % heaviest vehicles (Acc. (heavy)) get better.

Table 4. Results for the five sensor pairs of each feature with the highest accuracy (Acc.) calculated
based on displacement in the z direction. The bottom six rows show the result for using all features.
In the first column, the results for a Without Noise signal are given. The standard deviation of the
noise σN and the corresponding SNR for the noise levels can be taken from Table 2.

Feature Without Noise Noise Level 1 Noise Level 2

Node Acc. Acc.
(Heavy) Node Acc. Acc.

(Heavy) Node Acc. Acc.
(Heavy)

raw S7,M11 92.7 92.7 S11,M5 73.0 76.0 S5,S11 55.3 64.7
SS7,S7 92.3 90.7 M11,NN1 73.0 72.0 SS10,S11 54.7 61.3
S6,S7 92.3 91.3 SS12,M9 72.3 73.3 SS12,M9 54.7 60.0
S7,N7 92.3 90.0 S4,S11 72.0 71.3 SS3,S11 54.0 59.3
S2,S7 92.0 90.7 S3,S8 71.7 72.7 SS4,S6 54.0 64.0

all sensors 77.0 78.7 all sensors 64.3 66.7 all sensors 47.0 48.0
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Table 4. Cont.

Feature Without Noise Noise Level 1 Noise Level 2

Node Acc. Acc.
(Heavy) Node Acc. Acc.

(Heavy) Node Acc. Acc.
(Heavy)

f M4,M10 95.0 93.3 M11,N11 68.7 71.3 N7,NN8 44.0 44.7
M6,M10 94.7 93.3 S6,N11 68.3 70.0 SS6,M7 43.7 40.0
M2,M8 94.0 93.3 N3,N11 68.0 69.3 SS3,NN8 41.7 44.7

M9,NN4 94.0 92.0 N11,NN3 67.7 74.0 S6,NN9 41.7 41.3
M3,M8 93.7 92.0 S5,N11 66.7 68.7 SS1,NN13 41.3 40.0

all sensors 92.7 90.7 all sensors 76.7 78.0 all sensors 34.3 32.7

Mmax,idx SS14,M8 74.0 73.3 SS13,S5 69.0 69.3 SS11,SS12 50.3 53.3
M13,N5 73.3 74.0 SS11,N2 68.3 73.3 SS11,S5 50.0 56.7
M6,N7 73.0 71.3 SS13,S7 68.3 67.3 SS12,S7 49.0 54.7
S1,N1 72.7 74.0 SS9,M7 67.7 66.0 SS10,SS13 48.3 50.0
S7,N5 72.7 71.3 SS10,M7 67.7 66.7 SS11,SS13 48.3 50.0

all sensors 87.7 82.0 all sensors 73.3 72.0 all sensors 61.7 71.3

Mmax,max M9,N14 75.7 72.7 M9,NN12 69.3 72.0 SS8,SS9 49.0 48.0
S3,NN1 73.7 70.0 SS5,S10 69.0 76.0 SS11,SS13 49.0 50.7
S10,M14 73.3 76.0 M9,NN6 69.0 71.3 SS10,SS14 47.7 50.7

M10,NN1 73.3 74.0 M10,NN12 69.0 68.0 SS10,SS12 46.0 52.0
N8,NN13 73.3 72.7 SS11,NN5 68.7 70.0 S11,M14 45.7 46.7
all sensors 86.7 84.7 all sensors 75.3 75.3 all sensors 56.0 64.7

Mmax,min SS7,S3 75.7 75.3 SS9,S4 72.3 72.0 SS11,S7 52.0 58.0
SS12,S4 73.7 74.7 S9,N13 72.3 73.3 S5,S11 52.0 61.3

SS10,NN2 73.3 76.0 S12,M7 72.3 70.0 S5,M12 51.7 55.3
SS13,M4 73.3 72.0 SS10,M8 72.0 71.3 S10,N5 51.7 56.0
S11,N4 73.3 68.7 SS11,S3 72.0 75.3 SS11,S8 51.0 60.0

all sensors 98.3 98.0 all sensors 89.7 92.7 all sensors 59.7 68.7

Mmin,idx SS4,SS9 75.0 77.3 S7,S8 71.0 72.0 SS5,S9 48.0 51.3
SS3,SS8 74.7 69.3 SS2,S11 70.7 69.3 SS13,S6 48.0 51.3
SS4,S8 74.0 74.0 SS1,SS10 70.3 68.7 SS6,SS10 47.7 52.0

SS5,SS8 74.0 72.7 S6,S11 70.0 73.3 S6,S11 47.3 48.7
SS4,SS8 73.7 71.3 M7,M9 70.0 71.3 S7,S11 46.7 46.7

all sensors 96.7 94.7 all sensors 92.7 92.7 all sensors 73.3 80.7

Mmin,min S7,S14 92.3 93.3 S2,S9 84.3 82.7 S4,S9 53.3 56.0
M2,M9 90.3 90.7 M2,M9 83.3 86.7 S4,S11 51.3 54.7
M1,M9 88.7 90.7 M3,M10 83.0 84.0 S3,S8 50.3 59.3

M7,M14 87.7 89.3 S3,S10 79.3 79.3 S3,S11 50.0 56.0
M3,M10 86.7 88.0 M1,M8 78.0 81.3 S4,S10 50.0 54.7

all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 83.7 90.7

R S2,S3 100.0 100.0 S4,S6 98.7 100.0 SS4,SS5 70.0 70.7
S2,S4 100.0 100.0 S3,S6 96.3 98.7 SS10,SS12 69.7 73.3
S3,S5 100.0 100.0 S4,S7 95.7 99.3 SS3,SS5 68.3 71.3
S3,S6 100.0 100.0 S4,S8 95.3 97.3 SS10,SS11 66.7 70.7
S3,S7 100.0 100.0 S3,S8 92.7 92.7 S10,S11 65.7 70.0

all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 90.3 98.0

R2 S2,S3 100.0 100.0 S3,S6 96.7 97.3 SS4,SS5 73.0 77.3
S3,S5 100.0 100.0 S3,S5 95.0 98.7 SS10,SS12 66.3 64.0
S4,S5 100.0 100.0 S4,S6 94.0 94.7 SS10,SS11 65.7 66.0
S4,S7 100.0 100.0 S2,S4 93.3 95.3 S10,S11 65.0 68.0
S3,S6 99.7 100.0 S4,S7 93.3 95.3 SS3,SS5 63.7 65.3

all sensors 100.0 100.0 all sensors 99.3 100.0 all sensors 80.3 89.3

R4 S4,S5 97.7 96.7 S4,S6 92.3 91.3 SS4,SS5 71.3 80.7
S4,S6 97.3 96.0 S4,S7 92.0 95.3 SS3,SS4 64.3 62.0
S4,S7 95.0 91.3 S4,S5 91.7 93.3 SS10,SS13 64.3 65.3

SS5,SS6 94.0 91.3 S3,S6 89.0 84.0 SS10,SS12 64.0 70.0
SS4,SS7 93.7 91.3 SS4,SS5 88.7 84.0 SS10,SS11 63.0 68.0

all sensors 99.3 100.0 all sensors 99.0 98.7 all sensors 72.7 80.7
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Table 4. Cont.

Feature Without Noise Noise Level 1 Noise Level 2

Node Acc. Acc.
(Heavy) Node Acc. Acc.

(Heavy) Node Acc. Acc.
(Heavy)

all SS7,SS12 99.7 100.0 S4,S12 99.3 99.3 S4,S10 78.7 96.7
S4,S6 99.7 100.0 S4,S10 99.0 100.0 S4,S12 74.0 88.0
S4,S7 99.7 100.0 S4,S11 99.0 99.3 SS4,SS5 73.7 82.0
S4,S11 99.7 99.3 S4,S5 98.7 99.3 S4,S11 73.3 89.3

SS5,SS11 99.3 99.3 S3,S10 98.3 99.3 SS4,SS10 72.0 88.0
all sensors 99.7 99.3 all sensors 100.0 100.0 all sensors 94.7 99.3

The results for the f feature based on displacement in the z direction are in a comparable
range to the results for the f feature based on strain in the x direction. Again, the classification
models are unusable as soon as noise is present in the signal. With the reduction of the test
dataset to the heaviest 50 % vehicles, a small improvement for Noise Level 1 of the accuracy
can be observed. However, the results are still in the unusable range. It can also be observed
that the best sensor pairs are composed of one sensor from both fields. For the Without Noise
signal, sensor pairs where one sensor lies in the M-girder perform best.

As for the strain in x direction, also for the displacement in z direction the classification
models with all features (“all”) perform best. For the Without Noise and Noise Level 1
signals, a very good classification is possible. Reducing the test dataset to the heaviest
50 % vehicles leads to an improvement in all Noise Levels. Thus, a perfect classification for
the Without Noise and Noise Level 1 signal case can be achieved for single sensor pairs.
The use of all sensor pairs makes sense for Noise Level 2 as well as a reduction of the test
dataset to the heaviest 50 % vehicles. Again, the S4 sensor is the most common among the
top five sensors at all Noise Levels, especially for Noise Level 1 and Noise Level 2 signals.

The only M feature based on the displacement in the z direction for a Without Noise
signal that allows a usable classification is the Mmin,min feature with an accuracy of 86.7 %
to 92.3 % for the best five sensor pairs. For Noise Level 1 and Noise Level 2, no M feature
achieves an accuracy for a usable classification. In general, reducing the test dataset to
the heaviest 50 % vehicles for the M feature based on the displacement in the z direction
does not yield to significant improvement for single sensor pairs. However, M features
perform significantly better when all sensor pairs are used. By using all sensor pairs, the
best M feature is again the Mmin,min feature. Here, the Mmin,min feature still achieves a
perfect classification with all sensor pairs for Noise Level 1. When using all sensor pairs, the
Mmin,min feature and the Mmin,idx feature perform better than the Mmax,min feature. This
results from the course of the displacement signal, which mainly contains more negative
values than positive ones. For the displacement in z direction, all sensor pairs always
perform better for the M features than the raw features. However, for Noise Level 2, a
usable classification with all sensor pairs is no longer possible.

In addition, with the displacement in the z direction, the variations of the R features
are the best single features. With the R and R2 features, perfect classification is possible
for the Without Noise signal and very good classification for Noise Level 1 for a single
sensor pair. For Noise Level 2, no single sensor pair achieves a usable classification. If all
sensor pairs are considered, the best R feature variation is the R feature with 90.3 % for
Noise Level 2. The accuracy can be further increased for this case by considering only
heavy vehicles. In general, reducing the test dataset to the heaviest 50 % vehicles mainly
improves the classification quality. In addition, the R features based on displacement in the
z direction are worse from the result than the R features based on strain in the x direction.
The best five sensor pairs for R feature variations are mostly composed of sensors of the
S-girder for the Without Noise and Noise Level 1 signals. The sensors S3 and S4 for the
Without Noise and Noise Level 1 signals are almost always represented in the sensor pair.
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The tendency for the best five M and R features, respectively, to consist of sensor pairs
lying within a girder is more apparent for displacement in the z direction than for strain in
the x direction.

We conclude from the results in Tables 3 and 4 that with both quantities (strain in the x
direction as well as displacement in z direction) a damage detection is possible, with strain
in the x direction performing better than displacement in the z direction for a similar SNR.
The worst feature for both quantities is the natural frequencies f from the decay of the
bridge after the vehicle has left the bridge. Surprisingly, the natural frequency is already
not robust against noise at Noise Level 1.

The unprocessed signal (raw feature) is a very good reference because this has a high
accuracy compared to the natural frequency f . We observe the best results when consider-
ing all sensors and sensor pairs, whereby the accuracy difference for the displacement in z
direction is smaller than that for the strain in the x direction.

If the noise is not too high (Without Noise and Noise Level 1), single M features for
a sensor pair are better than the raw feature. With increasing noise, more dimensions
(sensors/sensor pairs) are needed. Thus, classification models with M features using all
sensor pairs perform better than raw features that can use all sensor pairs.

The best single features we investigated were variations of the R feature. For strain
in the x direction, the best feature is R4 and for displacement in the x direction, the best
feature is R2. The classification model can be built for the R feature with all available
crossings. For later testing, we recommend using only heavy vehicles, as these lead to a
higher accuracy.

For the M- and R features, sensor pairs that are located within a girder or in the neigh-
bouring girder usually perform best. Further investigations show that M and R features
consisting of sensor pairs from a girder or neighbouring girder are more independent of
the lane deviation. In most cases, the M and R features consist of a sensor in the middle of
the field (S3 or S4) and near the support (S7,S8,S9).

3.3. Influence of Temperature Deviation

In this section we investigate the temperature dependence. For this, we look at how
the best five sensor pairs from the general classification in Section 3.2 cope with temperature
differences. For the training dataset in Section 3.2, only crossings at a temperature of 20 °C
were considered, and all three damage classes are known to the algorithm. For the test in
this section, we use the temperature test data set consisting of

• 20 crossings at −10 °C,
• 20 crossings at −5 °C,
• 20 crossings at 0 °C,
• 20 crossings at 10 °C, and
• 20 crossings at 30 °C,

which thus contains a total of 100 crossings. These crossings were all made for undamaged
class (0-0).

3.3.1. Strain in x Direction

We have arranged the sensor pairs for the strain in the x direction in Table 5 in the
same way as in Table 3. This applies analogously to the arrangement of the sensor pairs
in Table 6 for the displacement in the z direction, where the sensor pairs are arranged
as in Table 4. That means in Tables 5 and 6 the sensor pairs that achieve the highest
accuracy on the temperature test dataset are not mentioned. First, the strain in x direction
is again treated in Table 5 for the temperature test dataset. The raw feature performs
better on average for Noise Level 1 than for the Without Noise signal. This means that the
classification algorithm has poor transferability to a temperature change. Training with
noisy signal makes the classification algorithms more robust and prevents overfitting, so
that an undamaged bridge with unknown temperatures can be classified correctly when
trained in test. For sensor pair (S4,S8) an accuracy of 83.0 % can be achieved. If the sensor
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S7 is used instead of S8, an accuracy of 100.0 % can be achieved for the sensor pair (S4,S7).
While the sensor pair (S4,S7) is in the same field, the sensor pair (S4,S8) is in different fields.
In Noise Level 1, with the raw feature, a very good classification for the temperature test
dataset can be achieved. In Noise Level 2, with the reduction of the dataset to the 50 %
heaviest vehicles (Acc. (heavy)) a usable classification can be performed.

Table 5. Results on the temperature test dataset sorted by the best five sensor pairs of each feature
from Table 3 based on strain in x direction. Crossings at different temperatures were used as the test
dataset (not equal to 20 °C). The table is structured like Table 3.

Feature Without Noise Noise Level 1 Noise Level 2

Node Acc. Acc.
(Heavy) Node Acc. Acc.

(Heavy) Node Acc. Acc.
(Heavy)

raw S4,S8 83.0 80.0 S4,S7 99.0 100.0 S4,S7 78.0 94.0
SS10,S4 97.0 98.0 SS6,S4 95.0 96.0 S4,S8 79.0 92.0

S4,S9 79.0 96.0 S4,S9 97.0 100.0 S4,M7 77.0 94.0
SS10,M3 54.0 56.0 S4,M6 96.0 100.0 SS5,S4 57.0 70.0

S4,S7 100.0 100.0 S4,M7 97.0 100.0 S4,M6 62.0 68.0
all sensors 51.0 66.0 all sensors 98.0 100.0 all sensors 78.0 94.0

f SS8,NN7 38.0 40.0 M11,NN2 36.0 38.0 NN6,NN12 37.0 32.0
M7,M10 16.0 18.0 M3,M11 37.0 38.0 S14,M14 38.0 38.0
S10,N7 39.0 40.0 S14,NN11 36.0 40.0 S10,S12 40.0 32.0

S11,NN7 48.0 58.0 M11,N3 35.0 38.0 N8,N12 29.0 38.0
S7,M9 23.0 24.0 M11,N11 30.0 32.0 N12,NN8 35.0 36.0

all sensors 32.0 36.0 all sensors 42.0 48.0 all sensors 37.0 44.0

Mmax,idx S4,S10 76.0 74.0 S4,S9 58.0 52.0 S4,M4 52.0 54.0
S4,S11 84.0 80.0 S4,S10 72.0 72.0 SS3,S4 50.0 48.0
S4,S9 76.0 74.0 S4,S11 67.0 78.0 S4,N4 48.0 50.0

S4,M10 62.0 58.0 S4,M10 57.0 58.0 SS4,S4 49.0 44.0
S4,S12 80.0 86.0 S4,S12 66.0 74.0 S4,N3 54.0 48.0

all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 100.0 100.0

Mmax,max M3,M10 92.0 90.0 S3,S10 88.0 82.0 S4,S6 62.0 62.0
S3,S10 89.0 84.0 M3,M10 89.0 88.0 S3,S10 57.0 56.0
S5,S12 79.0 94.0 S4,S6 69.0 74.0 S4,S10 51.0 54.0

SS4,SS9 78.0 72.0 S5,S12 72.0 92.0 SS6,S4 55.0 56.0
S4,S6 72.0 68.0 SS4,SS9 69.0 64.0 S4,S11 56.0 48.0

all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 100.0 100.0

Mmax,min S4,S7 100.0 100.0 S4,S7 100.0 100.0 S4,S7 53.0 70.0
S4,S9 76.0 64.0 S3,S7 75.0 64.0 S3,S7 41.0 44.0
S4,S8 66.0 60.0 S4,S10 81.0 84.0 S7,M7 45.0 48.0
S4,M9 56.0 56.0 S4,S9 80.0 78.0 SS6,M7 50.0 44.0
S4,S10 85.0 80.0 S4,M7 99.0 100.0 SS7,S7 51.0 56.0

all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 93.0 100.0

Mmin,idx SS5,S5 95.0 94.0 SS12,S4 84.0 92.0 SS11,SS13 37.0 32.0
SS12,S4 93.0 92.0 SS11,S4 83.0 92.0 S7,S11 47.0 58.0
SS11,S4 79.0 86.0 SS9,S4 59.0 70.0 SS10,SS13 47.0 42.0
SS13,S4 82.0 94.0 S7,S11 70.0 76.0 SS11,SS14 38.0 38.0
SS4,S4 90.0 88.0 S7,NN12 62.0 66.0 SS11,SS12 50.0 58.0

all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 81.0 100.0

Mmin,min SS5,S5 95.0 92.0 S1,S8 86.0 88.0 M1,M7 46.0 46.0
SS5,S4 88.0 92.0 SS9,S1 91.0 94.0 S8,NN13 47.0 46.0
S1,S8 96.0 96.0 SS8,S1 94.0 96.0 S3,S8 34.0 32.0

SS8,S1 91.0 96.0 S4,S8 50.0 48.0 M7,NN5 37.0 40.0
SS4,S4 97.0 96.0 S4,M9 53.0 48.0 S8,NN6 40.0 30.0

all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 79.0 90.0

R SS2,S6 100.0 100.0 SS2,S6 98.0 98.0 S4,S9 84.0 94.0
SS3,S7 96.0 98.0 SS3,S7 88.0 92.0 S4,S6 87.0 96.0
SS4,S7 99.0 98.0 S3,S5 98.0 100.0 S3,S8 87.0 92.0
SS5,S7 90.0 88.0 S3,S8 100.0 100.0 S4,S7 81.0 84.0

SS10,S7 72.0 76.0 S3,S9 100.0 100.0 SS4,SS5 78.0 88.0
all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 99.0 100.0
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Table 5. Cont.

Feature Without Noise Noise Level 1 Noise Level 2

Node Acc. Acc.
(Heavy) Node Acc. Acc.

(Heavy) Node Acc. Acc.
(Heavy)

R2 SS2,S6 86.0 80.0 SS2,S6 81.0 70.0 S4,S6 87.0 92.0
S3,S4 100.0 100.0 S3,S5 99.0 100.0 SS4,SS5 83.0 86.0
S3,S5 100.0 100.0 S2,S4 100.0 100.0 SS6,S4 73.0 82.0
S4,S5 100.0 100.0 M2,M4 95.0 92.0 SS3,S6 76.0 78.0
S2,S4 97.0 94.0 SS2,S5 94.0 92.0 SS3,S7 62.0 64.0

all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 100.0 100.0

R4 SS10,S4 92.0 92.0 S4,S7 99.0 100.0 S4,S7 89.0 100.0
SS11,S4 100.0 100.0 S6,M5 100.0 100.0 S3,S7 79.0 90.0
SS12,S3 100.0 100.0 S3,S7 99.0 100.0 SS6,S4 74.0 84.0
SS12,S4 100.0 100.0 S4,S11 97.0 100.0 S4,S6 83.0 84.0
SS13,S3 100.0 100.0 S6,N6 99.0 100.0 S4,M7 76.0 92.0

all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 100.0 100.0

all SS4,SS11 99.0 100.0 SS3,S6 95.0 92.0 S4,S7 96.0 100.0
SS7,S4 98.0 98.0 SS4,S5 98.0 96.0 S4,S8 98.0 100.0

SS10,S4 100.0 100.0 SS9,S4 100.0 100.0 S4,S6 95.0 100.0
SS11,S4 100.0 100.0 SS11,S4 100.0 100.0 S4,S9 89.0 94.0
SS12,S4 100.0 100.0 S3,S6 100.0 100.0 S3,S9 92.0 100.0

all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 100.0 100.0

Table 6. Results on the temperature test dataset sorted by the best five sensor pairs of each feature
from Table 4 based on displacement in the z direction. Crossings at different temperatures were used
as the test dataset (not equal to 20 °C). The table is structured like Table 4.

Feature Without Noise Noise Level 1 Noise Level 2

Node Acc. Acc.
(Heavy) Node Acc. Acc.

(Heavy) Node Acc. Acc.
(Heavy)

raw S7,M11 87.0 84.0 S11,M5 50.0 56.0 S5,S11 52.0 56.0
SS7,S7 95.0 94.0 M11,NN1 59.0 54.0 SS10,S11 42.0 56.0
S6,S7 86.0 84.0 SS12,M9 59.0 64.0 SS12,M9 48.0 48.0
S7,N7 88.0 84.0 S4,S11 66.0 70.0 SS3,S11 43.0 40.0
S2,S7 90.0 86.0 S3,S8 68.0 82.0 SS4,S6 58.0 64.0

all sensors 75.0 84.0 all sensors 61.0 66.0 all sensors 41.0 42.0

f M4,M10 50.0 42.0 M11,N11 36.0 38.0 N7,NN8 28.0 22.0
M6,M10 54.0 46.0 S6,N11 39.0 40.0 SS6,M7 46.0 42.0
M2,M8 33.0 34.0 N3,N11 40.0 40.0 SS3,NN8 39.0 42.0

M9,NN4 62.0 62.0 N11,NN3 43.0 38.0 S6,NN9 30.0 32.0
M3,M8 45.0 46.0 S5,N11 43.0 46.0 SS1,NN13 39.0 42.0

all sensors 20.0 22.0 all sensors 38.0 36.0 all sensors 40.0 36.0

Mmax,idx SS14,M8 65.0 54.0 SS13,S5 44.0 40.0 SS11,SS12 43.0 42.0
M13,N5 50.0 50.0 SS11,N2 54.0 56.0 SS11,S5 47.0 46.0
M6,N7 45.0 40.0 SS13,S7 55.0 56.0 SS12,S7 44.0 38.0
S1,N1 57.0 62.0 SS9,M7 48.0 52.0 SS10,SS13 45.0 58.0
S7,N5 51.0 46.0 SS10,M7 63.0 60.0 SS11,SS13 39.0 48.0

all sensors 91.0 86.0 all sensors 71.0 74.0 all sensors 56.0 56.0

Mmax,max M9,N14 81.0 70.0 M9,NN12 46.0 54.0 SS8,SS9 38.0 46.0
S3,NN1 47.0 46.0 SS5,S10 49.0 46.0 SS11,SS13 41.0 46.0
S10,M14 60.0 54.0 M9,NN6 52.0 56.0 SS10,SS14 46.0 52.0

M10,NN1 44.0 44.0 M10,NN12 47.0 58.0 SS10,SS12 37.0 42.0
N8,NN13 70.0 72.0 SS11,NN5 43.0 34.0 S11,M14 35.0 36.0
all sensors 89.0 88.0 all sensors 56.0 58.0 all sensors 46.0 38.0

Mmax,min SS7,S3 73.0 80.0 SS9,S4 61.0 52.0 SS11,S7 45.0 40.0
SS12,S4 71.0 78.0 S9,N13 49.0 38.0 S5,S11 36.0 28.0

SS10,NN2 57.0 58.0 S12,M7 44.0 42.0 S5,M12 28.0 26.0
SS13,M4 63.0 66.0 SS10,M8 46.0 50.0 S10,N5 45.0 56.0
S11,N4 49.0 48.0 SS11,S3 66.0 68.0 SS11,S8 38.0 36.0

all sensors 90.0 94.0 all sensors 90.0 98.0 all sensors 54.0 54.0
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Table 6. Cont.

Feature Without Noise Noise Level 1 Noise Level 2

Node Acc. Acc.
(Heavy) Node Acc. Acc.

(Heavy) Node Acc. Acc.
(Heavy)

Mmin,idx SS4,SS9 74.0 74.0 S7,S8 48.0 50.0 SS5,S9 29.0 38.0
SS3,SS8 71.0 76.0 SS2,S11 45.0 36.0 SS13,S6 39.0 44.0
SS4,S8 75.0 82.0 SS1,SS10 54.0 50.0 SS6,SS10 29.0 26.0

SS5,SS8 84.0 88.0 S6,S11 56.0 62.0 S6,S11 36.0 32.0
SS4,SS8 83.0 82.0 M7,M9 57.0 58.0 S7,S11 44.0 50.0

all sensors 98.0 98.0 all sensors 94.0 100.0 all sensors 56.0 68.0

Mmin,min S7,S14 79.0 88.0 S2,S9 73.0 82.0 S4,S9 39.0 44.0
M2,M9 74.0 86.0 M2,M9 66.0 76.0 S4,S11 43.0 52.0
M1,M9 52.0 48.0 M3,M10 68.0 76.0 S3,S8 30.0 38.0

M7,M14 83.0 90.0 S3,S10 64.0 68.0 S3,S11 41.0 42.0
M3,M10 69.0 70.0 M1,M8 53.0 64.0 S4,S10 39.0 40.0

all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 65.0 82.0

R S2,S3 100.0 100.0 S4,S6 94.0 96.0 SS4,SS5 51.0 56.0
S2,S4 100.0 100.0 S3,S6 91.0 96.0 SS10,SS12 56.0 58.0
S3,S5 100.0 100.0 S4,S7 93.0 100.0 SS3,SS5 40.0 46.0
S3,S6 100.0 100.0 S4,S8 89.0 90.0 SS10,SS11 53.0 60.0
S3,S7 99.0 98.0 S3,S8 83.0 80.0 S10,S11 52.0 54.0

all sensors 100.0 100.0 all sensors 94.0 92.0 all sensors 86.0 96.0

R2 S2,S3 96.0 94.0 S3,S6 80.0 78.0 SS4,SS5 69.0 72.0
S3,S5 97.0 96.0 S3,S5 81.0 78.0 SS10,SS12 60.0 58.0
S4,S5 100.0 100.0 S4,S6 92.0 90.0 SS10,SS11 57.0 60.0
S4,S7 98.0 96.0 S2,S4 97.0 100.0 S10,S11 48.0 44.0
S3,S6 96.0 94.0 S4,S7 89.0 92.0 SS3,SS5 42.0 36.0

all sensors 100.0 100.0 all sensors 100.0 100.0 all sensors 71.0 80.0

R4 S4,S5 95.0 90.0 S4,S6 87.0 90.0 SS4,SS5 57.0 54.0
S4,S6 98.0 96.0 S4,S7 92.0 90.0 SS3,SS4 59.0 54.0
S4,S7 89.0 82.0 S4,S5 82.0 78.0 SS10,SS13 66.0 70.0

SS5,SS6 89.0 86.0 S3,S6 67.0 58.0 SS10,SS12 49.0 54.0
SS4,SS7 89.0 86.0 SS4,SS5 78.0 72.0 SS10,SS11 64.0 70.0

all sensors 99.0 100.0 all sensors 97.0 96.0 all sensors 54.0 62.0

all SS7,SS12 95.0 90.0 S4,S12 98.0 98.0 S4,S10 72.0 84.0
S4,S6 97.0 96.0 S4,S10 98.0 98.0 S4,S12 59.0 74.0
S4,S7 99.0 98.0 S4,S11 100.0 100.0 SS4,SS5 64.0 72.0
S4,S11 100.0 100.0 S4,S5 97.0 98.0 S4,S11 71.0 80.0

SS5,SS11 97.0 98.0 S3,S10 94.0 96.0 SS4,SS10 59.0 72.0
all sensors 100.0 100.0 all sensors 99.0 98.0 all sensors 89.0 96.0

The feature natural frequencies of the decay process f can be badly transferred to devi-
ating temperatures after training with only one known constant temperature. The accuracy
is below 50.0 % for almost all classification models.

Moreover, for the temperature test dataset, the use of all features leads to the highest
accuracy. For all signals, a very good to perfect classification can be achieved. With Noise
Level 2 signals, an accuracy above 89 % can be achieved. The accuracy can be increased by
reducing the dataset to the heaviest vehicles.

The best M feature variation Mmax,min feature from Section 3.2 also performs best in
the temperature test. This provides a perfect classification for the Without Noise and Noise
Level 1 signal. No single sensor pair for the M feature achieves a usable classification
(accuracy greater than 85 %) for Noise Level 2. In general, all M features perform better
when all sensor pairs are used.

The best individual features are again variations of the R feature. For the Without
Noise and Noise Level 1 signals, perfect classification is achievable with single-sensor pairs
for all R features. For the R and R2 feature, sensor pairs perform better where the sensors
are within a girder. The best feature for a sensor pair here is the R feature. The use of all
sensor pairs is especially recommended for Noise Level 2 signals for all R features. This way,
all R feature variations can achieve a very good to perfect classification. Furthermore, it is
recommended to reduce the dataset to the heaviest 50 % vehicles to increase the accuracy.
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Again, for M and R features, it is noticeable that the sensor pairs with the highest
accuracy are composed of sensors that lie within a girder or in the neighbouring girder.

3.3.2. Displacement in the z Direction

Next, we examine the results for the features based on the displacement in the z direction
in Table 6 for the temperature test dataset. With the raw feature, no perfect classification can
be performed based on the Without Noise signal. Considering all sensors, the accuracy even
falls compared to the use of single-sensor pairs. This is an indication of the poor ability to
generalise the classification model. For Noise Level 1 and Noise Level 2, all classification
models with the raw feature are unusable (accuracy below 85 %). In addition, the use of all
sensors and the restriction to the heaviest 50 % vehicles does not lead to any improvement.

Although better results can be obtained for the natural frequency of the decay f with
the displacement in the z direction on the basis of the Without Noise signal than for the
strain in the x direction, all results are in the unusable range (accuracy below 85 %).

The classification models for “all” features of the displacement in the z direction yield
to very good to perfect classification. For Noise Level 1 and Noise Level 2, all features
perform best. For Without Noise and Noise Level 1 signals, a perfect classification can be
achieved for the sensor pair (S4,S11) while the sensor pair (S4,S10) and (S4,S12) achieve an
accuracy of 98.0 %. For Noise Level 2, no usable classification can be achieved for a single-
sensor pair. The reduction of the dataset to the heaviest vehicles leads to an improvement
of the classification, but still no usable classification can be achieved. Only the use of all
sensors and sensor pairs results in a usable classification with an accuracy of 89.0 % for the
complete test dataset and 96.0 % for the test dataset reduced to the heaviest vehicles.

No M feature creates a usable classification for a single-sensor pair for the complete
temperature test set based on the displacement in the z direction. Only with a reduction
of the test dataset to the heaviest vehicles can a usable classification be achieved for the
Mmin,min feature for the sensor pair (M2,M9) and (M7,M14) and for the Mmin,idx feature for
the sensor pair (SS5,SS8). By using all sensor pairs for the Without Noise signal, a very good
to perfect classification can be achieved for the Mmin,min and Mmin,idx features. For Mmax,min
an accuracy of 90.0 % can be achieved. For Noise Level 1 and Noise Level 2 the results for
classification with a single sensor pair are unusable. Mmin,min, Mmin,idx and Mmax,min achieve
an accuracy greater than 90 % for the Noise Level 1 signal for all sensor pairs. For Noise
Level 2, no usable classification can be achieved even with all sensors and sensor pairs.

The R features are again the best single features. The best feature for single sensor
pairs among the R feature variations is the R feature for the Without Noise and Noise
Level 1 signal. This achieves a perfect classification for the Without Noise signal and a
usable classification for Noise Level 1 for four out of five sensor pairs. The second-best
feature is the R2 feature, which also achieves a perfect classification for the Without Noise
signal and an accuracy of 89.0 % for Noise Level 1. A usable classification for Noise Level 2
is only possible with the R feature when using all sensor pairs. If in addition only heavy
vehicles were considered in the test, a very good classification with an accuracy of 96.0 %
is possible.

The tendency for the best five M and R features, respectively, to consist of sensors that
lie within a girder is also apparent for the temperature test data set for the displacement in
the z direction.

From the results in Tables 5 and 6 for the temperature test dataset, it follows that
both signal types (strain in the x-direction as well as displacement in the z-direction) show
robustness to temperature changes, whereby the strain in the x-direction again performs
better than the displacement in the z-direction for a similar SNR. For Noise Level 2 with
displacement in the z direction, no usable classification can be carried out with any feature
for a single-sensor pair. Here, several sensors or sensor pairs are necessary, as well as
crossings of heavy vehicles. The R feature is the only single feature for the displacement in
z direction for Noise Level 2, which allows a very good classification.
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The natural frequencies f from the decay of the bridge can distinguish poorly between
an undamaged bridge with deviating temperature from damage.

Moreover, for the temperature test dataset, the best single features are R feature
variations. The best single feature for the strain in the x direction is the R feature. This is
followed by the R2 and R4 features. For the R feature at Noise Level 2, all sensor pairs must
be used. If all sensor pairs are used, the M features perform very well. For the application,
it can be seen from this section that R features are robust to temperature for some sensor
pairs. In particular, M and R features perform best when the sensors of the sensor pairs are
located within a girder or in the neighbouring girder.

3.4. Summary of the FEM Simulation

We have summarised the main findings from Sections 3.2 and 3.3 in Table 7. In the
column Feature, the previously studied features are listed, with the M feature variations
and the R feature variations combined in one row, respectively, because the behaviour of
each variation is similar. We considered the categories independence against vehicle weight,
independence against temperature, robustness against noise, independence against vehicle
speed and sampling rate, respectively, and transferability to anomaly detection, which are
are located in the second to sixth columns. The first three categories are self-explanatory.
The different vehicle speeds and sampling rates result in signals of different lengths, which
leads to different dimensions of the features per crossing. For the investigated classifiers
a constant dimension is necessary; therefore the signal for the raw feature was always
interpolated to 400 sampling points, and this leads to uncertainties. Under the category
transferability to anomaly detection, we understand how easy it is to create a reference
state for the undamaged case and then measure the deviation from the reference state in
the monitoring phase. The features in the individual categories were ranked between good,
neutral, and poor performance.

Table 7. Summary of the classification results with respect to the suitability of the features for anomaly
detection on real structures.
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f + − − + +
M feature variations + + − + +
R feature variations + + + + +
all + + + − −
+: good performance; o: neutral performance; −: bad performance.

The raw feature is poorly suited for anomaly detection due to the different signal
lengths per crossing, and it cannot define a reference state without further considerations.
Since the “all” feature uses the raw feature, it is also less suitable. The natural frequencies
of the decay f performed poorly with noise as well as crossings with other temperatures.
The only criticism of the M feature variations is that they perform poorly based on signals
with noise. The R feature variations perform best. These are independent against vehicle
weight, vehicle speed, and temperature variation, and robust against noise. It is also easy to
determine a reference condition for the undamaged case and to measure later the deviation
from the reference state.

4. Conclusions

In this work, we have investigated ratio-based features (so-called M and R features)
for the curvature and strain influence lines, as well as the displacement influence line. We
compared features based on the influence line on the stepped Euler–Bernoulli beam with
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modal parameters. Then, we investigated the sensor positioning for features by using the
integral of the influence line on the stepped Euler–Bernoulli beam. This was followed
by comparing the ratio-based features with the raw signal and natural frequencies of the
bridge decay on FEM simulations in a damage classification. As a result, a statement
can be made about the most suitable sensor position. In addition, we investigated the
independence of the features against a temperature change.

In general, features based on the influence line have a high potential for condition
assessment. This has been demonstrated for both longitudinal strain and deflection by
using damage classification based on complex FEM simulations in this work. Features
based on deflection generally perform slightly worse than features based on longitudinal
strain for the same SNR.

The best results were achieved by using all features (raw signal, natural frequencies f ,
M, and R feature variations). A damage classification is not feasible for a later application on
real bridges in this form, because not all damage cases are known to perform a classification.
For a later implementation for the application, an anomaly detection, as presented in [27],
is recommended. For an anomaly detection, the natural frequency f , M, and R feature
variations are best suited because the vehicle geometry (number of axles, dynamics, axle
load, etc.), as well as the speed, is irrelevant or reduced, and thus a low-dimensional feature
space is possible for anomaly detection.

The best individual features in our study were R feature variations. These achieved
the highest accuracy compared to other single features. The R feature variations are robust
to noise and show very good robustness to different temperatures. It can be concluded that
sensor pairs for the R feature variations perform best when the sensors are located within a
girder. Furthermore, it makes sense to perform damage classification, and thus anomaly
detection only on the basis of heavy vehicles.

The best sensor positioning in the stepped Euler–Bernoulli beam for using the dis-
placement influence line would be near the support. However, it is important to consider
the SNR, as the deflection near the support is smaller and therefore noise can overlay the
signal. Damage near the centre support can again be seen in all sensor positions in the
displacement influence line. However, there are damage positions that cannot be detected
by the displacement in the Euler–Bernoulli beam. With the curvature influence line, damage
can be best detected when the sensor is within the damage. However, there are also sensor
positions in the curvature influence line in which all damage locations can be detected.

In our investigation on FEM simulations, a perfect damage classification could be
carried out. This means that two sensors are sufficient to distinguish between the two types
of damage. The location of the damage in the first case was in the deck above the middle
support of the longitudinal direction of the bridge and should be detectable by all sensors
according to the findings from the investigation on the Euler–Bernoulli beam in Section 2.2.
The second case of damage is in the middle of the field. Thus, one of the sensors of a sensor
pair was in the direct neighbourhood of the second damage case.

For further investigations, we recommend considering more damage locations and
damage severities, as well as other types of damage, such as smeared cracking in the asphalt
layer or smaller damage severities. Although the FEM simulations are closer to reality
than the bending beam, future work must investigate how well the features, especially the
ratio-based integrated features, can be transferred to reality. The first investigations could
be made on real beams in the laboratory, for example.
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