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ABSTRACT
Recent work has proposed artificial intelligence (AI) models that
can learn to decide whether to make a prediction for an instance
of a task or to delegate it to a human by considering both parties’
capabilities. In simulations with synthetically generated or context-
independent human predictions, delegation can help improve the
performance of human-AI teams—compared to humans or the AI
model completing the task alone. However, so far, it remains un-
clear how humans perform and how they perceive the task when
they are aware that an AI model delegated task instances to them.
In an experimental study with 196 participants, we show that task
performance and task satisfaction improve through AI delegation,
regardless of whether humans are aware of the delegation. Addi-
tionally, we identify humans’ increased levels of self-efficacy as the
underlying mechanism for these improvements in performance and
satisfaction. Our findings provide initial evidence that allowing AI
models to take over more management responsibilities can be an
effective form of human-AI collaboration in workplaces.
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1 INTRODUCTION
Over the last few years, the capabilities of artificial intelligence (AI)
have undergone considerable technical advances. Nowadays, the
performance of AI models is similar to, and in certain application
areas even exceeds the performance of human experts [12, 29, 64].
For example, in the medical domain, AI models can detect certain
diseases as accurately as radiologists [18, 27, 36]. Yet, despite these
impressive advances, human predictions often remain more accu-
rate for certain cases [24, 72]. On the one hand, this may be due to
limited model capacity, limited training data, or outliers unknown
to the AI model. On the other hand, humans might have access
to side information that is not readily available to the AI model,
enabling them to make more accurate decisions for particular cases
[32]. These potentially complementary capabilities motivated re-
searchers to investigate how the abilities of humans and AI models
can be combined to further improve overall decision-making per-
formance [6, 33].

One noteworthy form of collaboration is the delegation of in-
stances to a human by the AI model (i.e., AI delegation) [46]. Figure
1 provides a schematic overview of AI delegation. This approach
is particularly beneficial in application areas where tasks can be
completed independently by both humans and AI models (e.g.,
crowdworking tasks like image recognition or content moderation)
[16, 40]. AI delegation could also be used in high-stakes decision-
making domains (e.g., medicine) to reduce the workload of medical
experts. For instance, in the context of cancer screening, the AI
model can be used to identify simple cases so that the medical ex-
perts can focus on the complex cases delegated to them [10]. Several
recent works propose approaches that enable the AI model to dele-
gate a subset of instances to a human while taking both its own and
the human’s capabilities into consideration [31, 39, 50, 54, 56, 72].
One way to achieve this is to estimate both the AI model and the hu-
man prediction confidence on an instance basis and to delegate each
instance to the team member with the higher estimated prediction
confidence [56]. Generally, these works assume that the behav-
ior and perceptions of humans, and thus their decision-making
performance, remain unchanged whether or not an AI model dele-
gates instances of a task. Previous research has demonstrated the
potential of these approaches in experiments with either syntheti-
cally generated human predictions or with predictions that were
collected in annotation settings without any AI involvement. How-
ever, human behavior might deviate when teaming up with an AI
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Figure 1: A schematic overview of the AI model. During training (a), the AI model learns to make a prediction for a task from
the available ground truth labels. Additionally, human predictions allow the AI model to learn the capabilities of humans
simultaneously. After deployment (b), the AI model decides to make a prediction or to delegate an instance to the human,
depending on whether the AI model or the human is expected to make a correct prediction with higher probability.

model. For example, humans’ attitudes towards AI, their experience
with algorithms, or exposure to an AI model that determines their
task are factors that can influence their decision-making perfor-
mance [11, 17, 57]. Thus, it remains an open question of how and
why humans’ performance is affected when the task is determined
by an AI model. Following this, the first goal of this study is to
investigate the effect of AI delegation on human task performance
and to explore what drives this effect.

Besides performance, the collaboration with an AI model that
determines the task for humans might also have an effect on their
perception of the work and the nature of the task. Human task satis-
faction plays an increasingly important role in today’s workplaces.
In particular, humans’ satisfaction with their work determines key
organizational outcomes, e.g., commitment to or productivity of an
organization, and is thus decisive for its long-term success [25, 59].
By delegating instances to the human, the AI model determines
the nature of the task the human has to conduct, potentially af-
fecting their satisfaction. Therefore, we investigate the effect of
delegation by an AI model on human task satisfaction besides task
performance, as well as what drives this effect (i.e., the underlying
mechanism). We hypothesize improvements in both task perfor-
mance and task satisfaction following AI delegation. Further, we
expect increases in self-efficacy, i.e., a person’s belief in one’s own
ability to complete a task successfully [5] to explain these positive
effects. To summarize, in this work, we pose the following three
research questions:

RQ1: How does AI delegation affect task performance compared to a
human and an AI working alone?

RQ2: How does AI delegation affect task satisfaction compared to a
human working alone?

RQ3: What explains the effect of AI delegation on task performance
and task satisfaction?

To answer these research questions, we conduct a randomized
experiment with 196 participants recruited online via Prolific. Par-
ticipants are asked to complete an image classification task based
on a modified subset of the ImageNet data set [58, 67]. We select
this task because it does not require any task-specific training
to achieve similar performance compared to modern AI models
[67]. We employ an AI model that learns to classify images and
simultaneously estimates the instance-specific human classification
confidence that is compared with the confidence of the classifier.

Instances are delegated if the estimated human confidence is higher
than the confidence of the classifier [56]. The experiment includes
two “delegation” treatment groups that receive a randomly drawn
subset of the images in the test set that the trained AI model had
selected for delegation to humans. In one of the groups, humans are
aware of the AI delegation taking place, while in the other, humans
classify the same images without knowing about the AI delegation.
We investigate the effect of AI delegation on task performance and
task satisfaction in these two delegation groups compared to a con-
trol group (i.e., “human-alone”), where humans classify a subset of
images randomly selected from the test set. In addition, we compare
the performance of these groups with the performance of the AI
model if it had conducted the task alone. We find that humans’ per-
formance increases significantly for the instances delegated by the
AI model, which results in an overall team performance exceeding
the performance of both humans and the AI conducting the task
independently. Additionally, we find that humans’ task satisfaction
increases significantly when they work on the delegated set of in-
stances. Both effects can be explained by an increase in humans’
self-efficacy. Interestingly, we find no differences in human task
performance and task satisfaction, regardless of whether humans
are informed about the AI delegation. Thus, we can conclude that
the modified nature of the task drives the observed positive effects
of delegation through the AI model. All these findings show the
potential of AI delegation as an appropriate form of collaboration
between humans and AI.

To summarize, our contributions are as follows: (1) We propose
a behavioral model to analyze the effect of AI delegation on human
task performance and task satisfaction in human-AI collaboration.
(2) We validate our model in a randomized experiment with human
participants and show that their performance and task satisfaction
are improved through the delegation of instances by the AI model.
Moreover, we show that the overall team performance surpasses the
individual performance of both team members working alone. (3)
We identify self-efficacy as an underlying mechanism to the effect
of AI delegation on task performance and on task satisfaction.

2 RELATEDWORK
The collaboration between humans and AI models can be instan-
tiated in different ways. One of the most common collaboration
forms between humans and AI is AI-assisted decision-making—a
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setting in which an AI model provides recommendations to support
the human. The human is in the role of making the final decision
and can, therefore, either accept or override the recommendation
[61, 71]. Establishing an appropriate level of reliance on the AI
model becomes one of the central challenges [60]. Thus, the AI
model often provides the confidence level of the decision [51, 75]
or an additional explanation for its decision [1, 42]. Several works
have evaluated whether different types of explanations can support
humans’ understanding of the AI model so that they identify the
right cases to rely on the recommendations [4, 13, 15, 69]. Expla-
nations can lead people to rely too much on the decision of the
AI model, particularly when its suggestion is incorrect [6]. This
over-reliance also depends on the humans’ level of task-specific
expertise. For example, people with higher task expertise become
more confident in overruling the recommendation of the AI model
[21]. Wrong predictions, recognized as such by humans, can lead
to a loss of trust in the system [17, 53]. Recent research investi-
gates other factors that might play an essential role in AI-assisted
decision-making, e.g., whether humans’ performance benefits from
receiving tutorials about the functionality of the AI model [41] or
whether specific design elements can foster people’s engagement
with AI explanations [14].

Besides AI-assisted decision-making, a different type of human-
AI collaboration has attracted increasing interest in research over
the past few years—delegation initiated by the AI model (i.e., AI
delegation) [46]. The AI model learns to decide whether to make
a prediction itself for a given task instance or to delegate it to a
human. In application domains with a high number of individual de-
cisions delegating instances of a task can reduce human effort and
improve overall performance. Instances are distributed to the team
member who is most likely to make the correct decision. Typically,
these approaches take not only their own but also the capabilities of
the humans into consideration [31, 39, 50, 54, 56, 72]. The AI model
learns the strengths and weaknesses of the human team member
from human predictions used during model training in addition
to the ground truth labels. Such individual human predictions are
noisy compared to the ground truth labels. The latter are typically
determined by experts or multiple individual human predictions
to ensure high label quality [38]. Different algorithms have been
proposed that can either complement the capabilities of a single
[50, 54, 56, 72] or multiple [31, 39] humans who are part of the
human-AI team. So far, these approaches have solely been evalu-
ated with synthetically generated or context-independent human
predictions that were collected in annotation settings without any
AI involvement. However, human predictions might deviate when
they are aware of the AI delegation taking place, e.g., due to their
attitude or prior experience with algorithms or due to being at-
tributed with particular competence by the AI model that takes on
the role of a manager [11, 17]. Therefore, it remains an open ques-
tion whether humans’ individual performance and the overall team
performance in real-world settings would benefit from delegation
algorithms that consider both parties’ capabilities. Furthermore,
research has so far neglected the possible effect on humans’ percep-
tions of being managed by the AI model, e.g., expressed through
task satisfaction. However, task satisfaction plays a central role in
workplaces where people are increasingly exposed to working with
AI models, especially when they decide on the task a human has

to complete. Research lacks an understanding of the underlying
mechanisms of the effect of AI delegation on task performance and
task satisfaction in human-AI collaboration. Only Bondi et al. [11]
and Fügener et al. [22] investigated AI delegation in behavioral
experiments. However, these studies differ in two ways from the
current study: First, the algorithms used for delegation do not learn
the capabilities of the humans. Second, they do not investigate hu-
mans’ perceptions when the AI model delegates task instances, nor
do they aim to understand the underlying mechanisms driving the
effects on task performance and task satisfaction.

3 THEORY DEVELOPMENT AND
HYPOTHESES

So far, AI models that learn to decide whether to make a predic-
tion themselves or to delegate an instance to a human have been
evaluated with synthetically generated or context-independent hu-
man predictions [31, 39, 50, 54, 56, 72]. However, humans’ behavior
may deviate when they are aware that they are part of a human-AI
team [11, 17]. It remains unclear how such a team setting would
affect human performance and other individual task outcomes (e.g.,
task satisfaction) in real-world settings. Furthermore, it is not yet
known, why AI delegation may affect individual task outcomes. In
this study, we examine how AI delegation affects task performance
and task satisfaction, considering self-efficacy as a possible under-
lying mechanism. We draw upon experimental studies in organiza-
tional behavior literature on the effect of supervisor-to-employee
delegation, and its relation to task performance, satisfaction, and
self-efficacy [47, 62, 63]. Based on this literature, we develop four
hypotheses that are subsequently tested in an experimental study.

Research in organizational behavior suggests that delegation
from a supervisor to an employee can serve multiple purposes. For
example, supervisors delegate due to a lack of time, missing compe-
tencies, or to empower employees for their personal development
[7, 62]. Several works identified a positive relationship between
supervisor delegation and employee performance [3, 43, 44, 73].
When aligned with the employees’ competencies, delegation results
in more empowered, motivated, and higher-performing employees
[68]. We transfer these insights to the modern context of human-
AI collaboration. We propose a positive effect of AI delegation in
human-AI collaboration, given the AI model learns the strengths
and weaknesses of the human collaborator:
H1: AI delegation improves human task performance compared to

an AI and a human working alone.
Organizational behavior research has investigated employee

job satisfaction as another important factor besides performance;
precisely because it determines key organizational outcomes such
as employee organizational commitment and turnover [63]. Several
works identified delegation as positively related to employees’ job
satisfaction [19, 68, 73]. For example, Schriesheim et al. [62] found
that perceived delegation by employees improved their intrinsic
and extrinsic job satisfaction. We take these insights to the modern
context of AI delegation in human-AI collaboration and propose
the following effect, given the AI model delegates instances to the
humans that align with their competencies:
H2: AI delegation improves human task satisfaction compared to a

human working alone.
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Besides examining the direct effect of AI delegation on task per-
formance and task satisfaction, we aim to understand why these
proposed effects occur. We investigate self-efficacy as a potential un-
derlying mechanism. Self-efficacy refers to the confidence in one’s
own ability to complete a task successfully [5]. Again drawing upon
experimental studies in organizational research, we find that delega-
tion from a supervisor to an employee enhances psychological em-
powerment [74]. In other words, delegation makes employees feel
that their job is meaningful and that they are responsible for work
outcomes. We are not aware of any study showing that delegation
increases self-efficacy. Still, many studies are pointing to the role of
(increased) self-efficacy in improving organizational performance-
related outcomes. For example, self-efficacy influences learning
and the level of effort put into work [48]. Further, self-efficacy
predicts several work-related performance outcomes [47, 66]. In a
learning environment, self-efficacy correlates with increased task
performance [2]. Besides performance, self-efficacy improves job
satisfaction through higher meaningfulness [8, 23]. Organizations
should select potential employees based on their self-efficacy lev-
els; employees with high self-efficacy levels are more motivated
and more likely to yield desired outcomes for the organization [48].
Self-efficacy has important implications for organizational behavior
and human resource management [26].

In the current study, we are interested in understanding self-
efficacy in a modern work context—human-AI collaboration, where
an AI model delegates task instances. The hope is to yield higher
levels of task performance and task satisfaction. Based on the find-
ings of experimental studies in organizational behavior research
mentioned above, we propose an additional set of hypotheses:
H3: Self-efficacy mediates the effect of AI delegation on human task

performance. In particular, AI delegation increases self-efficacy,
and this increased self-efficacy improves task performance
compared to a human working alone.

H4: Self-efficacy mediates the effect of AI delegation on human task
satisfaction. In particular, AI delegation increases self-efficacy,
and this increased self-efficacy improves task satisfaction com-
pared to a human working alone.

Figure 2 provides an overview of our research model and pro-
posed effects:

AI Delegation

Self-efficacy

Task 

Performance

Task 

Satisfaction

Figure 2: Research model: Proposed effects of AI delegation
on human task performance and satisfaction.

As stated in the hypotheses, we compare the task outcomes for
humansworking on instances delegated by anAI (i.e., AI delegation)
to two control groups where no delegation takes place (i.e., humans
working alone; AI working alone).

In addition to the proposed effect of AI delegation on task per-
formance and task satisfaction, we examine another exploratory
research question: Does AI delegation affect task performance and
task satisfaction differently when the delegation is not communi-
cated to the human? In other words, the human works (only) on the
instances delegated by the AI model but is not informed about it. To
test this exploratory research question, we include a second delega-
tion group in the design, the “hidden delegation” group. Though the
task experience might be similar to when working alone, we think
the human might experience the task more positively because the
delegation algorithm works well by delegating the right instances.
The question is whether humans will experience the task even more
positively than those in the delegation group who are informed
about the delegation. In any case, we expect to see a positive effect
of AI delegation on task performance and task satisfaction. Next, we
outline how we tested our propositions in an experimental study.

4 METHODOLOGY
In this section, we first provide information about the data we used.
Then, we describe the development of the AI model. Finally, we
present the experiment that we conducted to test the hypotheses.

4.1 Data
We used the image data set provided by Steyvers et al. [67] for
our study. The data set is a subset of the ImageNet Large Scale
Visual Recognition Challenge (ILSVRC) 2012 database [58]. It con-
sists of 1,200 images equally balanced over 16 classes, e.g., airplane,
bear, or boat. Additionally, phase noise distortion was applied to
the images at each spatial frequency, uniformly distributed in the
interval [𝜔,𝜔] with 𝜔 = 110 to increase the difficulty of the clas-
sification task both for humans and the AI model. Despite the in-
creased difficulty level, both humans and the AI model can achieve
a similar performance level on the task. We refer to Steyvers et al.
[67] for additional details. We chose this data set as a test bed for
our proposed behavioral model for multiple reasons: First, it in-
cludes a generic, non-specialized task that can be conducted by
non-specialized participants. Hereby, we aim to ensure a certain
degree of generalizability of the results. Second, in addition to the
ground truth labels, the data set provides multiple human predic-
tions for each image collected from 145 Amazon Mechanical Turk
workers. Thus, it fulfills our requirement that the AI model can
learn the humans’ strengths and weaknesses.

We prepared the data set by randomly selecting a human pre-
diction for each image that is subsequently used together with the
ground truth labels for the training of the AI model. We divided
the data set into a training, validation, and test set, with 60%, 20%,
and 20% of the data, respectively.

4.2 Development of the AI Model
For the AI model, we implemented the approach proposed by Raghu
et al. [56]. It consists of two components: First, a classificationmodel
that learns the image classification task. Second, a human error
model that learns to predict whether humans would classify an
instance correctly based on the provided human predictions. The
delegation decision is made based on the instance-level confidence
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(a) Exemplary image of the classification task. (b) Exemplary additional image classified by the AI model.

Figure 3: Interface of the image classification task, exemplified by the delegation condition. Participants were informed that
the AI model delegated the respective image to them. Additionally, between the individual instances, participants saw images
that the AI model had already classified and, thus, did not delegate to them.

of both components. If the human error model has higher confi-
dence than the classification model, the instance is subsequently
delegated to the human. Both the classification and human error
models consist of a DenseNet-161 [35] pre-trained on ImageNet.
We fine-tuned both models on the distorted images over 100 epochs
using SGD as an optimizer with a learning rate of 1 · 10−4, weight
decay of 5 · 10−4, a cosine annealing learning rate scheduler and
a batch size of 16. Additionally, we applied early stopping on the
validation loss.

4.3 Experimental Design
To test the effect of AI delegation on human performance and satis-
faction, as well as self-efficacy (see Hypotheses 1–4), we conducted
a web-based experiment. Next, we outline the experimental design:
participants, study procedure, and evaluation measures.

4.3.1 Participants. We calculated the required sample size using
G-Power [20] and assumed a small effect (0.10). Accordingly, 176
participants were necessary to detect effects between three groups
in a multiple linear regression (including three predictors, fixed
model, R2 deviation from zero), with a power of 0.95. As it is com-
mon for some participants to fail attention or manipulation checks

or drop out of the study, we recruited a larger number of partic-
ipants (roughly 15% on top of the calculated number). Following
this, we recruited 210 participants online via Prolific Academic. Par-
ticipants received $1.5 for their participation in the task that took
approximately 10 minutes. We excluded 13 participants because
they failed the attention or manipulation check, and an additional
participant due to missing data. Hence, our final sample was 196
participants (𝑀𝑒𝑎𝑛 = 39.43 years, 𝑆𝐷 = 13.13; 58.67% female).

4.3.2 Study Procedure. At the beginning of the study, participants
were asked to perform an “unrelated task” that estimated their
cognitive ability to handle visual cognitive tasks. We included this
variable as a control in our analyses. Next, participants had to pass
an attention check. Following that, they started the practice round
of the main task: We asked them to classify three images, one
after another, to familiarize themselves with the task. Participants
had to choose from a four-by-four matrix including 16 icons of
the objects, each representing a different class, with the name of
the class displayed underneath the icon (e.g., dog, airplane, truck).
They saw the three images in random order and the 16 icons of
the objects in alphabetic order. We chose the images randomly
based on the test set as outlined in Section 4.1. After the practice
round, participants proceeded to the main task. They were asked
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to classify another 20 images. We randomly assigned them to three
experimental conditions.

In the delegation condition, we informed them that “this time,
the AI will decide for each image whether to label it alone or to
pass it on to you for labeling”. The 20 images the participants had
to label were randomly drawn from the subset of images in the test
set that the trained AI model had selected for delegation to humans.
Moreover, we included five additional images and communicated
that the AI had already labeled this image and that they could
proceed to the next image. We neither mentioned the accuracy of
the AI nor revealed the ground truth itself. Figure 3 displays the
interface presented to the participants. In detail, Figure 3a shows
an exemplary instance that was delegated to the participants by
the AI model. Figure 3b depicts one of the five additional images
notifying the participants that the AI model has already labeled it.

We included a second delegation condition in the design—the
hidden delegation condition. Just as in the delegation condition,
participants were asked to label 20 images randomly drawn from the
subset of images in the test set that the trainedAImodel had selected
for delegation to humans. But this time, we did not communicate the
delegation to the participants; we just told them: “Just as previously,
you will decide on the label for each image”.

The third condition—the human-alone condition—represented
the control condition. Participants received the same information
as in the hidden delegation condition about the task. However, the
20 images were randomly drawn from the entire test set.

Once participants had classified the 20 images, they responded
to several follow-up questions that measured self-efficacy and task
satisfaction, as well as recorded demographics and included a ma-
nipulation check.

4.3.3 Evaluation Measures. We measured the following variables
to evaluate the effect of AI delegation:

Task performance. As instances are equally distributed over
the 16 classes, task performance was measured by the percentage
of correctly classified images, i.e., classification accuracy (𝑎𝑐𝑐). To
assess the human performance, we calculated this measure for
all three experimental conditions. Regarding the AI model, we
calculated its performance on the test set and on the set of instances
delegated to the humans.

Besides individual task performance, we were interested in the
combined human-AI team performance. Hence, we also calculated
the performance of the AI model on the subset of the test set not del-
egated to the humans (𝑎𝑐𝑐𝐴𝐼,¬𝑑𝑒𝑙𝑒𝑔𝑎𝑡𝑒𝑑 ). We determined the team
performance for each of the 𝑁 participants in the delegation group
by weighting their individual performance (𝑎𝑐𝑐ℎ𝑢𝑚𝑎𝑛,𝑑𝑒𝑙𝑒𝑔𝑎𝑡𝑒𝑑 ) by
the ratio of delegated images in the test set 𝑋 . Then, we combined
it with the performance of the AI model weighted by the ratio of
not delegated images in the test set 1 −𝑋 . Lastly, we calculated the
average team performance of all participants in the group. We refer
to Equation 1 for this procedure:

𝑎𝑐𝑐𝑡𝑒𝑎𝑚 =
1
𝑁

𝑁∑︁
𝑖=1

(
𝑎𝑐𝑐

(𝑖)
ℎ𝑢𝑚𝑎𝑛,𝑑𝑒𝑙𝑒𝑔𝑎𝑡𝑒𝑑

·𝑋+𝑎𝑐𝑐𝐴𝐼,¬𝑑𝑒𝑙𝑒𝑔𝑎𝑡𝑒𝑑 · (1−𝑋 )
)

(1)

Task satisfaction. We measured task satisfaction using three
items based on Hofmann and Strickland [34] on a validated, 5-
point Likert scale (1 - ‘not at all’ to 5 - ‘totally’). The three items
were: ’Overall, how satisfied are you with your performance on
this task?’, ‘Overall, how satisfied are you with how much you
learned?’, and ‘Overall, how much did you enjoy performing this
task?’. Cronbach’s Alpha was 0.73 (sufficient).

Self-efficacy.Wemeasured self-efficacy using three items adapted
from Spreitzer [65] on a validated, 7-point Likert scale (1 - ‘I totally
disagree’ to 7 - ‘I totally agree’). The three items were: ‘I am con-
fident about my ability to do the task.’, ‘I have mastered the skills
necessary for the task.’, and ‘I am self-assured about my capabilities
to perform the task.’. Cronbach’s Alpha was 0.89 (good).

Control variables.We assessed the cognitive ability to handle
complex visual tasks, based on four items by Jacobs and Roodenburg
[37]. Participants were asked how easy or difficult they perceive
certain tasks, compared to others of the same age, and evaluated
the following four statements on a validated, 7-point Likert scale
(1 - ‘extremely difficult’ to 7 - ‘extremely easy’): ‘interpret visually
displayed information’, ‘understand information presented in a
visual format’, ‘imagine what an object would look like from a
different angle’, and ‘mentally rotate three-dimensional images in
my mind’. Cronbach’s Alpha was 0.86 (good). Besides cognitive
ability, we recorded participants’ task experience, algorithm attitude,
algorithm use, education, age, and gender.

Manipulation checks. We included the following statement
in the description of the main task to make sure that participants
in the delegation condition were aware of the delegation taking
place: ‘Please show us that you have read the task description above
by choosing the right response’: (a) ‘Next, I will label all images
alone (just as in the practice round)’, (b) ‘either the AI or I will
label the image’, or (c) ‘the AI will label all images’. Participants
were included in the analysis if they chose (b). Additionally, to
make sure participants paid attention to the condition they were
assigned to, we asked them at the end of the study whether (a)
they ‘labeled all images alone, just as in the practice round’, or
(b) ‘an AI passed some of the images on to them for labeling’, or
(c) they ‘don’t remember’. Only participants who chose (a) and
were indeed either in the hidden delegation or the human-alone
condition and participants who chose (b) and were indeed in the
delegation condition were included in the final sample.

5 RESULTS
5.1 Statistical Specification
Our experiment examined four hypotheses that we developed in
Section 3. The first set of hypotheses regarded the effect of AI
delegation on task performance (H1) and task satisfaction (H2). The
second set of hypotheses regarded the mediating role of self-efficacy
in the effect of AI delegation on task performance (H3) and task
satisfaction (H4). To test Hypotheses 1 and 2 (direct effect of AI
delegation), we ran a univariate regression analysis that predicted
task performance, and another one that predicted task satisfaction.
To test Hypotheses 3 and 4 (indirect effect of AI delegation), we ran
a mediation analysis for each of the two outcomes, using PROCESS
[model no. 4, 28], and including the mediation indices.
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(a) Task Performance.
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(c) Self-efficacy.

Figure 4: Task performance, task satisfaction, and self-efficacy of the participants, split by conditions. All bars include 95%
confidence intervals. Note: ∗∗∗ 𝑝 < 0.001; ∗∗ 𝑝 < 0.01; ∗ 𝑝 < 0.05.

In all analyses, we included all control variables, i.e., participants’
task experience, algorithm attitude, algorithm use, cognitive ability,
education, age, and gender.

5.2 Effect of AI Delegation on Task
Performance

The overall regression model—testing for the direct effect of AI dele-
gation on task performance—is significant, 𝐹 (9, 186) = 11.817, 𝑅2 =
0.364, 𝑝 < 0.001. As hypothesized, participants in both the dele-
gation group and hidden delegation group yield higher levels of
task performance (𝑀𝑒𝑎𝑛 = 84.51%, 𝑆𝐷 = 11.24, 𝑝 < 0.001 and
𝑀𝑒𝑎𝑛 = 83.73%, 𝑆𝐷 = 12.29, 𝑝 < 0.001, respectively), compared
to humans working alone (𝑀𝑒𝑎𝑛 = 67.13%, 𝑆𝐷 = 13.11). A Tukey
post hoc test reveals no significant difference in task performance
between the two delegation groups (𝑝 = 0.932). Figure 4a displays
the performance results of all three groups. We observe that par-
ticipants with a more positive attitude towards algorithms, and
those who are younger, perform better (𝑝 = 0.009 and 𝑝 = 0.008,
respectively). For an overview of the regression results, see Figure
5 and Table 1 (Columns: ‘Model I—Direct effect of AI delegation’,
‘Task performance’).

Additionally, we compare the task performance of the delegation
group with the performance of the AI model if it had classified the
images presented to the delegation group alone. The accuracy of
the delegation group is significantly higher (𝑝 < 0.001, one-sample,
one-tailed Wilcoxon signed rank test) than the accuracy of the AI
model on the delegated set (60%), indicating that these instances
better align with the capabilities of the participants.

As a next step, we investigate the effect of AI delegation on
the overall team performance. To evaluate whether AI delega-
tion achieves complementary team performance, we determine
the human-AI team performance as described in Equation 1 (see
Section 4.3.3). The combined human-AI team performance is 80.01%,
which is significantly higher (𝑝 < 0.001, one-sample, one-tailed
Wilcoxon signed rank test) than the performance of the AI model
on the test set (75.83%) and significantly higher (𝑝 < 0.001, one-
tailed Mann-Whitney U test) than the performance of the humans
(67.13%) working alone.

To summarize, H1 is supported. When the AI model delegates
instances to the participants, their task performance on these im-
ages improves, compared to other participants and the AI model
conducting the task alone. Task performance improves for both the
delegation and the hidden delegation group. The combined human-
AI team performance even surpasses the team members’ individual
performance given they conducted the task independently.

5.3 Effect of AI Delegation on Task Satisfaction
The overall regression model—testing for the direct effect of AI del-
egation on task satisfaction—is significant, 𝐹 (9, 186) = 3.925, 𝑅2 =
0.160, 𝑝 < 0.001. Participants in both the delegation and hidden
delegation group yield higher levels of task satisfaction (𝑀𝑒𝑎𝑛 =

3.65, 𝑆𝐷 = 0.66, 𝑝 < 0.004 and 𝑀𝑒𝑎𝑛 = 3.62, 𝑆𝐷 = 0.73, 𝑝 <

0.010, respectively), compared to humans working alone (𝑀𝑒𝑎𝑛 =

3.35, 𝑆𝐷 = 0.70). A Tukey post hoc test reveals no significant dif-
ference in task satisfaction between the two delegation groups
(𝑝 = 0.961). Figure 4b displays the results of all three groups. We
observe that higher cognitive abilities strongly improve (𝑝 < 0.001),
and a more positive attitude towards algorithms slightly improves
task satisfaction (𝑝 < 0.094). Interestingly, participants who use
algorithms more often experience slightly lower task satisfaction
(𝑝 < 0.097). For an overview of the regression results, see Figure
5 and Table 1 (Columns: ‘Model I—Direct effect of AI delegation’,
‘Task satisfaction’).

We conclude that H2 is supported. When the AI delegates task
instances to the participants, task satisfaction improves compared
to participants working alone. Interestingly, participants’ task satis-
faction improves significantly, regardless of whether the delegation
is communicated to them or not.

5.4 Mediation of Self-efficacy in Effect of AI
Delegation on Task Performance

The mediation model—testing for the indirect effect of AI delega-
tion on task performance through increased self-efficacy—is sig-
nificant, 𝐹 (10, 185) = 12.747, 𝑅2 = 0.408, 𝑝 < 0.001. Participants
in both the delegation and hidden delegation group have higher
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Table 1: Regression results: Direct and indirect effect of AI delegation on task performance and task satisfaction.

Regression Model Model I—Direct effect of AI delegation Model II—Indirect effect of AI delegation

Variable Task performance Task satisfaction Self-efficacy Task performance Task satisfaction
coeff se coeff se coeff se coeff se coeff se

Intercept 12.60∗∗∗ 1.39 1.86∗∗∗ 0.39 1.44∗ 0.63 11.92∗∗∗ 1.46 1.21∗∗∗ 0.34
AI Delegation
- Delegation 3.44∗∗∗ 0.43 0.34∗∗ 0.12 0.75∗∗∗ 0.18 2.97∗∗∗ 0.43 0.05 0.10
- Hidden delegation 3.40∗∗∗ 0.41 0.30∗ 0.12 0.80∗∗∗ 0.17 2.90∗∗∗ 0.42 -0.01 0.10
- Human-alone (baseline)
Self-efficacy 0.62∗∗∗ 0.17 0.39∗∗∗ 0.04
Task experience -0.03 0.29 0.13 0.08 0.08 0.12 -0.08 0.28 0.10 0.06
Algorithm attitude 0.59∗∗ 0.22 0.10† 0.06 0.05 0.09 0.55∗ 0.21 0.08† 0.05
Algorithm use -0.31 0.20 -0.09† 0.06 -0.06 0.08 -0.28 0.19 -0.07 0.04
Cognitive ability 0.09 0.18 0.21∗∗∗ 0.05 0.46∗∗∗ 0.07 -0.19 0.19 0.03 0.04
Education 0.15 0.21 0.00 0.06 0.09 0.09 0.09 0.20 -0.03 0.05
Age -0.04∗∗ 0.01 0.00 0.00 0.01 0.01 -0.04∗∗ 0.01 0.00 0.00
Gender 0.22 0.37 -0.08 0.10 0.17 0.16 -0.32 0.36 0.02 0.08

R2 0.364 0.160 0.258 0.408 0.455
Adj. R2 0.333 0.119 0.222 0.376 0.426
MSE 5.729 0.445 1.020 5.361 0.290
F(df) 11.817∗∗∗ (9,186) 3.925∗∗∗ (9,186) 7.166∗∗∗ (9,186) 12.747∗∗∗(10,185) 15.447∗∗∗(10,185)
Note: ∗∗∗ 𝑝 < 0.001; ∗∗ 𝑝 < 0.01; ∗ 𝑝 < 0.05; † 𝑝 < 0.10

self-efficacy (𝑀𝑒𝑎𝑛 = 5.29, 𝑆𝐷 = 0.96, 𝑝 < 0.001 and 𝑀𝑒𝑎𝑛 =

5.37, 𝑆𝐷 = 1.05, 𝑝 < 0.001, respectively), compared to partici-
pants in the human-alone group (𝑀𝑒𝑎𝑛 = 4.63, 𝑆𝐷 = 1.25), see
Figure 4c. A Tukey post hoc test reveals no significant difference
in self-efficacy between the two delegation groups (𝑝 = 0.904).
Besides AI delegation, high levels of cognitive ability increase self-
efficacy (𝑝 < 0.001). This increased self-efficacy improves task
performance (𝑝 < 0.001). A more positive attitude towards algo-
rithms and a younger age also improve task performance (𝑝 < 0.011
and 𝑝 < 0.002, respectively). Results of the mediation analysis are
displayed in Figure 5 and Table 1 (Columns: ‘Model II—Indirect
effect of AI delegation’, ‘Task performance’). Self-efficacy mediates
the effect of AI delegation—for both the delegation and hidden dele-
gation group—on task performance, as the mediation indices show
(𝛽 = 0.47, 𝑆𝐸 = 0.18, 95% CI [0.15, 0.84] and 𝛽 = 0.50, 𝑆𝐸 = 0.20,
95% CI [0.15, 0.94], respectively).

To summarize, H3 is supported. For participants in the delegation
groups—whether communicated or not—self-efficacy increases and

AI Delegation

Self-efficacy

Task 

Performance

(a) Delegation vs. Human-alone

(b) Hidden delegation vs. Human-alone
Task 

Satisfaction

Figure 5: Overview of the direct and indirect effect of AI del-
egation on task performance and task satisfaction.

improves task performance compared to participants working alone
(see Table 1). This means that their self-efficacy increases, regardless
of whether they are informed about the delegation or not.

5.5 Mediation of Self-efficacy in Effect of AI
Delegation on Task Satisfaction

Themediationmodel—testing for the indirect effect of AI delegation
on task satisfaction through increased self-efficacy—is significant,
𝐹 (10, 185) = 15.447, 𝑅2 = 0.455, 𝑝 < 0.001. We already know that AI
delegation increases participants’ self-efficacy compared to when
humans work alone. Besides task performance, this increased self-
efficacy also improves task satisfaction (𝑝 < 0.001). A more positive
attitude towards algorithms marginally improves task satisfaction
(𝑝 < 0.097). Results of the mediation analysis are displayed in
Figure 5 and Table 1 (Columns: ‘Model II—Indirect effect of AI
delegation’, ‘Task satisfaction’). Self-efficacy mediates the effect
of AI delegation—for both the delegation and hidden delegation
group—on task satisfaction, as the mediation indices show (𝛽 = 0.29,
𝑆𝐸 = 0.08, 95% CI [0.15, 0.46] and 𝛽 = 0.31, 𝑆𝐸 = 0.08, 95% CI
[0.17, 0.47], respectively).

We conclude that H4 is supported. Participants in the delega-
tion group show increased self-efficacy and thereby improved task
satisfaction compared to participants working alone (see Table
1). Participants’ self-efficacy increases, regardless of whether the
delegation is communicated to them or not.

6 DISCUSSION
The main goal of this study was to investigate how and why AI
delegation affects human task performance and task satisfaction.
We developed a research model inspired by organizational behavior
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research and tested it using an image classification task. AI delega-
tion refers to both the actual act of allocating task instances and
the communication of the delegation to the human team members.

Our results demonstrate that AI delegation improves human
task performance, regardless of whether humans know about the
delegation taking place. Awareness about delegation neither boosts
nor reduces human task performance in the current study. Humans
receive exactly those images that match their skills. When working
together, this effect results in complementary team performance—
i.e., the combined human-AI team performance surpasses both
human and AI model performance compared to either conducting
the task alone.

In addition to task performance, we were also interested in the
impact of AI delegation on human task satisfaction. Task or, more
generally, job satisfaction is critical because it predicts employee
well-being [25], productivity [59], and commitment to the orga-
nization [63]. Our study shows that AI delegation increases task
satisfaction, regardless of whether humans know that an AI model
delegates instances of the task. As previously stated, knowing about
the AI model that takes on the role of a manager leaves task satis-
faction unaffected.

To understand why the observed effects of AI delegation on task
performance and task satisfaction occur, the proposed behavioral
model allows us to analyze a possible underlying mechanism, i.e.,
self-efficacy. We find that the effects of AI delegation on task per-
formance and task satisfaction are driven by an increase in humans’
self-efficacy. In other words, humans are more confident in their
own ability to complete the task when it is composed by the AI
model. As a result, they perform better and are more satisfied with
the task. While self-efficacy partially mediates the effect of AI dele-
gation on human task performance, it fully mediates the effect of
AI delegation on task satisfaction.

Choice of the Task. The following factors determined how we
selected our experimental setting and task: First, AI delegation is
usually useful in domains where many individual decisions need
to be made. Moreover, the AI model has to be able to conduct the
task independently. Otherwise, the allocation of instances between
the AI model and humans is not possible. We chose our task with
these prerequisites in mind and selected image classification as a
test bed to evaluate how and why AI delegation influences humans.
We believe that image classification is a suitable delegation task
since there are many real-world situations where humans need to
classify many individual images. Tasks can range from low-stakes
tasks, such as animal classification [11, 55], to high-stakes tasks,
such as cancer detection [30]. Additionally, image classification
is a task where prior research has shown that humans and AI
have complementary strengths and, thus, the potential to reach
complementary team performance exists [24].

Implications for Human-AI Collaboration. AI delegation, as
a special case of human-AI collaboration, has the potential to reduce
human effort in tedious tasks and improve human and overall team
performance. Prior work has focused on delegation algorithms in
user studies that do not learn both the capabilities of humans and
the AI model [11, 22]. Moreover, these studies do not consider hu-
mans’ perceptions when an AI model manages the delegation of
instances. The current study does not only confirm the benefits
of AI delegation in general, it also demonstrates the advantages

when the capabilities of both team members are taken into account.
Furthermore, it enables us to provide insights into humans’ percep-
tion of the AI model as the “manager”, distributing task instances
between team members. Our study identifies self-efficacy as an
underlying mechanism for the effect of AI delegation on task per-
formance and task satisfaction. Hence, managers could consider
applying AI delegation to yield higher levels of performance and
employee satisfaction. Interestingly, communicating the AI dele-
gation did not further affect self-efficacy, task performance, and
task satisfaction. We can conclude that the modified nature of the
task through AI delegation was responsible for the increases in
task performance and task-related perceptions. Whether modified
tasks increase self-efficacy in general and are perceived as satisfying
may depend on humans’ preferences, personality, and task context.
Some people like tasks that are challenging for them, while others
prefer more trivial tasks.

Implications for Algorithmic Management. In the following,
we discuss possible implications for the design of “AI managers”—a
special case of algorithmic management [45]. Algorithmic man-
agement can be understood as transferring managerial functions
to algorithms, which is, for example, a central element of the gig
economy [9, 45, 52]. The gig economy focuses on tasks with many
repetitions, such as language translation or image classification. Gig
economy platform providers such as Uber organize the matching
and delegation of instances based on algorithms. Usually, these
algorithms distribute instances to different employees [9]. The AI
delegation presented here differentiates from this setting by ful-
filling both the role of a manager and an employee. This could
open up new scaling potential in the gig economy. For example,
digital services could be processed either by humans or algorithms,
depending on different criteria, e.g., the urgency of task comple-
tion, special task requirements, or the availability of human service
providers.

Algorithmicmanagement is usually seen as a double-sided sword.
On the one hand, it may lead to efficiency and even performance
gains, which is important for the scalability of platform business
models [9]. The current research also shows improved perceptions,
i.e., self-efficacy and task satisfaction. On the other hand, algorith-
mic management may induce uncertainty and discomfort among
employees [9]. For example, a study on Uber drivers shows that
some drivers associate negative feelings with working “for” an algo-
rithm [49]. Future research should examine further when and why
people perceive algorithmic management as positive or negative.

To summarize, we wanted to illustrate the existing potential
for implementing “AI managers” in human-AI collaborations. AI
delegation can yield higher task performance and task satisfaction
through increased feelings of competence in completing the task.

Limitations. We do not observe any effect of communicating
that delegation takes place through an AI model. Future research
should investigate other forms of communication and task settings
to verify the robustness of this finding. For example, we suggest
including explanations for the delegation rationale, e.g., why and
in which cases the AI delegates task instances. Furthermore, our
current experimental design did not examine human delegation.
Previous research has shown that humans generally have diffi-
culty correctly assessing their own abilities compared to an AI [22].
Hence, it is likely that human delegation would result in lower
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performance levels. Moreover, we conducted our study with non-
experts drawing upon a non-specialized task. In environments that
require expert knowledge, AI delegation may have different ef-
fects on human behavior, such as a greater desire for agency or
transparency of AI decisions [70].

Future Work. The potential of AI delegation as a lever to im-
prove task-related outcomes opens up several opportunities for
future research. People who identify with their work may perceive
AI delegation differently. For example, if an employee sees strong
meaning in performing a task, AI delegation could be seen as some-
thing negative that takes away the desired work. On the other hand,
if the work is perceived as tedious, AI delegation could be seen as
positive. Whether AI delegation is perceived as positive or negative
could also vary greatly from person to person. Future work could
examine personality traits of people who are more willing to partic-
ipate in AI delegation to identify differences in people’s reactions
to AI delegation. In addition, algorithmic opacity, which refers to
the transparency of the delegation algorithm, is a major issue in the
algorithmic management literature. We chose to communicate the
delegation decision to the human without explaining the rationale
for that decision. Research in other areas shows that additional in-
formation, e.g., the confidence of the algorithm or explanations for a
particular decision, can help improve decision-making performance
[4, 6]. We propose investigating whether additional information,
e.g., information indicating why or in which cases task instances
are delegated, may affect various task outcomes. Lastly, it may be in-
teresting to test whether task performance and task satisfaction can
be further improved by personalized delegation or design features
lowering the psychological distance.

7 CONCLUSION
This work studies AI delegation as a special form of human-AI
collaboration from a human-centered perspective. We propose a
behavioral model that allows us to investigate not only the effect of
AI delegation on human task performance and task satisfaction but
also to understand why the proposed effects occur. Our findings
show that AI delegation improves human task performance and
task satisfaction while increases in humans’ self-efficacy to com-
plete the task explain these positive effects. The question arises
whether “humans managed by AI models” can be a suitable form
of collaboration for particular workplace settings.
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