
 

  

 

Aalborg Universitet

Data-driven Speech Enhancement

from Non-negative Matrix Factorization to Deep Representation Learning

Xiang, Yang

DOI (link to publication from Publisher):
10.54337/aau519583502

Publication date:
2022

Document Version
Publisher's PDF, also known as Version of record

Link to publication from Aalborg University

Citation for published version (APA):
Xiang, Y. (2022). Data-driven Speech Enhancement: from Non-negative Matrix Factorization to Deep
Representation Learning. Aalborg Universitetsforlag. Ph.d.-serien for Det Tekniske Fakultet for IT og Design,
Aalborg Universitet https://doi.org/10.54337/aau519583502

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            - Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            - You may not further distribute the material or use it for any profit-making activity or commercial gain
            - You may freely distribute the URL identifying the publication in the public portal -
Take down policy
If you believe that this document breaches copyright please contact us at vbn@aub.aau.dk providing details, and we will remove access to
the work immediately and investigate your claim.

Downloaded from vbn.aau.dk on: September 08, 2023

https://doi.org/10.54337/aau519583502
https://vbn.aau.dk/en/publications/3600b155-e027-412c-b2f5-6e3afeabb359
https://doi.org/10.54337/aau519583502




Ya
n

g
 Xia

n
g

D
ata

-D
r

iven
 Speec

h
 en

h
a

n
c

em
en

t: fr
o

m
 n

o
n

-n
eg

ative m
atr

iX fa
c

to
r

izatio
n

 to
 D

eep r
epr

eSen
tatio

n
 Lea

r
n

in
g

Data-Driven Speech
enhancement: from

non-negative matriX
factorization to Deep

repreSentation Learning

bY
Yang Xiang

Dissertation submitteD 2022





Data-driven Speech
Enhancement: from
Non-negative Matrix
Factorization to Deep

Representation Learning

Ph.D. Dissertation
Yang Xiang

Department of Architecture, Design, and Media Technology
Aalborg University

Rendsburggade 14, 9000 Aalborg, Denmark

Dissertation submitted Oct, 2022



Dissertation submitted: December 2022

PhD supervisor:  Prof. Mads Græsbøll Christensen
   Aalborg University

PhD co-supervisors: Dr. Morten Højfeldt Rasmussen
   Capturi A/S

   Dr. Jesper Lisby Højvang
   Capturi A/S

PhD committee:  Associate Professor Erkut Cumhur (chair)
   Aalborg University, Denmark

   Professor Wenwu Wang
   University of Surrey, England

   Professor Nilesh Madhu
   Ghent University – imec, Belgium

PhD Series: Technical Faculty of IT and Design, Aalborg University

Department: Department of Architecture, Design and Media Technology

ISSN (online): 2446-1628
ISBN (online): 978-87-7573-783-3

Published by:
Aalborg University Press
Kroghstræde 3
DK – 9220 Aalborg Ø
Phone: +45 99407140
aauf@forlag.aau.dk
forlag.aau.dk

© Copyright: Yang Xiang

Printed in Denmark by Stibo Complete, 2023



Curriculum Vitae

Yang Xiang

Yang Xiang was born in Kunming, Yunnan, China, in 1994. He received his
B.S. and M.Sc. degrees in information and communication engineering from
the Beijing University of Technology in 2016 and 2019, respectively. He is cur-
rently an industrial Ph.D. student at the Audio Analysis Lab, Department of
Architecture, Design and Media Technology, Aalborg University, Aalborg, and
Capturi A/S, Aarhus, Denmark. His research interests include speech enhance-
ment, source separation, deep representation learning, and machine learning.

iii



Curriculum Vitae

iv



Abstract

In natural listening environments, speech signals are easily distorted by vari-
ous acoustic interference, which reduces the speech quality and intelligibility
of human listening; meanwhile, it makes difficult for many speech-related ap-
plications, such as automatic speech recognition (ASR). Thus, many speech
enhancement (SE) algorithms have been developed in the past decades. How-
ever, most current SE algorithms are difficult to capture underlying speech
information (e.g., phoneme) in the SE process. This causes it to be challenging
to know what specific information is lost or interfered with in the SE process,
which limits the application of enhanced speech. For instance, some SE algo-
rithms aimed to improve human listening usually damage the ASR system.

The objective of this dissertation is to develop SE algorithms that have the
potential to capture various underlying speech representations (information)
and improve the quality and intelligibility of noisy speech. This study starts
by introducing the hidden Markov model (HMM) into the Non-negative Matrix
Factorization (NMF) model (NMF-HMM) because HMM is a convenient way to
find underlying speech information for better SE performance. The key idea is
applying HMM to capture the underlying speech temporal dynamics informa-
tion in the NMF model. Additionally, a computationally efficient method is also
proposed to ensure that this NMF-HMM model can achieve fast online SE.

Although NMF-HMM captures the underlying speech information, it is dif-
ficult to explain what detailed information is obtained. In addition, NMF-HMM
cannot represent the underlying information in a vector form, which makes
information analysis difficult. To address these problems, we introduce deep
representation learning (DRL) for SE. DRL can also improve the SE perfor-
mance of DNN-based algorithms since DRL can obtain a discriminative speech
representation, which can reduce the requirements for the learning machine
to perform a task successfully. Specifically, we propose a Bayesian permutation
training variational autoencoder (PVAE) to analyze underlying speech infor-
mation for SE, which can represent and disentangle underlying noisy speech
information in a vector form. The experimental results indicate that disen-
tangled signal representations can also help current DNN-based SE algorithms
achieve better SE performance. Additionally, based on this PVAE framework,
we propose applying β-VAE and generative adversarial networks to improve
PVAE’s information disentanglement and signal restoration ability, respectively.
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Resumé

I naturlige lyttemiljøer, vil talesignaler forvrænges let af forskellige akustiske
interferenser, hvilket kan reducere talekvaliteten og forståeligheden; samtidigt
gør det vanskeligt for mange talerelaterede app’er, såsom automatisk talegenk-
endelse (automatic speech recognition, ASR). Derfor er mange taleforbedringsal-
goritmer (speech enhancement, SE) blevet udviklet i de sidste årtier. De fleste
nuværende SE-algoritmer dog er vanskelige at fange underliggende taleinfor-
mationer (fx. fonem) i SE-processen. Dette får det til at være udfordrende
at vide, hvilke specifikke informationer er tabt eller forstyrret i SE-processen,
herved begrænser anvendelsen af taleforbedring. F.eks. nogle SE-algoritmer,
der kan forbedre menneskelig lytning, kan ofte beskadige ASR-systemet.

Formålet med denne afhandling er at udvikle SE-algoritmer, gøre den muligt
til at fange forskellige underliggende talerepræsentationer (informationer), og
forbedre kvaliteten og forståeligheden af støjende tale. Denne undersøgelse
starter med at introducere den skjulte Markov-model (hidden Markov model,
HMM) i den ikke-negative matrixfaktorisering (Non-negative Matrix Factoriza-
tion, NMF) model (NMF-HMM), fordi HMM er en bekvem måde til at finde
underliggende taleinformationer for at bedre SE-ydeevne. Hovedideen er at
anvende HMM til at fange den underliggende tidmæssige dynamiske talein-
formationer i NMF-modellen. Derudover foreslås også en høj effektiv beregn-
ingsmetode for at sikre, at denne NMF-HMM-model kan opnå online SE hurtigt.

NMF-HMM kan fange de underliggende taleinformationer, men er det vanske-
ligt at forklare, hvilke detaljerede informationer er fået. Derudover kan NMF-
HMM ikke repræsentere de underliggende informationer i en vektorform, hvilket
er vanskeligt til at udføre informationsanalyse. For at løse disse problemer, in-
troducerer vi deep representation learning (DRL) for SE. DRL kan også forbedre
SE-ydeevnen, som er baseret på DNN algoritmer, da DRL kan forskelbehandle
talerepræsentation, derved reducere kravene til læringsmaskinen til at udføre
en opgave med succes. Vi specifikt foreslår at bruge Bayesian permutation
training variational autoencoder (PVAE) til at analysere underliggende talein-
formationer for SE, som kan repræsentere og adskille underliggende støjende
taleinformationer i en vektorform. De eksperimentelle resultater angiver, at
adskillede signalrepræsentationer også kan hjælpe nuværende SE-algoritmer
(baseret på DNN) med at opnå bedre SE-ydeevne. Derudover baseret på denne
PVAE-ramme, foreslår vi at anvende β-VAE og generative kontradiktoriske netværk
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for at forbedre PVAE’s henholdsvis informationsadskillelse og signalgendan-
nelsesevne.
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Part I

Summary
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1 Background

Speech signal plays an essential role in human communication. However, in
our daily listening environment, speech signals are easily corrupted by var-
ious acoustic interference, which makes human listeners, especially people
with hearing loss, feel difficult to understand the conversation. Meanwhile,
the corrupted speech signals can also cause many related downstream speech
applications, such as automatic speech recognition (ASR) [1], speaker iden-
tification [2], and speech translation, to become very difficult. As a result,
speech enhancement (SE) techniques, which aims to remove background noise
and improve speech quality and intelligibility in a noisy environment, have
been developed during the past decades [3]. At present, due to the needs of
practical applications, there are more and more requirements for SE [4]. For
example, SE is required to help the online meeting system decrease the word
error rate (WER) for accurate live captioning when transmitting high-quality
speech signals in different complex listening environments [5, 6]. Therefore,
SE has become a hot research topic.

Many efforts have been made to improve SE performance in the past
decades. In an environment where the noise is additive, the most direct way for
SE is the spectral subtraction algorithm (SSA) [7]. SSA subtracts an estimated
short-term noise spectrum from the noisy signal spectrum to obtain the target
clean speech signal spectrum. To get a better signal estimation, some statistic-
based SE algorithms are developed, like some Wiener filtering-based [8, 9]
strategies. Moreover, the minimum mean-square error (MMSE) spectral am-
plitude estimator [10] is another classic SE method. Based on this work [10],
a log-MMSE spectral amplitude estimator [11] is proposed to suppress more
residual noise. To increase the estimation accuracy of the clean speech spec-
trum, some noise estimation algorithms, such as minima controlled recursive
averaging (MCRA) noise estimator [12] and improved MCRA (IMCRA) noise
estimator [13], are combined with amplitude estimators, such as the optimally-
modified log-spectral amplitude (OM-LSA) method [14] and Log-MMSE [15],
for SE. The signal subspace method [16–18] is also a classical SE algorithm
that analyzes the speech and noise subspace of the observed signal for the SE
application.

However, most of these methods are difficult to obtain satisfactory SE per-
formance in a non-stationary noisy environment and usually introduce musical

3



noise since they less consider applying prior speech and noise information for
SE. To address this problem, data-driven SE algorithms are developed. The key
idea of data-driven methods is that the signal models can be pre-trained using
speech or noise data to obtain the prior information of signals before SE. In the
online SE stage, the pre-trained signal model can be directly used to perform SE
given noisy data. Classical data-driven SE algorithms include codebook-based
methods [19–21], non-negative matrix factorization (NMF) methods [21–26],
and the auto-regressive hidden Markov model (ARHMM) [27, 28].

Recently, with the advance in deep learning techniques [29, 30], deep neu-
ral networks (DNNs) have significantly promoted SE progress [31] and shown
their great potential for SE [31–39]. Compared to classic SE algorithms, DNNs’
benefits for SE are that they apply fewer assumptions [31, 32, 40] for sig-
nal analysis. So, some inaccurate assumptions can be avoided in DNN-based
SE algorithms. In general, input features (representations), training targets,
and learning machines are the three critical components for the DNN-based
SE [31] methods. For the input features (representations), a more discrimina-
tive feature can place less demand on the learning machine to perform a task
successfully [31]. On the contrary, a powerful learning machine places less de-
mand on features [31]. Many features have been investigated for SE [31], such
as pitch-based features [41], amplitude modulation spectrogram (AMS) [42],
Mel-frequency cepstral coefficient (MFCC), and Gammatone frequency cepstral
coefficient (GFCC) [43]. Although these features can represent different signal
information [31] for SE, their disentanglement property is limited. They can-
not disentangle different signal information, increasing the requirements for
learning machines to generate high-quality speech. Thus, more powerful tools,
such as the DRL model [44], should be considered to obtain better disentan-
gled signal representations for SE.

For the training target, [32, 40] leverage a feedforward multilayer percep-
tron (MLP) to predict the log-power spectrum (LPS) of the clean speech using
noisy LPS as network input. After that, the final enhanced speech signal is
estimated using waveform reconstruction. The related experimental analysis
indicates that this proposed DNN framework [32, 40] is able to obtain a higher
short-time objective intelligibility (STOI) [45] score and perceptual evaluation
of speech quality (PESQ) [46] than classic methods. In [33, 47], MLP is used
to estimate the ideal ratio mask (IRM) and ideal binary mask (IBM) for SE.
Unlike the direct spectrum mapping methods [32, 40], mask-based methods
leverage DNNs to find the pre-defined time-frequency relationship among the
clean speech, noise, and noisy speech for SE. These mask-based methods can
also achieve satisfactory SE performance. Moreover, DNN can also be used to
predict various speech present probabilities [48] for the SE purpose.

In general, most DNN-based SE algorithms [32, 33, 40, 47, 48] only ana-
lyze the magnitude spectrum of signals and ignore the phase information be-
cause phase is not so essential for enhanced speech [49]. However, recent re-
search [39, 50] indicates that accurate phase estimation is necessary to gener-
ate high-quality enhanced speech. Therefore, many DNN-based SE algorithms
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1. Background

that consider the phase information target are proposed. These methods in-
clude some phase-sensitive filter algorithms [51] and complex ideal ratio mask
(cIRM) estimation algorithms that jointly estimate real and imaginary compo-
nents of clean speech [52, 53]. Another way to address the phase estimation
problem is to leverage DNNs to perform SE in the time domain, which directly
estimates the waveform of clean speech. The end-to-end SE strategies [35, 54]
can also achieve excellent SE performance.

Learning machines is another key component of the DNN-based SE algo-
rithm. Many different learning machines have been investigated for the SE ap-
plication. Convolutional neural networks (CNNs) [55] can discover robust and
localized low-dimensional patterns [55], so CNN has the potential to achieve
better SE performance than MLP. In [56, 57], CNN is applied to perform mask
and spectrum estimation for SE. In [58], a fully convolutional encoder-decoder
network (FCED) is used to perform spectrum mapping SE. Compared to MLP,
CNN’s other benefit for SE is that its number of parameters is smaller, so CNN
is easier to apply to some embedded devices [58]. The speech signal is related
to the temporal process, so deep recurrent neural networks (RNNs) [59] can
generate benefits for the SE. In [60], RNN is used to conduct denoising tasks
and performs better than MLP. A more advanced RNN structure, long short-
term memory networks (LSTMs) [61], is utilized to predict multi-target for
SE [34]. Moreover, LSTM can also be used to improve the ability of speaker
generalization [62]. To make the best use of the advantage of CNN and RNN,
convolutional recurrent networks (CRNs) [63, 64] are proposed to conduct the
SE, which can benefit from CNN’s feature extraction and RNN’s temporal mod-
eling ability. Experimental results in [63, 64] indicate that CRNs can obtain
higher STOI and PESQ scores than single CNNs and RNNs models. The speech
signals are the complex values in the time-frequency analysis using a short-
time Fourier transform (STFT), so deep complex networks (DCNs) [65, 66] are
also investigated to perform SE, which can directly process the complex-valued
spectrum and avoid the phase estimation problem. Furthermore, combining
CRNs and DCNs (deep complex convolution recurrent network (DCCRN)) [67]
can achieve more excellent SE performance. Moreover, some generative mod-
els, such as variational autoencoder (VAE) [68] and generative adversarial
networks (GANs) [69, 70], are also investigated for SE application and have
shown their potential in SE. For instance, [71] and [72] use GANs to estimate
speech spectrum and waveform, respectively. Both of them obtain satisfactory
SE performance. In addition, many semi-supervised and unsupervised SE al-
gorithms [36, 73–75] are also investigated in recent works to improve DNN’s
generalization ability.

To sum up, at present, many SE algorithms have been proposed and
achieved satisfactory SE performance. Some of these algorithms [67, 76] can
also meet practical applications [77]. However, with the progress of the times,
there are more and more requirements for the SE technique. For instance, for
some online meeting applications, SE needs to improve human hearing and
reduce WER simultaneously. As a result, some new strategies are supposed to
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be considered to improve the performance of the current SE methods.
The rest of this section is organized as follows. First, we will explain the

motivation of this study in subsection 1.1. Then, the fundamental ideas of using
representation learning for SE are expected to be illustrated in subsection 1.2.
After that, we will show the organization of this thesis in subsection 1.3.

1.1 Motivation

At present, although many SE algorithms have been proposed [3, 31], most
of these methods only analyze the limited information for SE. They do not try
to capture more underlying information (e.g., phoneme or text information)
to improve SE performance. For example, most of the present DNN-based SE
methods [31–33, 35–40] focus on optimizing the training targets and learn-
ing machines. These DNN-based methods use different learning machines [31]
to predict different pre-defined targets (e.g., various masks [33], speech spec-
trum [40], and speech present probability [48]). Although direct prediction
of pre-defined targets can prevent inaccurate signal assumptions [40], the lack
of underlying information analysis in SE can cause it challenging to under-
stand signal distortion. We cannot know the relationship between signal dis-
tortion and information loss, which limits the SE application in some down-
stream tasks. For instance, some SE methods aiming to improve human listen-
ing can damage the ASR system [5, 6]. The enhanced signals have a higher
WER than noisy speech in the ASR system. In general, this unsatisfactory ASR
performance is caused by the distortions of the enhanced signal. Without the
analysis of underlying information (e.g., phoneme or text information), it is
difficult to know how the ASR-needed information is lost in signal distortions.
Similarly, the same problem also exists in traditional SE algorithms [3, 16–21].
Basically, the classic SE algorithms [3, 16–21] utilize STFT to analyze the T-F
representations of the speech signal or directly analyze the time-domain wave-
form. However, analyzing T-F and waveform representations is ineffective in
capturing and disentangling different underlying speech information because
some information, such as phoneme and content information, is less related
to the T-F and waveform representations. For example, different speakers are
able to say the same sentence. T-F and waveform representations are difficult
to disentangle and represent the speaker and content information and perform
the related analysis of disentangled information.

To mitigate the above problems, this thesis aims to develop a SE frame-
work that has the potential to capture underlying speech information (repre-
sentation) and can improve speech quality and intelligibility when performing
SE. Moreover, a good signal representation is also essential to improve DNN’s
performance [44] since a discriminative speech representation can place less
demand on the learning machine to perform a task successfully [31].
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1. Background

Signals

y: noisy signal

x: speech

d: noise

latent variables

zc: content-related information 

zs: style-related information

zd: noise information

zo: other information 

Fig. 1: Graphic illustration of information of the noisy speech

.

1.2 Key Idea and Objectives

Fig.1 shows a simple graphic illustration of what information of a noisy speech
could be included and analyzed. In Fig.1, we can find that a noisy signal could
contain content-related information, style-related information, noise informa-
tion, and other information. The different information can be represented by
the different vector forms (zc, zs, zd, and zo). More specifically, content-related
information involves the understanding of a word or sentence. Each different
speaker can use the same content information to express the same. Content
information is essential for the ASR application. Style-related information usu-
ally represents the speakers, which decides the style of a speech signal. Noise
information determines what types of noise are included in this noisy signal.
Other information means some other possible underlying information (e.g., re-
verberation or multi-speaker information) that may be included in the noisy
speech, which is adjustable based on the practical application. Fig.1 also in-
dicates that all the different information can decide the noisy signal y. Mean-
while, each independent information can also decide different signals. For
example, noise information can determine the noise signal d. The combination
of content and style information can decide the speech signal x. Note, Fig.1
just shows a basic framework for information analysis of the noisy signal. In
practical application, more information analysis could be considered in Fig.1.
For instance, emotional information could also be included in the speech signal
part.

To capture and analyze various information in a speech signal, we can con-
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Signals

y: noisy signal

latent variables

zc: content-related information 

zs: style-related information

zd: noise information

zo: other information 

Encoder 
 (recognition model)

Decoder 
 (generative model)

Fig. 2: Graphic illustration of representation analysis for deep representation learning model.

sider leveraging the hidden Markov model (HMM) [27] or the deep represen-
tation learning (DRL) model [44]. In general, HMM can capture the speech
temporal dynamic information, and each HMM’s state can intend to find spe-
cific speech information (e.g., a phoneme). HMM has been widely applied in
the ASR area [1]. HMM is easily combined with some traditional SE algorithms
like NMF. However, the drawbacks of using HMM to find speech information
are that HMM is difficult to represent various underlying information efficiently
(e.g., using a vector to represent the information), which causes it challenging
to perform detailed information analysis. In addition, HMM is also difficult
to disentangle different underlying information, which may lead to inaccurate
information analysis. To mitigate these issues, we consider using DRL for in-
formation analysis. DRL can represent underlying information in a vector form
and disentangle different speech information [78–80], effectively analyzing
signals. At present, the DRL model has been widely used in speech conversion
and synthesis domains [81, 82]. Fig.2 shows how to use DRL to perform signal
analysis. In general, the DRL model contains an encoder and decoder [82].
The encoder also named the recognition model, is responsible for finding and
disentangling various underlying information. Finally, the encoder can disen-
tangle multiple pieces of information into different vector forms (latent vari-
ables). We can perform related information analysis using these vectors. The
decoder also named the generative model, is responsible for signal recovery
using previously analyzed vectors (latent variables). The decoder can use all
disentangled latent variables to generate a signal, as shown in Fig.2. Alterna-
tively, the decoder can just use some of them to recover the signal, depending
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1. Background

(a) Generative model (b) Recognition model

Fig. 3: Graphic illustration of simplified signal analysis model [83].

on the practical application. For example, we only need the content and style
information to reconstruct a clean speech signal for SE, as shown in Fig.1.

This thesis first aims to leverage HMM to capture the underlying speech in-
formation because HMM is easily combined with some existing signal models
like NMF [21–26] for SE. However, due to the limitation in HMM, we will focus
on using the DRL model for signal analysis. This thesis attempts to leverage
DRL for SE, which is a novel aspect of signal analysis in SE. Therefore, as a
preliminary study of investigating the representation learning for SE, we sim-
plify the signal model in Fig.1 as the model in Fig.3 [83]. In this study, we
are based on the simplified signal model (Fig.3) to conduct the related signal
analysis. Comparing the simplified model (Fig.3) to the original model (Fig.1),
we can find that the simplified model only considers speech information zx
and noise information zd. zx is the combination of zc and zs. The simplified
model does not disentangle more detailed information and treats zc and zs as a
whole information zx. The reason for using a simplified model is that it is more
convenient to validate the correctness of the proposed framework. Note that
although we verify our framework in a simplified signal model, the proposed
framework could be a more general strategy that can be easily extended to an-
alyze the more complex signal information. Moreover, another benefit of using
DRL for SE is that DRL can also help DNN-based SE algorithms improve SE
performance since DRL can learn a discriminative speech representation [44],
and a discriminative speech representation can reduce the requirements for the
learning machine to conduct the SE task successfully [31].

1.3 Organization of Thesis

We structure the summary of the thesis as follows.
In this thesis, we first consider using the combination of NMF and HMM to

capture the underlying speech information for SE, so we will explain some fun-
damental mathematical theories of NMF and HMM in Section 2. In addition,
we focus on leveraging DRL models to perform SE, so we will also introduce
some advanced DRL models, such as variational autoencoder (VAE) [68], β-
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VAE [84, 85], and generative adversarial networks (GANs) [69, 70], in section
3. After that, we will indicate the contributions of this study and draw con-
clusions in section 4. Finally, since this is a preliminary work of investigating
the application of representation learning in SE, we will indicate some possibly
meaningful research directions in section 5.

2 Non-negative Matrix Factorization Model

This section first explains the basic NMF algorithm with Kullback-Leibler (KL)
divergence. After that, this section shows the NMF’s application in SE. This
thesis considers applying HMM in NMF, so this section also shows the basic
framework of how we combine HMM and NMF.

2.1 Basic Non-negative Matrix Factorization with Kullback-
Leibler Divergence

In general, NMF is a group of algorithms in multivariate analysis and linear
algebra, which can factorize a matrix V into two matrices W and H. All of the
three matrices V, W, and H have no negative elements. The NMF can make
the matrix data easier to inspect and analyze. At present, NMF has been widely
applied in computer vision [86] and audio signal processing [24, 87–89].

Consider a clean speech signal x(t), t is the time index, and its short-time
Fourier transform (STFT) coefficients are X(f, n). Here, n ∈ [1, N ] and f ∈
[1, F ] represent the time frame and frequency bin indices, respectively. Gath-
ering the F frequency bins and N time frames, the clean speech magnitude
spectrum matrice can be defined as XN , where XN = [x1, · · · ,xn, · · · ,xN ]
and xn = [|X(1, n)|, · · · , |X(f, n)|, · · · , |X(F, n)|]T [90]. There are no negative
elements in XN , so many measures [90], such as KL divergence [23], Itakura-
Saito (IS) divergence [91], β divergence [92], and Euclidian distance [93],
can be used as the loss function to perform NMF for XN . In this thesis, we
choose KL divergence as the loss function to conduct NMF because the best SE
performance can be achieved using the KL divergence as the NMF loss func-
tion [94] with the magnitude spectrum [90, 94] compared with other NMF
loss functions. In addition, the KL divergence-based NMF can derive to the
multiplicative update (MU) rule for the NMF parameters update, which is an
efficient way for the parameters calculation.

Based on the definition, the KL divergence measure between the two matri-
ces D and D̂ can be represented as [90]

DKL(D||D̂) =
∑
i,j

(di,j log(di,j/d̂i,j)− di,j + d̂i,j), (1)

where di,j and d̂i,j are the elements from the ith row and jth column of in
matrices D and D̂, respectively. DKL(||) denotes the KL divergence. Based on
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2. Non-negative Matrix Factorization Model

the KL measure, the XN can be factorized as a basis matrix W and a activation
matrix H. The NMF loss function with KL divergence can be represented as
[90]

(W,H) = argmin
W,H

DKL(XN ||W ×H). (2)

In [23, 90], it has been shown that W and H can be estimated iteratively
using the MU rules:

W←W ⊙

XN

W ×H
H

T

1H
T

, (3)

H← H⊙
W

T XN

W ×H

W
T
1

, (4)

where ⊙ and all divisions represent element-wise multiplication and division
operations, respectively, and 1 is a matrix of ones that has the same dimension
as matrix XN [23, 90].

In [90, 95], it shows that MU rule in (3) and (4) using gradient descent
derivation can be also derived from a statistical analysis aspect. Specifically, the
KL divergence-based NMF can also be obtained from the hierarchical statistical
model [90, 95]

XN =

K∑
k=1

C(k), (5)

cf,n(k) ∼ PO(cf,n(k);W f,kHk,n), (6)

where PO(y;λ) =
λye−λ

Γ(y + 1)
denotes the Poisson distribution. Additionally,

Γ(y+1) = y! is the gamma function for positive integer y, the K is the number
of basis vectors, C(k) denotes the latent matrix, and cf,n(k) is the element of
matrix C(k) in the f th row and nth column [90, 95]. W k,n and Hk,n are the
elements of the basis W and activation matrices H, respectively.

In (6), we assume that cf,n(k) is a Poisson distribution, which means that
cf,n(k) can be only applied for the discrete variables [90, 95]. However, the
practical signals are the continuous variables, so we leverage the gamma func-
tion to replace the factorial calculation [90, 95] in the original Poisson dis-
tribution. Moreover, papers [90, 95] indicate that the iterative update of the
parameters H and W using MU rule in (3) and (4) is identical to applying the
EM algorithm to perform parameters update in(5) and (6).
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2.2 NMF-based Speech Enhancement

This subsection will illustrate how to use the basic NMF to conduct SE in an
environment with additive noise. In general, the additive noisy signal model
can be written as [90]

y(t) = x(t) +m(t), (7)

where y(t) and m(t) are the noisy signal and noise, respectively. The STFT
coefficients of y(t) can be represented as [90]

Y (f, n) = X(f, n) +M(f, n), (8)

where Y (f, n) and M(f, n) represent the STFT spectrums of y(t) and m(t),
respectively. The magnitude spectrum matrices [90] of noisy signal and noise
are defined as YN and MN , which is similar to the definition of XN . Moreover,
the yn and mn also have the similar definition to xn. To simplify the model
analysis, we assume that YN = XN +MN .

In general, there are two stages for the NMF-based SE [90]: offline training
and online enhancement. In the first offline stage [90], we leverage the clean
speech and noise databases to pre-train the clean speech basis matrix W and
noise basis matrix Ẅ, respectively. In the following part, the overbar (·) and
double dots (̈·) are used to represent the clean speech and noise for the matrix
expression, respectively. The training loss function and related parameters up-
date are shown in (2), (3), and (4), respectively [90]. In the online stage [90],
the noisy speech basis matrix W is built by connecting the pre-trained noise
and speech basis matrices, which can be expressed as W = [W,Ẅ]. The ac-
tivation matrix H of the noisy speech can be estimated iteratively by replac-
ing XN , W, and H in (4) with YN , W, and H, respectively. Finally, we
are able to acquire enhanced speech by various related post-processing algo-
rithms [24, 87–89]. One of the general post-processing strategies for SE is to
apply the Wiener-filter-like spectral gain gn function [90] to estimate a clean
speech magnitude spectrum:

gn =
Whn

Whn + Ẅ ḧn

, (9)

hn =
[
h
T

n , ḧ
T
n

]T
= argmin

hn

DKL(yn||Whn). (10)

To solve (10), we can apply (4) to perform related calculations. Finally, the
enhanced signal can be estimated by

x̂n = yn ⊙ gn. (11)

Although NMF is an effective strategy for speech signal analysis, its ability in
capturing underlying speech information is limited. As a result, many other
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2. Non-negative Matrix Factorization Model

algorithms (e.g., HMM and DNN [96]) are usually combined with NMF to
achieve a better SE performance.

2.3 Combination of HMM and NMF

In this subsection, we will show how to apply HMM to capture the underlying
temporal dynamic information of the signal in NMF. Based on the conditional
independence property of the standard HMM [90, 97], we can obtain such a
likelihood function [90]

p(XN ;Φ) =
∑
SN

N∏
n=1

p(xn|sn)p(sn|ss−1), (12)

where sN = [s1, · · · , sn, · · · , sN ]T represents the states collection, and sn ∈
{1, 2, · · · , J} is the state at the nth frame [90]. The J is the total number
of states [90]. Here, the probability function p(sn|sn−1) represents the state
transition probability from state sn−1 to sn using p(s1|s0) as the initial state
probability [90]. p(xn|sn) is the state-conditioned likelihood function [90].
Moreover, Φ is defined as the collection of estimation parameters [90]. In (12),
we need to obtain p(sn|sn−1) and p(xn|sn) to calculate the whole likelihood
function p(XN ;Φ) [90].

For the p(sn|sn−1), it can be modeled using a first-order Markov chain,
which can be represented as [90]

p(sn|sn−1) =

J∏
i=1

J∏
j=1

A
l(sn=j,sn−1=i)

i,j , (13)

p(s1|s0) = p(s1) =

J∏
j=1

π
l(s1=j)
j , (14)

where l(·) is an indicator function [90], which can be written as

l(y) =

{
1, if logic expression y is true
0, if logic expression y is false

. (15)

In (13) and (14), Ai,j represents the transition probability from state i to state
j. πj is the initial probability for the first frame’s state x1 being state j. Gather-
ing all the initial and transition probabilities, they can be written as the vector
and matrix forms, π = [π1, · · · , πj , · · · , πJ ]

T and A with Ai,j being the element
at the ith row and jth column. As a result, we can express the related model-
ing parameters of state transition probability as Φhmm = {A,π, J}, where J is
predefined, and A and π can be updated using the EM algorithm [90].

For the state-conditioned likelihood function, we can apply (5) and (6) to
build it, which can be represented as [25]
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xn =

K∑
k=1

cn(k), (16)

p(cn(k)|sn) =
F∏

f=1

PO(cf,n(k);W
sn
f,kH

sn
k,n), (17)

where K is the basis vectors number, cn(k) contains the hidden vari-
ables, and W

sn
k,n and H

sn
k,n correspond to the elements of the basis and

activation matrices, respectively [90]. Here, we can write cn as: cn =
[cn(1)

T , cn(2)
T , · · · , cn(K)T ]T . Finally, the p(xn|sn) can be expressed as

p(xn|sn) =
∫

p(xn|cn)p(cn|sn) dcn

=

F∏
f=1

PO(|X(f, n)|;
K∑

k=1

W
sn
f,kH

sn
k,n),

(18)

where the superposition property of the Poisson random variable [90, 95] is
leveraged. Collect the NMF parameters {W sn

f,k} and {Hsn
k,n} and express them

as the matrix forms, we can obtain {Wj} and {Hj}. Here, we can find that dif-
ferent from the traditional NMF that leverages only one basis matrix to model
signal, the signal can be modeled by J basis matrices using the combination of
NMF and HMM. Moreover, each basis matrix has the potential to find a spe-
cific signal information (e.g., a phoneme or emotion). The related modeling
parameters of p(xn|sn) can be written as Φlike = {{W

j}, {Hj},K, J}, where J

and K are pre-defined and {Wj} and {Hj} can be obtained by EM algorithm.
To sum up, there are four types of parameters in Φ: Φ=Φhmm ∪Φlike. They

are the pre-defined parameters: J and K, NMF parameters: {Wj} and {Hj},
transition matrix: A, and initial state probabilities: π. Apart from the pre-
defined parameters, the other three types of parameters can be estimated using
EM algorithms [90, 95].

3 Deep Representation Learning and Generative
Models

Recently, many DRL and generative models, such as variational autoencoder
(VAE) [68, 98], generative adversarial networks (GAN) [69, 70], Bayesian
wavenet [99, 100], and diffusion probabilistic models [101–103], have been
proposed for data analysis. These models have shown great potential in data
learning and data generation. This section briefly introduces the VAE, β-
VAE [84, 85], and GAN models.
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3. Deep Representation Learning and Generative Models

Encoder 
 (recognition model)

Decoder 
 (generative model)

Fig. 4: Graphic illustration for VAE

3.1 Variational Autoencoder (VAE)

The VAE is a probabilistic generative model [68]. Based on the variational
Bayes [68], VAE provides a probabilistic generative process between the ob-
served data and the corresponding latent variables. VAE also defines a princi-
pled strategy to jointly learn latent variables, recognition, and generative mod-
els [68, 83]. Generative and recognition models can be jointly trained by max-
imizing the evidence lower bound (ELBO) or minimizing the KL divergence be-
tween their true joint distribution [83] and the corresponding estimation [68]
using the stochastic gradient descent (SGD) or Adagrad [104] algorithm. Fig.4
shows a general VAE structure. Here, x represents the clean speech magnitude
spectrum. For simplicity, we remove the time frame indices n. zx is the latent
variables of x, where zx ∈ RL and L is the dimensions of vectors zx.

The VAE’s optimization process can be seen as minimizing the KL diver-
gence between real joint probability distribution p(x, zx) and corresponding
estimation q(x, zx), which can be expressed as follow [83]:

DKL (p(x, zx)||q(x, zx)) = Ex∼p(x) [log p(x)]

+ Ex∼p(x)[DKL (p(zx|x))||q(x, zx))].
(19)

In (19), the term Ex∼p(x) [log p(x)] can be seen as a constant, so minimizing
their KL divergence is equal to minimizing [83]

L(θx, φx;x)

= Ex∼p(x)[DKL (p(zx|x))||q(x, zx))]
= Ex∼p(x) [DKL (p(zx|x))||q(zx))]
− Ex∼p(x)

[
Ezx∼p(zx|x) [log q(x|zx)]

]
,

(20)

where θx and φx are the encoder and decoder parameters, respectively, which
is applied to perform the related probability estimation. Here, −L(θx, φx;x)
can be also seen as the ELBO [83]. This ELBO can be written as

Ex∼p(x)[log q(x)] ≥ −L(θx, φx;x). (21)

Minimizing L(θx, φx;x) is equal to maximizing this ELBO. The whole VAE
framework can be trained using (20) as a loss function.

To calculate (20), we need to estimate posterior distribution p(zx|x), p(zx),
and prior distribution q(x|zx) using parameter θx and φx. In general, for speech
signal analysis [68, 98], p(zx) can be predefined as a centered isotropic multi-
variate Gaussian: zx ∼ N (0, I), which can be written as
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q(zx) = N (zx;0, I), (22)

where I is the identity matrix. The p(zx|x) and q(x|zx) can be estimated using
encoder and decoder, respectively. For the simplicity of calculation, the poste-
rior and prior distributions are usually assumed to have multivariate normal
distributions with diagonal covariance [68], which has been widely applied in
many VAE-based SE algorithms [98, 105–108]. Therefore, p(zx|x) and q(x|zx)
can be expressed as

p(zx|x) = N
(
zx;µθx(x), σ

2
θx(x)I

)
, (23)

q(x|zx) = N
(
x;µφx(zx), σ

2
φx

(zx)I
)
, (24)

where µθx(x) and σ2
θx
(x) are the mean and covariance of posterior distribution

p(zx|x), respectively, which can be estimated using encoder with x as input.
Similarly, µφx

(zx) and σ2
φx

(zx) are the mean and covariance of prior distribu-
tion q(x|zx), respectively. They can be estimated using a decoder with latent
variable zx as input. To obtain zx from posterior distribution p(zx|x), we need
to apply the reparameterization trick, which can be expressed as [68]

zx = µθx(x) + σ2
θx(x)⊙ ϵ, (25)

where ϵ is a random noise variable, which satisfies ϵ ∈ RL and ϵ ∼ N (0, I).
This reparameterization trick also ensures that the parameter update in VAE is
differentiable.

At present, VAE has been widely used in the SE task [98, 105–109]. How-
ever, most of these algorithms only apply VAE to learn the clean speech repre-
sentation, and they do not attempt to disentangle clean speech representation
with other noise representations, which leads to inaccurate speech estimation.
Additionally, entangled representation also causes these methods to apply a
linear NMF to model noise. As a result, the noise modeling ability of these
methods is not satisfactory compared to these non-linear DNN-based meth-
ods [68]. Therefore, an effective disentanglement strategy is essential for these
VAE-based SE methods.

3.2 β-VAE

β-VAE [84, 85] is a developed DRL model based on the VAE. β-VAE adds an ad-
justable hyperparameter β in VAE’s KL divergence term. Thus, the optimization
target in (20) can be rewritten as

L(θx, φx;x)

= βEx∼p(x) [DKL (p(zx|x))||q(zx))]
− Ex∼p(x)

[
Ezx∼p(zx|x) [log q(x|zx)]

]
.

(26)
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3. Deep Representation Learning and Generative Models

Fig. 5: Graphic illustration for GAN

(26) is the loss function of β-VAE. β-VAE aims to help the original VAE [68] to
obtain a better signal representation. In β-VAE, the signal representation can be
disentangled if the data has more than one underlying factor of variation [84].
Generally, β > 1 can lead to more disentangled latent representations [84].
A better and more disentangled representation can be obtained by setting a
higher value of β. However, the β-VAE’s drawback is that it has a trade-off
problem. More specifically, a better disentanglement performance in latent
space can usually result in a worse signal reconstruction performance [84].

3.3 Generative Adversarial Network (GAN)

GAN [69] is a very powerful probabilistic generative model that can generate
an expected sample from a probability distribution using DNNs. The DNN’s
input can be a random vector. A GAN [69] contains a generator network and a
discriminator network. The generator network G(·) can map a random variable
zx (zx ∼ q(zx)) to a expected sample. The purpose of the generator network
is to imitate real data to cheat the discriminator [36]. Typically, there are
no rigid restrictions for the distribution q(zx) [70]. The task of discriminator
network D(·) is to determine whether x is an actual training sample or it is
generated by the generator model through x̂ = G(zx). This means that the
discriminator network needs to distinguish these generated data from the true
data. As a result, there is an adversarial learning process [69] between G(·)
and D(·) [36]. Fig.5 shows the GAN’s framework.

The GAN can be derived by a general variational divergence estimation
approach [70]. In [70], it has been shown that GAN can be trained by any
f -divergences. In general, we can choose Jensen–Shannon (JS) divergence to
optimize GAN because JS divergence has an upper and lower bound, which
is easier to converge. If we use JS divergence, GANs can be optimized by the
minimax of the loss function [69]:

min
G

max
D
Lgan(G,D) =

Ex∼qdata(x)[log(D(x))] + Ezx∼q(zx)[log(1−D(G(zx)))].
(27)

One of the benefits of GAN is that we do not need the probability distribution
assumptions for the GAN’s input and output samples. This differs from the
VAE, which can avoid inaccurate prior assumption problems. At present, GANs
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have been widely used in speech enhancement tasks [36, 71, 72, 110, 111],
but most of these algorithms less consider how a good speech representation
can be obtained as the input of the GAN for SE. Typically, they directly use
the observed signal as the GAN’s input to generate the clean speech signal
[71, 72]. Although there are no restrictions for the GAN’s input, an accurate
speech representation can usually make GAN easier to train and lead to better
generative performance [31, 112, 113].

4 Contributions

This thesis mainly considers how to capture and analyze more underlying
speech information when performing SE. To achieve this purpose, we have
proposed to apply NMF, HMM, VAE, β-VAE, and GAN for SE. The main body of
this thesis is constituted by papers A-F. Papers A and B introduce HMM to cap-
ture speech temporal dynamics information in NMF for SE. Moreover, based on
the NMF-HMM framework in papers A and B, paper C utilizes the Poisson mix-
ture model (PMM) to model signals, which intends to capture more underlying
information. Paper D introduces the DRL model for SE, which leverages the
VAEs to analyze underlying signal representations. Based on the proposed DRL
framework in paper D, to obtain a better SE performance, paper E and paper F
propose to apply β-VAE and GAN to optimize the information disentanglement
and signal restoration ability of the previous DRL framework, respectively.

Paper A [25] This paper leverages HMM to capture the speech temporal dy-
namics information because HMM is easily combined with NMF for SE. More
specifically, this paper presents a novel supervised NMF-HMM SE framework.
This framework contains an offline training stage and an online enhancement
stage. In the offline stage [25], the sum of Poisson is utilized as the observation
model in each HMM’s state, which ensures that computationally efficient MU is
able to be applied in this framework. Based on NMF-HMM, we derive a novel
MMSE estimator in the online stage. This novel MMSE estimator is able to
perform online parallel computing, which reduces the time consumption of on-
line SE. The experimental results show that the novel NMF-HMM framework
can achieve a 7% STOI score advantage over the state-of-the-art NMF-based
SE methods [17, 21], which illustrates that capturing the speech temporal dy-
namics information can obtain a better SE performance for the NMF-based SE
algorithms.

Paper B [90] In paper A, the effectiveness of the NMF-HMM framework for
SE has been preliminarily verified. However, there are various parameters in
the proposed framework. The effect of these parameters on SE performance is
not investigated in preliminary work. The proper parameter selection is crit-
ical for the NMF-HMM framework to achieve satisfactory SE performance. In

18



4. Contributions

addition, paper A only conducts the limited noise experiment and does not
perform experiments in more challenging noisy environments. The potential
of the NMF-HMM algorithm is not totally investigated. This paper expands
our preliminary research on these two aspects. Furthermore, in this paper, the
proposed NMF-HMM framework is also compared with some more advanced
DNN-based SE algorithms [114] and temporal NMF algorithms [115–117].
The NMF-HMM’s performance is more comprehensively assessed in paper B.

Paper C [26] The NMF-HMM-based SE framework is proposed and analyzed
in papers A and B. However, this framework only applies a single Poisson distri-
bution as the HMM’s likelihood function, which is difficult to effectively model
the speech and noise signal since the signal behavior is complex. To mitigate
this issue, this paper proposes [26] to apply the Poisson Mixture Model-based
NMF-HMM (PMM-NMF-HMM) for SE, which is a more sophisticated statisti-
cal model. PMM-NMF-HMM has the potential to capture more complex signal
behavior like the Gaussian mixture models (GMM) [118]. Compared to the
previous NMF-HMM model, PMM-NMF-HMM can better describe the speech
and noise signals since these signals may be governed by multiple underlying
causes, and each of these causes may be responsible for one particular mixture
component in the PMM distribution. If such causes are identified, then the
PMM-NMF-HMM can be decomposed into a set of cause-dependent or context-
dependent component distributions [26, 118]. Finally, better SE performance
can be achieved by using PMM-NMF-HMM. Additionally, similar to the previ-
ous NMF-HMM-based SE method, PMM-NMF-HMM can leverage MU rule for
the parameters. Based on this PMM-NMF-HMM framework, we also derive a
PMM-NMF-HMM-based MMSE estimator, which can also perform parallel com-
putations in the online SE stage. The experimental results show that the novel
PMM-NMF-HMM algorithm is able to achieve a better STOI and PESQ perfor-
mance than the previous NMF-HMM-based method.

Paper D [83] In papers A, B, and C, we have proposed an NMF-HMM-based
SE framework. However, the main drawbacks of using HMM to capture un-
derlying information are that we cannot understand what specific information
is captured. Additionally, HMM cannot efficiently represent various underly-
ing information, making it difficult for information analysis. To address these
problems, we introduce the DRL for SE. DRL can represent and disentangle dif-
ferent signal information (as shown in Fig.1) in different vector forms [44, 82]
for the related information analysis. More specifically, we propose to leverage
VAE for SE. At present, VAE has been widely applied for SE. However, current
VAE-based SE methods only apply VAE to model speech signal and use NMF
to model noise since these VAE-based methods are difficult to disentangle the
different information from the noisy signal. Based on Bayesian theory, this pa-
per derives a novel ELBO for VAE. This ELBO help [83] VAEs perform training
in semi-supervision and disentangle various latent variables from the noisy sig-
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nal. Moreover, the proposed method leverages VAE to model noise, which is
totally different from the previous VAE-based SE algorithm. The experimental
results show that the proposed VAE framework can disentangle different latent
variables from the noisy signal. Meanwhile, it also achieves a better scale-
invariant signal-to-distortion ratio (SI-SDR) [119], PESQ, and STOI than the
similar DNN-based SE method.

Paper E [120] In paper D, we have preliminarily verified that the proposed
Bayesian permutation training VAE (PVAE) SE framework can effectively per-
form SE. In addition, the traditional DNN-based SE algorithm’s performance
can also be improved using DRL. This paper applies β-VAE further to improve
the performance of representation disentanglement [120] in PVAE. Generally,
a good signal representation is crucial for DNN to generate high-quality sig-
nals [44]. Specifically, the proposed β-VAE can improve PVAE’s capacity of dis-
entangling speech and noise latent variables from the noisy signal. Meanwhile,
the proposed β-VAE addresses the trade-off issue between representation dis-
entanglement and signal reconstructions [120], although this trade-off widely
exists in β-VAE algorithms. Moreover, this β-VAE algorithm can also be used to
reduce the model size of the PVAE framework. This means that the proposed
algorithms can improve PVAE’s SE performance when reducing the number
of training parameters in PVAE. The experimental analysis indicates that the
proposed β-VAE algorithm can acquire more disentangled signal (speech and
noise) latent representations and achieve a better SE performance than the
previous PVAE.

Paper F In paper E, we focus on optimizing the learning process of signal
representation to achieve a better SE performance. The signal recovery is still
based on the original VAE framework [83]. To obtain a higher quality en-
hanced speech, this paper proposes a two-stage DRL-based SE method using
adversarial training. In the first stage, we apply the β-VAE algorithm to get the
speech and noise posterior estimations from the noisy signal. Since the poste-
riors are intractable and we can only use conditional assumptions to estimate
posteriors, it is difficult to ensure that these posterior estimations are always ac-
curate. Inaccurate posterior estimations will degrade the final SE performance.
In the second stage, we leverage adversarial training to reduce the effect of
the inaccurate posterior toward signal reconstruction, which makes our pre-
vious algorithm more robust for inaccurate posterior estimations. The ability
of signal restoration is strengthened in the second stage. Therefore, we can
obtain a better SE performance than our previous algorithms. Moreover, the
experimental results also indicate that our two-stage DRL-based SE algorithm
outperforms recent competitive SE algorithms [71, 114].
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5. Conclusions and Future Work

5 Conclusions and Future Work

5.1 Conclusions

Understanding and capturing underlying signal information is crucial for SE
because it can help us understand signal distortions. Meanwhile, it is also es-
sential for some downstream speech applications, like ASR and speaker recog-
nition. This thesis proposes to apply NMF-HMM and DRL model to capture
underlying signal information from the observed signal when performing SE.
NMF-HMM is a convenient way to capture underlying speech information using
current NMF SE algorithms. However, we find that although NMF-HMM can
capture the speech temporal dynamics information and improve traditional
NMF’s SE performance, the drawbacks of this framework are that we cannot
understand what specific information is captured by NMF-HMM. Meanwhile,
NMF-HMM cannot also represent the information in a vector form and disen-
tangle the different information, which causes it challenging to perform de-
tailed information analysis in SE. To address this problem, we introduce the
DRL for SE. DRL can address these problems. More specifically, we propose
a PVAE framework for SE. As a preliminary research of investing DRL’s appli-
cation in SE, we only apply the proposed PVAE to analyze speech and noise
information of the noisy signal. The purpose is to verify the correctness of
the proposed framework. More detailed information, such as text and speaker
information, can be considered in future work. Our framework has the po-
tential to analyze more complex information. The experimental results show
that the proposed framework can successfully disentangle different latent vari-
ables and achieve better SE performance. In addition, we also indicate the
DRL’s importance for improving the performance of the DNN-based SE algo-
rithms. Furthermore, we use β-VAE and GAN to further optimize the PVAE’s
information disentanglement and signal restoration ability, respectively. The
experimental results also verify the effectiveness of two strategies for SE.

5.2 Future Work

One of the important contributions of this thesis is that we propose a DRL-based
SE framework. However, in this work, we only preliminarily verify the correct-
ness of this framework. The potential of this framework is still not achieved. As
a result, we will end this summary by listing some possible research directions.

Speech Enhancement for ASR and Human Listening

At present, to improve office efficiency, there has been an increasing need for
online meetings [121], where SE technique is wanted to help the online meet-
ing system reduce the WER for accurate live captioning when transmitting en-
hanced speech signals [4–6]. However, SE techniques usually have a trade-
off relationship between human listening and ASR. Some SE methods aimed
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at improving human listening may degrade the performance of the ASR sys-
tem due to signal distortion. Signal distortion may cause the information loss
that is needed by the ASR system. In this thesis, we have proposed a DRL-
based SE framework. As preliminary work, we only analyze the speech and
noise information in the noisy signal. In future work, we can apply this frame-
work to analyze and disentangle more underlying signal information, such as
content-related and style-related information, as shown in Fig.1, which has the
potential to prevent information loss in the signal distortion and can generate
benefits for some downstream applications like ASR and speaker recognition.

Sophisticated probabilistic model and DNN framework for VAE-GAN SE
algorithm

In paper F, we have proposed to leverage VAE and GAN for SE. However, this
paper only applies the basic probability assumption and DNN model for SE.
Therefore, two possible aspects can be considered in future work. At first, we
can consider applying some more advanced distributions to describe signals.
Currently, we only use the multivariate normal distributions. The following
work can involve the complex Gaussian distributions in the current framework.
Secondly, more advanced neural network structures can also be considered
in the current VAE-GAN framework. For instance, we can leverage complex
neural networks [37, 65, 122, 123] to perform prior and posterior estimations
in VAE-GAN with complex Gaussian distributions. Moreover, some powerful
generative models, such as HiFi-GAN [124, 125], Bayesian wavenet [99, 100],
and diffusion probabilistic models [101–103], can be used as the decoder to
generate high-quality speech.

Self-supervision-based Deep Representation Learning Algorithm

This thesis introduces the DRL for SE and proposes a VAE-GAN SE framework.
However, this framework needs to apply the probability assumptions for the
prior and posterior distributions. The probability assumptions cause we can
only approximate speech data representations because we cannot know the
real data distributions. In future work, if we want to describe data represen-
tation more accurately, one possible way is to remove these probability distri-
bution assumptions and make the DRL algorithms learn data representations
in a self-supervision way [78, 79, 82]. At present, many self-supervised speech
representation learning [82] strategies have been proposed. These methods
have huge potential to optimize the proposed DRL-based SE framework. As a
result, we can capture more accurate speech information from noisy signals.
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1. Introduction

Abstract

In this paper, we present a novel supervised Non-negative Matrix Factorization (NMF)
speech enhancement method, which is based on Hidden Markov Model (HMM) and
Kullback-Leibler (KL) divergence (NMF-HMM). Our algorithm applies the HMM to cap-
ture the timing information, so the temporal dynamics of speech signal can be considered
by comparing with the traditional NMF-based speech enhancement method. More specifi-
cally, the sum of Poisson, leading to the KL divergence measure, is used as the observation
model for each state of HMM. This ensures that the parameter update rule of the pro-
posed algorithm is identical to the multiplicative update rule, which is quick and efficient.
In the training stage, this update rule is applied to train the NMF-HMM model. In the
online enhancement stage, a novel minimum mean-square error (MMSE) estimator that
combines the NMF-HMM is proposed to conduct speech enhancement. The performance of
the proposed algorithm is evaluated by perceptual evaluation of speech quality (PESQ) and
short-timeobjective intelligibility (STOI). The experimental results indicate that the STOI
score of proposed strategy is able to outperform 7% than current state-of-the-art NMF-based
speech enhancement methods.

1 Introduction

The aim of single-channel speech enhancement (SE) is to remove background noise
from the noisy environment to improve quality and intelligibility of noisy speech. Nowa-
days, SE has achieved a wide range of applications in hearing aids, mobile communi-
cation, robust speech recognition (ASR) [1], teleconferencing and speech coding etc.
Therefore, during the past decades, many different approaches have been proposed [2].

In an environment with additive noise, the spectral subtraction algorithm [3] is the
simplest strategy to achieve SE, which subtracts the noise spectrum from the observed
signal. Furthermore, some unsupervised algorithms like Wiener filtering [4], signal sub-
space algorithm [5], minimum mean-square error (MMSE) spectral amplitude estima-
tor [6] and log-MMSE spectral amplitude estimator [7] are also the effective strategies
to conduct the SE. However, these methods cannot always achieve satisfactory perfor-
mance in the non-stationary noisy environment because they are usually based on some
inaccurate assumptions and do not apply the prior information of clean speech and
noise.

As a result, some supervised SE methods have been developed. These approaches
usually consider to train a model and the model parameters are acquired by using the
speech and noise signals. These methods include codebook-based algorithms [8], Hid-
den Markov Model (HMM)-based strategies [9] and Deep Neural Network (DNN)-based
approaches [10–12] etc. These algorithms can make use of the prior information of
clean speech and noise, so they can achieve better speech enhancement performance in
practical noisy environments.

Non-negative Matrix Factorization (NMF)-based [13] [14] SE method can be also
viewed as such a kind of supervised speech enhancement strategy. In paper [15], a
mask-based NMF SE was proposed, which trained the basis matrix of clean speech and
noise during offline stage. On the enhancement stage, the activation matrix could be
acquired by combining the trained basis matrix and noisy signal. After that, the mask
was estimated for the application of speech enhancement. In paper [16], an NMF-
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based denoising scheme was proposed. This method added a heuristic term to the cost
function, so the NMF coefficient can be adjusted according to the long-term levels of
signals. Smaragdis et al. [17] proposed a supervised and unsupervised NMF speech en-
hancement method. In [17], the noise basis matrix could be acquired by combining the
HMM during the enhancement stage. Thus, this method could mitigate the problem of
noise mismatch. Furthermore, a NMF-based source separation approach was proposed
in paper [18], which considers the HMM.

Inspired by these previous studies, in this paper, we proposed a novel NMF-HMM
speech enhancement algorithm, which applies the Kullback-Leibler (KL) divergence.
Compared to most NMF-based methods [13] [14], our method can utilize the temporal
dynamics of speech signals to conduct the speech enhancement, so the time information
of speech signal can be considered. Moreover, we used the sum of Poisson distribution
as the state conditioned likelihood for the HMM rather than the general Gaussian Mix-
ture Model (GMM), because the sum of Poisson distribution leads to the KL divergence
measure, which is a mainstream measure in NMF, and its parameter update rule is iden-
tical to the multiplicative update rule. This ensures the parameter update is fast and
efficient. On the enhancement stage, a minimum mean-square error (MMSE) estima-
tor was derived to conduct SE, which was based on the NMF and HMM. The benefit
of this algorithm is that the update of activation matrix can be conducted by parallel
computing, which reduces the computation time.

2 NMF-based Speech Enhancement with KL Diver-
gence

In this section, we will briefly review the NMF-based speech enhancement method with
KL divergence. In this work, we only consider to achieve speech enhancement in the
additive noisy environment. Thus, the noisy signal model can be represented as follow-
ing:

y(t) = s(t) +m(t), (A.1)

where y(t), s(t) and m(t) are the noisy speech, clean speech and noise, respectively.
The t is the time index. The short time Fourier transform (STFT) of y(t) can be written
as

Y (f, n) = S(f, n) +M(f, n), (A.2)

where Y (f, n), S(f, n) and M(f, n) are the complex STFT parameters of y(t), s(t) and
m(t), respectively. The f denotes frequency bin index and the n is the time frame index.
For the sake of simplicity, we omit the frequency bin index, so their magnitude can be
rewritten as the vectors Yn, Sn and Mn.

For the NMF analysis, the magnitude of a signal V can be represented as

V ≈WH, (A.3)

where W denotes the basis matrix and H denotes the activation matrix. Based on KL
divergence, W and H can be estimated using iterative multiplicative update rules [14]

W←W ⊙

V

WH
HT

1HT
, (A.4)
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H← H⊙
WT

V

WH
WT1

, (A.5)

where the ⊙ and all divisions are element-wise multiplication and division operations,
respectively. The 1 is the matrix of ones with the same size of V and T is the matrix
transpose. For the application of speech enhancement, the speech basis matrix W and
noise basis matrix Ẅ can be estimated from clean speech and noise during the training
stage. On the enhancement stage, the noisy speech basis matrix can be acquired by
W = [W,Ẅ]. Additionally, the activation matrix H of noisy speech can be estimated
by (A.5). After obtaining H and W, the speech enhancement an be conducted by
various algorithms [15] [16] [17] [18].

Furthermore, the [19] proves that the NMF with the KL divergence can be also
motivated from the following hierarchical probability model

V =

K∑
k=1

C(k), (A.6)

cf,n ∼ PO(cf,n(k);Wf,kHk,n), (A.7)

where the Poisson distribution PO(x;λ) =
λxe−λ

Γ(x+ 1)
, and Γ(x + 1) = x! is the Gamma

function, K is the number of basis vectors, and cf,n is the latent variable of C(k) for
Poisson distribution. Note, the V is assumed Poisson-distributed and integer-valued.
In practice, the factorial is approximated by the Gamma function [19]. It has been
shown that [19] the iterative update of the parameters H and W using Expecta-
tion–Maximization (EM) algorithm is identical to the multiplicative update rules (A.4)
and (A.5).

3 NMF-HMM-based Speech Enhancement

In this section, the details of the proposed algorithm will be illustrated, which includes
the proposed signal model, offline parameter learning and online speech enhancement.

3.1 HMM-based Signal Models with the KL Divergence

In our proposed approach, we need to acquire the three different signal models. They
are namely clean speech model, noise model and noisy speech model. They will be
separately introduced in this part. We use the overbar and double dots to represent the
clean speech and noise, respectively.

In this work, there is the same signal model for the clean speech and the noise
signal, so we will illustrate them just using clean speech signal. In order to model clean
speech Sn, we propose to a novel NMF-HMM-based method. To acquire a HMM model,
there are three parameters [20] to be estimated. They are initial state probability π,
transition probability matrix A and state conditioned likelihood function. In addition,
there are total J hidden states for this model. Thus, based on (A.6), we propose to
model Sn as
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Sn =
K∑

k=1

cn(k), (A.8)

By applying the (A.7) and HMM [16], for the jth (j = 1, 2, · · · , J) state, we can be
defined

p(cn|xn) =

F∏
f=1

K∏
k=1

PO(cf,n(k);W
xn
f,kH

xn
k,n), (A.9)

where the xn is the hidden state and xn ∈ {1, 2, · · · , J}. K is the number of basis of
clean speech and F is the total number of frequency bins. W

xn
k,n and H

xn
k,n is correspond-

ing to the elements of the basis and activation for clean speech. Thus, the conditioned
likelihood function at the jth state can be finally written as

p(Sn|xn) =

F∏
f=1

PO(S(f, n);
K∑

k=1

W
xn
f,kH

xn
k,n), (A.10)

where we use the superposition property of Poisson random variable. From (A.9), it
can be found that there are J basis matrices for speech modelling, instead of one basis
matrix in the traditional NMF, which is able to effectively capture the temporal dynamics
of speech signals. The benefits of choosing the sum of Poission distribution as the state
conditioned likelihood function is that its parameters update rules using EM algorithm
is identical to the multiplicative update rules leading to low computational complexity.
In addition, it is based on non-negative data by comparing with traditional HMM.

To sum up, the proposed model includes four parameters (A, π, W
xnand H

xn).
The H

xncan be estimated by online speech enhancement and the other three parame-
ters can be obtained by offline learning.

Based on proposed clean speech, noise signal model and (A.2), the noisy speech
model can be defined. We assume that there are J̈ hidden states for noise and the
hidden state of noise is ẍn(ẍn ∈ {1, 2, · · · , J̈}). The π̈ and Ä represent the initial state
probability and transition probability matrix of the noise. Thus, there are total J × J̈
hidden states for noisy speech. The initial state and transition probabilities matrix of
noisy speech can be expressed as π⊗ π̈ and A⊗ Ä, where the ⊗ denotes the Kronecker
product. Finally, the conditioned likelihood function of noisy speech can be written as

p(Yn|xn, ẍn) =

F∏
f=1

PO(Y (f, n);

K∑
k=1

W
xn
f,kH

xn
k,n +

K̈∑
k=1

Ẅ ẍn
f,kḦ

ẍn
k,n),

(A.11)

where K̈, Ẅk,n and Ḧk,n is the number of basis, elements of the basis matrices and
activation for noise.

3.2 Offline NMF-HMM Parameter Learning

In offline training stage, the aim is to find the parameter set Φ to maximize the like-
lihood function, which is based on the HMM and EM algorithm [20]. There is the
similar process for the parameter learning of clean speech and noise, so we will use the
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clean speech as the example to illustrate this process. At first, we define the complete
data set (SN,XN,CN), where SN = [S1,S2, · · · ,SN ], XN = [x1, x2, · · · , xN ]T and
CN = [c1, c2, · · · , cN ]. Thus, the complete data likelihood can be written as

p(SN,XN,CN) =

N∏
n=1

p(Sn|cn)p(cn|xn)p(xn|xn−1). (A.12)

By applying the EM algorithm in the expectation step, we first calculate the exact pos-
terior state probability and joint posterior probability, which can be written as

q(xn) = p(xn|SN;Φi−1), (A.13)

q(xn, xn−1) = p(xn, xn−1|SN;Φi−1), (A.14)

where i is the iteration number. The calculation of (A.13) and (A.14) can be performed
using forward-backward algorithm [20]. Then, we need to evaluate the posterior Ex-
pectation Ecn|SN,xn;Φi−1(cn), which will be used in M-step. By using Bayesian rule
and conditional independence property of the proposed HMM model, combining (A.8),
(A.9) and following the derivation in paper [19], we have

q(cn|xn) =

F∏
f=1

M(cf,n(1), · · · , cf,n(K);S(f, n), pxn
f,n(1), · · · , p

xn
f,n(K)),

(A.15)

whereM(·) is the multinomial distribution [19].

pxn
f,n(k) =

W
xn
f,kH

xn
k,n∑K

l=1 W
xn
f,lH

xn
l,n

. (A.16)

Finally, we have

E(cf,n(k)|SN, xn) = S(f, n)
W

xn
f,kH

xn
k,n∑K

l=1 W
xn
f,lH

xn
l,n

. (A.17)

In the maximization step, the purpose is to find parameters to maximize the expected
value of complete data likelihood, i.e.,

Φi = argmax
Φ

EXN,CN|SN;Φi−1 [log p(SN,XN,CN)]. (A.18)

By using (A.18), the estimation of A and π is the same as the traditional HMM
model [20]. To obtain W

xnand H
xn , we can set the derivatives in (A.18) to zero.

Thus, the update of parameters can be written as following:

πj =
q(x1 = j)∑J
o=1 q(x1 = o)

, (A.19)

Ao,j =

∑N
n=2 q(xn = j, xn−1 = o)∑J

j=1

∑N
n=2 q(xn = j, xn−1 = o)

, (A.20)
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where 1 ≤ o, j ≤ J .

W
xn ←W

xn ⊙

SN

W
xn

H
xn

Λ(j)(H
xn

)T

1Λ(j)(H
xn

)T
, (A.21)

H
xn ← H

xn ⊙
(W

xn
)T

SN

W
xn

H
xn

(W
xn

)T1
, (A.22)

where Λ(j) = diag(q(x1 = j), q(x2 = j), · · · , q(xN = j)). From (A.21) and (A.22),
we can find that the parameters update of proposed algorithm is identical to the multi-
plicative update rule. This ensures that our method is efficient and quick.

3.3 MMSE-based Online Speech Enhancement

In this work, we proposed to combine the NMF-HMM model with MMSE estimator to
conduct online speech enhancement. Thus, the estimated signal can be represented as

Ŝn = ESn|Yn(Sn) =

∫
Snp(Sn|Yn) dSn, (A.23)

where Yn is defined similar to SN. We ignore specific details of derivation, the en-
hanced speech can be represented as

Ŝn = Yn ⊙

( ∑
xn,ẍn

ωxn,ẍnpn(xn, ẍn)

)
, (A.24)

where ωxn,ẍn is the weight, which can be written as

ωxn,ẍn =
p(Yn|xn, ẍn)p(xn, ẍn|Yn−1)∑

xn,ẍn
p(Yn|xn, ẍn)p(xn, ẍn|Yn−1)

. (A.25)

p(xn, ẍn|Yn−1)

=
∑

xn−1,ẍn−1

p(xn, ẍn|xn−1, ẍn−1)p(xn−1, ẍn−1|Yn−1) (A.26)

In (A.26), the first term can be acquired by the transition probabilities matrix of noisy
speech and the second term is the forward probability that can be calculated by forward
algorithm [20]. Additionally, pn(xn, ẍn) can be represented as

pn(xn, ẍn) =
W

xn
H

xn

W
xn

H
xn

+ ẄẍnḦẍn

. (A.27)

In enhancement stage, the Ḧẍn and H
xn can be acquired by (A.5). After that, the

enhanced speech can be estimated from (A.24) to (A.27). The equation (A.24) shows
that there are more than one basic and activation matrix to be applied to acquire gain to
conduct speech enhancement. This is because the proposed algorithm utilize the HMM
and consider the temporal aspect. Additionally, the update of activation matrix (Ḧẍn

and H
xn) can be conducted by parallel computing. This means that our algorithm can

reduce the time assumption during the online stage.
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Fig. A.1: PESQ score of proposed algorithm in babble noise with different numbers of state.

4 Experiments and Results

4.1 Experimental Database Preparation

In this study, the proposed algorithm is expected to be evaluated by TIMIT [21] and
NOISEX-92 [22] database. During the training stage, all the 4620 utterances from the
training TIMIT database are used to train the clean NMF-HMM model. Additionally, the
Babble, F16, Factory and White noise from the NOISEX-92 is also used to train the noise
NMF-HMM model. During the test stage, the 200 utterances from the TIMIT test set are
randomly chosen to build the test database. Then, four types of noise are added at three
different SNR levels (0, 5 and 10dB). The test noise types are F16, Babble, Factory, and
White.

In our experiments, all the signals are down-sampled to 16 kHz. The frame length
is 1024 samples (64 ms) with a frame shift of 512 samples (32 ms). The size of short
time Fourier transform (STFT) is 1024 points with a Hanning window.

4.2 Performance Evaluation of Speech Enhancement

In order to evaluate the performance of the proposed algorithm, there are two test
stages. In the first stage, we will investigate the effects of different parameters for NMF-
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Fig. A.2: Spectrum comparison of various NMF-based methods: (a)clean speech, (b)noisy
speech with 5dB Babble noise, (c)(d)(e)enhanced speech by T-NMF, SLP-NMF and NMF-
HMM,respectivelys

HMM model. This test will be conducted on the babble noise. More specifically, we will
investigate the effect of different numbers of state of clean speech for the performance
of speech enhancement. In this experiment, the dimension of clean speech and noise
mixture is fixed to 25 and 70, respectively, which is based on the previous research [15].
The state of noise is fixed to 2 because we want to show that the proposed algorithm can
apply the different noise state to conduct speech enhancement. In this stage, the test re-
sult will be evaluated by PESQ [23] and we apply the traditional NMF-based [15] speech
enhancement algorithm (T-NMF) as reference method. The aim of this experiment is
to acquire the most suitable parameters of NMF-HMM model. Figure A.1 shows the
experimental result. We can find that the proposed method can achieve the better per-
formance the T-NMF. Additionally, the 40 states for clean speech can achieve the highest
score under the all three SNRs. In second stage, the proposed algorithm is expected to
be conducted on the more types of noise, which is Babble, F16, Factory and White
noise, respectively. We apply the traditional NMF-based [15] speech enhancement al-
gorithm (T-NMF), Optimally-Modified Log-Spectral Amplitude (OM-LSA) method [24]
with IMCRA noise estimator [25], linear span filters method [26] (SLF-NMF) that ap-
plies the parametric NMF [27] and Log-MMSE [28] algorithm as the reference method.
STOI [29] is used to evaluate the performance. For the SLF-NMF, the maximum SNR
filter is chosen to conduct the speech enhancement. Furthermore, for the SLF-NMF, the
codebook size of clean speech and noise is 64 entries and 8 entries, respectively. The
dimension of basic matrix for T-NMF is the same as NMF-HMM. Figure A.2 shows the
spectrum comparison of various NMF-based methods. It can be found that the proposed
NMF-HMM method is able to remove more noise than other NMF-based method. Mean-
while, NMF-HMM can also recover the more speech information. Figure A.3 indicates
the average STOI result with the 95% confidential interval (There are four types of
noise under three SNRs, each situation includes 200 utterances. Therefore, the average
score is acquired by 200×3×4=2400 utterances.) This result shows that NMF-HMM
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Fig. A.3: Average STOI score for four types of noise under three SNRs.

can effectively improve the more speech intelligibility than T-NMF and other reference
methods.

5 Conclusions

In this paper, a novel HMM-NMF speech enhancement method is proposed. The core
idea is to apply the sum of Poisson as the observation model for each state of HMM
because it can ensure that the parameter update rule is identical to the multiplicative
update rule. This is quick and efficient. In addition, this method can consider the tem-
poral dynamics of speech signal because of the application of HMM. Furthermore, we
proposed a novel HMM-NMF-based MMSE estimator to conduct the online speech en-
hancement. The experimental results indicate that the proposed algorithm can achieve
better speech enhancement performance than these state-of-the-art statistic-based and
NMF-based methods.
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1. Introduction

Abstract

In this paper, we propose a supervised single-channel speech enhancement method that
combines Kullback-Leibler (KL) divergence-based non-negative matrix factorization (NMF)
and a hidden Markov model (NMF-HMM). With the integration of the HMM, the temporal
dynamics information of speech signals can be taken into account. This method includes a
training and enhancement stage. In the training stage, the sum of the Poisson distribution,
leading to the KL divergence measure, is used as the observation model for each state of
the HMM. This ensures that a computationally efficient multiplicative update can be used
for the parameter update of this model. In the online enhancement stage, a novel mini-
mum mean-square error estimator is proposed for the NMF-HMM. This estimator can be
implemented using parallel computing, reducing the time complexity. Moreover, compared
to the traditional NMF-based speech enhancement methods, the experimental results show
that our proposed algorithm improved the short-time objective intelligibility and perceptual
evaluation of speech quality by 5% and 0.18, respectively.

1 Introduction

Single-channel speech enhancement technology is being widely used in our daily lives,
such as in speech coding, teleconferencing, hearing aids, mobile communication, and
automated robust speech recognition (ASR) [1, 2]. In general, the purpose of speech
enhancement is to remove background noise from an audio source while preserving
clean speech. It aims to improve the quality and intelligibility of noisy speech [3].
Currently, single-channel speech enhancement is an active topic of research.

During the past decades, many different monaural speech enhancement approaches
have been proposed [2, 4]. In an environment with additive noise, the simplest ap-
proach to speech enhancement is the spectral subtraction algorithm [5], which subtracts
the estimated noise spectrum from the observed signal to acquire the desired clean
speech. Other unsupervised methods, such as the signal subspace algorithm [6–9],
Wiener filtering [10], the minimum mean-square error (MMSE) spectral amplitude es-
timator [11], and a log-MMSE spectral amplitude estimator [12], are effective strategies
for speech enhancement when the noise is stationary. These methods have low compu-
tational complexity and have been widely applied in various areas. However, these
approaches cannot always achieve satisfactory performance for non-stationary noise
and usually introduce musical noise because they do not make the best use of the prior
information of the speech and noise [13]. Moreover, most unsupervised methods are
based on the statistical properties of the speech and noise signals. However, it is difficult
to meet these properties in actual noisy scenarios [14].

Therefore, supervised speech enhancement approaches have been developed. For
instance, Kavalekalam [15] proposed a codebook-based Kalman filter speech enhance-
ment method, which performs a listening test and shows significant improvement for
speech intelligibility. In addition, Srinivasan [16] proposed a codebook-driven speech
enhancement algorithm for non-stationary noise. In this work, the auto-regressive (AR)
spectrum shape codebooks of speech and noise were pre-trained. In the enhance-
ment stage, the codebooks could be used to build a Wiener filter to conduct speech
enhancement. Inspired by this research, many other codebook-based speech enhance-
ment approaches have been developed [17, 18]. Furthermore, an auto-regressive hid-
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den Markov model (ARHMM) [19, 20] has also been shown to be an effective super-
vised speech enhancement method because it considers the temporal information of the
speech signal.

In recent years, advances in deep learning techniques [21, 22], specifically, deep
neural networks (DNNs), have significantly promoted the development of speech en-
hancement [23]. These methods usually rely on fewer assumptions [3, 14, 23] between
the noise and clean speech, so they have huge potential to achieve better speech en-
hancement performance. Xu [3, 14] applied a feedforward multilayer perceptron (MLP)
to map log-power spectrum (LPS) features of clean speech given noisy LPS input; the
enhanced speech could be obtained directly by waveform reconstruction. Compared to
the MMSE estimator [12], this method achieved better performance in various noisy en-
vironments. Wang [24, 25] also utilized an MLP to estimate the ideal ratio mask (IRM)
and ideal binary mask (IBM) in conducting speech enhancement and also achieved sat-
isfactory performance. Motivated by this work, researchers has used different DNN
structures to conduct speech enhancement, such as a fully convolutional neural net-
work (FCN) [26], deep recurrent neural networks (DRNN) [27, 28], and generative
adversarial networks (GANs) [29, 30]. These methods could help ASR systems achieve
higher recognition accuracy in noisy environments. However, generalization is always
a problem that needs to be considered for these DNN-based algorithms [31, 32].

A non-negative matrix factorization (NMF)-based speech enhancement algorithm
[33–35] can also be viewed as a kind of supervised speech enhancement method. NMF-
based methods usually include a training and enhancement stage. In [36], a mask-
based NMF speech enhancement method was proposed. In the training stage, the basis
matrix of clean speech and noise was trained. In the enhancement stage, the activa-
tion matrix could be acquired by combining the trained basis matrix and noisy signal.
The mask was then estimated to conduct the speech enhancement. Additionally, an
NMF-based denoising scheme was described in [37, 38], which added a heuristic term
to the cost function, so the NMF coefficients could be adjusted according to the long-
term levels of the signals. A parametric NMF method for speech enhancement was
proposed in [17]. This method applied the AR coefficient and codebook to build the
basis matrix. This strategy effectively improved the speech intelligibility. Moreover,
some DNN-based NMF methods represent an effective strategy for conducting speech
enhancement [39, 40]. In general, the basis matrix could be acquired using the tradi-
tional NMF method, and the activation matrix could be estimated by applying a DNN,
which improved the accuracy of the estimated activation matrix. Thus, it could achieve
a higher perceptual evaluation of speech quality (PESQ) [41] and short-time objective
intelligibility (STOI) [42] scores than traditional NMF-based speech enhancement meth-
ods. The combination of DNN and NMF could also help the ASR system achieve a lower
word error rate (WER) in noisy environments. In [43], a DNN-NMF-based method
achieved excellent performance in the Computational Hearing in Multisource Environ-
ments (CHiME)-3 challenge. To capture temporal information, some HMM-based NMF
speech enhancement methods have been proposed. Mohammadiha [44] proposed a
supervised and unsupervised NMF speech enhancement method. In [44], an HMM was
used for modeling the temporal change of different noise types. In [45], a non-negative
factorial HMM was used to model sound mixtures and showed superior performance in
source separation tasks. In [46], an HMM-DNN NMF speech enhancement algorithm
was proposed, which applied a clustering method to acquire the HMM-based basis ma-
trix and used the Viterbi algorithm to obtain the ideal state label for the DNN training.
In the enhancement stage, the DNN was used to find the corresponding state to conduct
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speech enhancement.
In this paper, we propose a novel NMF-HMM speech enhancement method based

on the Kullback-Leibler (KL) divergence, expanding on our preliminary work [47]. Our
preliminary work has briefly verified the effectiveness of an NMF-HMM for speech en-
hancement [47, 48], but the effect of the parameters for the model was not considered.
This is very important to optimize the algorithm performance. Additionally, its per-
formance in various noisy environments was also not investigated. In this paper, we
expand our preliminary research on these two aspects. Compared to other HMM-based
methods [44, 45, 49], our method uses the HMM to capture the temporal dynamics of
the speech and noise signal. Moreover, we use the sum of the Poisson distribution as
the state-conditioned likelihood for the HMM, rather than the general Gaussian mixture
model (GMM), because the sum of the Poisson distribution leads to the KL divergence
measure. KL divergence is a mainstream measure in NMF, and its parameter update
rule is identical to the multiplicative update rule. This ensures that the parameter up-
date is computationally efficient during the training stage. In the enhancement stage,
in contrast with previous works [44, 45], we propose a novel NMF-HMM-based MMSE
estimator to perform the online enhancement. A major benefit of the proposed algo-
rithm is that the activation matrix could be updated by parallel computing in the online
stage. This could effectively reduce computational time. In this paper, we also show
a more detailed algorithm derivation towards the preliminary NMF-HMM-based algo-
rithm [47]. Moreover, the proposed method was compared with other state-of-the-art
speech enhancement algorithms, which further indicated the advantages of the pro-
posed algorithm.

The rest of this paper is organized as follows. First, we will briefly review the general
NMF-based speech enhancement method with KL divergence in Section 2. The proposed
HMM-based signal model will be introduced in Section 3, and the more detailed offline
parameter learning will be explained in Section 4. The details of the proposed MMSE
estimator and online speech enhancement process will be given in Section 4. The ex-
perimental comparison and analysis of results will be illustrated in Section 5, and we
will draw conclusions in Section 6.

2 NMF-based Speech Enhancement Method with
KL Divergence

In this section, we will briefly review NMF-based speech enhancement with KL diver-
gence. Under the additive noise assumption, the noisy signal model can be expressed
as

y(t) = s(t) +m(t), (B.1)

where y(t), s(t), and m(t) denote the noisy signal, clean speech, and noise, respectively,
and t is the time index. With (B.1), the short-time Fourier transform (STFT) of y(t) can
be written as

Y (f, n) = S(f, n) +M(f, n), (B.2)

where Y (f, n), S(f, n), and M(f, n) denote the frequency spectrums of y(t), s(t),
and m(t), respectively. Here, f ∈ [1, F ] and n ∈ [1, N ] denote the frequency
bin and time frame indices, respectively. Collecting the F frequency bins and N
time frames, we define the magnitude spectrum matrices YN , SN , and MN , where
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YN = [y1, · · · ,yn, · · · ,yN ] and yn = [|Y (1, n)|, · · · , |Y (f, n)|, · · · , |Y (F, n)|]T and
also sn and mn are defined similarly to yn. Additionally, SN and MN are defined
similarly to YN ; we assume that YN = SN +MN . The classical NMF-based speech en-
hancement has two stages: training and enhancement. In the training stage, the clean
speech basis matrix W and noise basis matrix Ẅ are trained using clean speech and
noise databases, respectively. Many cost functions have been proposed for NMF, such
as KL divergence [34], Itakura-Saito (IS) divergence [50], β divergence, and Euclidian
distance [51]. In this paper, we focus on using the KL divergence measure. There are
two reasons for this choice. First, compared with other cost functions, the best speech
enhancement performance can be achieved using the KL divergence-based NMF with
the magnitude spectrum [52]. Second, the efficient multiplicative update (MU) rule
of the KL divergence-based NMF can be also derived statistically using the expectation
maximization (EM) algorithm [53]. For the two matrices B and B̂, the KL divergence
measure is defined as

KL(B|B̂) =
∑
i,j

(bi,j log(bi,j/b̂i,j)− bi,j + b̂i,j), (B.3)

where bi,j and b̂i,j denote the elements from the ith row and jth column of the matrices
B and B̂, respectively. Using speech basis matrix training as an example, the cost
function of the KL divergence-based NMF for training W can be written as

(W,H) = argmin
W,H

KL(SN |W ×H). (B.4)

Noise basis matrix training is similar to speech basis matrix training. In [34], it is
derived that W and H can be obtained iteratively using the following multiplicative
update rules:

W←W ⊙

SN

W ×H
H

T

1H
T

, (B.5)

H← H⊙
W

T SN

W ×H

W
T
1

, (B.6)

where ⊙ and all divisions are element-wise multiplication and division operations,
respectively, and 1 is a matrix of ones with the same size as SN . In the enhancement
stage, the noisy speech basis matrix W can be constructed by concatenating the speech
and noise basis matrices, W = [W,Ẅ]. The activation matrix H of the noisy speech
can be estimated iteratively by replacing SN , W, and H in (B.6) with YN , W, and H,
respectively. The enhanced signal can be obtained using various algorithms [36, 37, 44,
45]. One popular approach is to use the following Wiener-filter-like spectral gain gNMF

n

function:

gNMF
n =

Whn

Whn + Ẅ ḧn

, (B.7)

hn =
[
h
T
n , ḧ

T
n

]T
= argmin

hn

KL(yn|Whn), (B.8)
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where (B.8) can be solved iteratively using (B.6). Apart from the gradient descent
derivation of the MU update rules (B.5) and (B.6) presented in [34], it is further shown
in [53] that the MU update rules can be derived from a statistical perspective. More
specifically, the KL divergence-based NMF can be motivated from the following hierar-
chical statistical model:

SN =

K∑
k=1

C(k), (B.9)

cf,n(k) ∼ PO(cf,n(k);W f,kHk,n), (B.10)

where PO(x;λ) =
λxe−λ

Γ(x+ 1)
is the Poisson distribution, Γ(x + 1) = x! denotes the

gamma function for positive integer x, K denotes the number of basis vectors, C(k)
is the latent matrix, and cf,n(k) denotes the element of C(k) in the f th row and nth

column. Note that cf,n(k) is assumed to have a Poisson distribution, which can only be
used for discrete variables. However, in practice, this hierarchical statistical model is
not limited to discrete variables because the gamma function for continuous variables
can be used to replace the factorial calculation [53]. It has been shown in [53] that the
iterative update of the parameters H and W using the EM algorithm is identical to the
multiplicative update rules shown in (B.5) and (B.6).

One of the advantages of the classical NMF-based method for speech enhancement
is that the computational efficient MU rules can be applied. However, the temporal
dynamical aspects of speech and noise are not taken into account. To incorporate the
temporal dynamical information of audio signals, the HMM model is used in [45] for
source separation. However, the parameter update rules are computationally complex.
Moreover, this method [45] can only perform the offline enhancement. In this paper,
we propose an NMF-based speech enhancement algorithm using the HMM to take the
temporal aspects of both the speech and noise into account. The proposed approach can
achieve efficient parameter updates. Moreover, an online MMSE estimator for speech
enhancement is derived. Although other methods also considered the temporal dynam-
ical information for speech enhancement, such as simply stacking multiple frames to
a vector [14, 54], using the DRNN [28], and non-negative matrix deconvolution [55],
the high computational complexity and the large model size lead to a high storage com-
plexity. In this paper, the proposed method can achieve a higher PESQ score than the
referenced DNN-based method for unseen noise and also has a lower complexity than
it.

3 HMM-based Signal Models with the KL Diver-
gence

In this section, we present the details of proposed signal models, including the speech
and noise signal models and the noisy signal model.

3.1 Speech and Noise Signal Models

In this work, the same signal model is used for both the clean speech and noise signals,
so we will derive the equations using only the clean speech signal. Additionally, we use
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the overbar (·) and double dots (̈·) to represent the clean speech and noise, respectively.
To consider the temporal dynamic information of the speech and noise, we use the
HMM. Following the conditional independence property of the standard HMM [56],
the likelihood function can be expressed as follows:

p(SN ;Φ) =
∑
xN

N∏
n=1

p(sn|xn)p(xn|xn−1), (B.11)

where xN = [x1, · · · , xn, · · · , xN ]T is a collection of states, xn ∈ {1, 2, · · · , J} denote
the state at the nth frame, and J denotes the total number of states. The function
p(xn|xn−1) denotes the state transition probability from state xn−1 to xn with p(x1|x0)
being the initial state probability. p(Sn|xn) is the state-conditioned likelihood function,
and Φ is a collection of modeling parameters. Next, we describe the state transition
probability and the state-conditioned likelihood function, respectively, for the proposed
signal model.
The state transition probability p(xn|xn−1): Following the standard HMM, we use a
first-order Markov chain to model the state transition, that is,

p(xn|xn−1) =

J∏
i=1

J∏
j=1

A
l(xn=j,xn−1=i)

i,j , (B.12)

p(x1|x0) = p(x1) =

J∏
j=1

π
l(x1=j)
j , (B.13)

where l(·) denotes an indicator function, which is one when the logic expression in the
parentheses is true and zero otherwise. In addition, Ai,j and πj denote the transition
probability from state i to state j and the initial probability for the first frame’s state
x1 being state j, respectively. Collecting all the initial and transition probabilities, we
can write them into matrix forms, π = [π1, · · · , πj , · · · , πJ ]

T and A with Ai,j being
the element at the ith row and jth column. Therefore, the modeling parameters of the
HMM can be expressed as Φhmm = {A,π, J}. The modeling parameters A and π with
a predefined J can be trained through the EM algorithm shown in the next section. In
the experiments, we investigate the impact of the total number of states J .
The state-conditioned likelihood function: Next, we present the proposed state-
conditioned likelihood function. Motived by the good speech enhancement perfor-
mance, the computationally efficient MU rule, and the equivalence between the gra-
dient descent derivation and the EM algorithm for the KL divergence-based NMF, we
propose to use the statistical model in (B.9) and (B.10) to build the state-conditioned
likelihood function, that is,

sn =

K∑
k=1

cn(k), (B.14)

p(cn(k)|xn) =
F∏

f=1

PO(cf,n(k);W
xn
f,kH

xn
k,n), (B.15)

where K is the number of basis vectors, cn(k) contains the hidden variables, and W
xn
k,n

and H
xn
k,n correspond to the elements of the basis and activation matrices, respectively.
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By writing cn = [cn(1)
T , cn(2)

T , · · · , cn(K)T ]T and integrating cn, the state condi-
tioned likelihood function can be written as

p(sn|xn) =

∫
p(sn|cn)p(cn|xn) dcn

=

F∏
f=1

PO(|S(f, n)|;
K∑

k=1

W
xn
f,kH

xn
k,n),

(B.16)

where we use the superposition property of the Poisson random variable [53]. Collect-
ing the unknown parameters {W xn

f,k} and {Hxn
k,n}, we can write them into matrix forms,

{Wj} and {Hj}. Therefore, unlike the traditional NMF using only one basis matrix,
the proposed model has J basis matrices to be trained. Each basis matrix is intended
to capture a specific feature (e.g., a phoneme) of the speech signal. The modeling
parameters of the proposed state-conditioned likelihood function can be expressed as
Φlike = {{Wj}, {Hj},K, J}. The modeling parameters {Wj} and {Hj} with prede-
fined J and K can be trained through the EM algorithm shown in the next section. In
the experiments, we investigate the impact of the number of basis vectors K and J . It
will also be shown that a multiplicative update rule can be derived for the basis and
activation matrices update of the proposed state-conditioned likelihood function.

To summarize, five types of parameters in the parameter set Φ=Φhmm ∪ Φlike can
be identified. They are the transition matrix A, initial state probabilities in π, basis
matrices of different states {Wj}, activation matrices of different states {Hj}, and
modeling parameters K and J . In this paper, the modeling parameters K and J are
predefined, the activation matrices {Hj} are estimated by online speech enhancement,
and the other three types of parameters are obtained using offline learning.

3.2 Noisy Speech Model

Based on the proposed clean speech and noise signal models (B.1) and (B.2), the noisy
speech model can be defined. We assume that there are a total of J̈ hidden states for
the noise, and the hidden state of the noise is ẍn(ẍn ∈ {1, 2, · · · , J̈}). The notations
π̈ and Ä correspond to the initial state probability and transition probability matrix of
the noise. Thus, there are a total of J × J̈ hidden states for the noisy speech. Each
composite state consists of a pair of states of clean speech xn and noise ẍn. Thus, if
we list the state space for a noisy signal, we have (xn = 1, ẍn = 1), (xn = 1, ẍn =
2), · · · , (xn = 1, ẍn = J̈); (xn = 2, ẍn = 1), (xn = 2, ẍn = 2), · · · , (xn = 2, ẍn =
J̈); · · · ; (xn = J, ẍn = 1), (xn = J, ẍn = 2), · · · , (xn = J, ẍn = J̈). Moreover, the
initial state and transition probability matrices of the noisy speech can be expressed as
π⊗π̈ and A⊗Ä, where⊗ denotes the Kronecker product. Finally, the state conditioned
likelihood function of the noisy speech can be written as follows:

p(yn|xn, ẍn) =

F∏
f=1

PO(|(Y (f, n)|;
K∑

k=1

W
xn
f,kH

xn
k,n +

K̈∑
k=1

Ẅ ẍn
f,kḦ

ẍn
k,n),

(B.17)

where K̈, {Ẅ ẍn
f,k}, and {Ḧ ẍn

f,k} represent the number of basis vectors, elements of the
basis matrices, and the activation matrices for the noise, respectively. We can write
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{Ẅ ẍn
f,k} and {Ḧ ẍn

k,n} into matrix forms as {Ẅj} and {Ḧj}. Note that we also used the
superposition property of Poisson random variables to obtain (B.17).

4 Methods

4.1 Offline NMF-HMM-based Parameter Learning

In the offline training stage, the objective is to find the parameter set Φ that maximizes
the likelihood function (B.11). In general, the EM algorithm [56] can be used to address
this problem. Because we use the same model for the speech and noise, here we use the
clean speech as an example to illustrate the offline parameter learning process. First,
we define the complete data set (SN ,xN ,CN ), where CN = [c1, c2, · · · , cN ]. Thus,
using the conditional independence property, the complete data likelihood function can
be written as

p(SN ,xN ,CN ) =

N∏
n=1

p(sn|cn)p(cn|xn)p(xn|xn−1). (B.18)

Next, we show how the parameter set can be obtained iteratively using the EM algo-
rithm. Moreover, we propose an acceleration strategy to lower the computational and
memory complexities. The traditional MU update algorithm for the KL divergence-based
NMF can be seen as a special case of the proposed algorithm.
Expectation step: We first calculate the posterior state probability and the joint poste-
rior probability, which can be written as

q(xn) = p(xn|SN ;Φi−1), (B.19)

q(xn, xn−1) = p(xn, xn−1|SN ;Φi−1), (B.20)

where i is the iteration number. The calculation of (B.19) and (B.20) can be performed
using the forward-backward algorithm [56]. Apart from this, we also need to evaluate
the posterior expectation Ecn|SN ,xn;Φi−1(cn), which will be used in the maximization
step. By using the Bayes rule and the conditional independence property of the pro-
posed model, we have

q(cn|xn) = p(cn|SN , xn;Φ
i−1) =

p(sn|cn)p(cn|xn)

p(SN , xn)
. (B.21)

Combining (B.14) and (B.15) and following the derivation in [53], we have

q(cn|xn) =

F∏
f=1

M(cf,n(1), · · · , cf,n(K); |S(f, n)|,

pxn
f,n(1), · · · , p

xn
f,n(K)),

(B.22)

whereM(·) denotes the multinomial distribution and

pxn
f,n(k) =

W
xn
f,kH

xn
k,n∑K

l=1 W
xn
f,lH

xn
l,n

. (B.23)
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Using the properties of the multinomial distribution, the mean can be written as

E(cf,n(k)|SN , xn) = |S(f, n)|
W

xn
f,kH

xn
k,n∑K

l=1 W
xn
f,lH

xn
l,n

. (B.24)

Maximization step: In this step, our objective is to find parameters to maximize the
expectation of the logarithm of the complete data likelihood, that is,

Φi = argmax
Φ

ExN ,CN |SN ;Φi−1 [log p(SN ,xN ,CN )]. (B.25)

The estimators for A and π are the same as the traditional HMM [56]. For complete-
ness, the results are shown below:

πj =
q(x1 = j)∑J
o=1 q(x1 = o)

, (B.26)

Ao,j =

∑N
n=2 q(xn = j, xn−1 = o)∑J

j=1

∑N
n=2 q(xn = j, xn−1 = o)

, (B.27)

where 1 ≤ o, j ≤ J . The estimated basis and activation matrices can be derived by
setting the derivatives of (B.25) to zeros, and we can obtain

W j
f,k =

∑N
n=1 q(xn = j)E(cf,n(k)|SN , xn = j)∑N

n=1 q(xn = j)Hj
k,n

, (B.28)

Hj
k,n =

∑F
f=1 E(cf,n(k)|SN , xn = j)∑F

f=1 W
j
f,k

. (B.29)

Acceleration strategy: Although we can directly use the above EM algorithm to update
the parameter set, saving the conditional expectation of cf,n(k) in (B.24) requires a
great deal of memory. Like [53], we substitute (B.24) into (B.28) and (B.29) and can
obtain:

W j
f,k ←

N∑
n=1

q(xn = j)
|S(f, n)|Hj

k,n∑K
l=1 W

j
f,lH

j
l,n∑N

n=1 q(xn = j)Hj
k,n

, (B.30)

Hj
k,n ←

F∑
f=1

W
j
f,k|S(f, n)|∑K

l=1 W
j
f,lH

j
l,n∑F

f=1 H
j
k,n

. (B.31)

We can further write (B.30) and (B.31) in matrix forms:

W
j ←W

j ⊙

SN

W
j
H

j
Λ(j)(H

j
)T

1Λ(j)(H
j
)T

, (B.32)

H
j ← H

j ⊙
(W

j
)T

SN

W
j
H

j

(W
j
)T1

, (B.33)
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Algorithm 1: Offline NMF-HMM-based parameter learning

1: Randomly initiate W
j

and H
j
, j ∈ {1, 2, · · · , J}

2: for i = 1, 2, 3, · · · , I do
Expectation step:

3: Calculate p(sn|xn), 1 ≤ n ≤ N based on (A.14)
4: Obtain (B.19) and (B.20) using the forward-backward

algorithm [56]
Maximization step:

5: Re-estimate π and A based on (B.26) and (B.27)
6: Re-estimate W

j
and H

j
based on (B.32) and (B.33)

7: end for

where Λ(j) = diag(q(x1 = j), q(x2 = j), · · · , q(xN = j)). By using the proposed ac-
celeration strategy, the computing and saving of the conditional expectation of cf,n(k)
in (B.24) is not required. Moreover, the multiplicative update rules for the basis and
activation matrices can be obtained, leading to fast computing. In the other word, there
are more than one basis and active matrices to be estimated in the proposed algorithm.
Using acceleration strategy, the different basis and active matrices can be simultane-
ously estimated. We do not need to estimate them one by one. This reduces the time
complexity. Comparing the update rules of the proposed method (B.32), (B.33) with the
traditional NMF-based method (B.5), (B.6), the difference is that the basis vectors up-
date rule (B.32) for the proposed method takes the posterior state information Λ(j) into
account. In fact, if the number of the state is set to one (i.e., J = 1), the proposed train-
ing method is identical to the traditional KL divergence-based NMF approach. Thus,
the traditional NMF can be seen as a special case of the proposed algorithm. The entire
flow of the offline parameter learning is shown in Algorithm 1. Note that, for stability
reasons, each column of W

j
is normalized to have a unit norm during training.

4.2 Online Speech Enhancement Using the MMSE Estimator

MMSE Estimator for the NMF-HMM

In this section, we provide a detailed derivation for the proposed MMSE-based online
speech enhancement algorithm in the proposed NMF-HMM model. Our objective is to
obtain the MMSE estimate of the desired clean speech signal from noisy observation:

ŝn = Esn|Yn(sn) =

∫
snp(sn|Yn) dsn. (B.34)

In (B.34), the posterior probability p(sn|Yn) can be derived as

p(sn|Yn) =
p(sn,yn|Yn−1)

p(yn|Yn−1)

=

∑
xn,ẍn

p(sn,yn|xn, ẍn)p(xn, ẍn|Yn−1)

p(yn|Yn−1)
,

(B.35)
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where we use the conditional independence property of the HMM. The term
p(xn, ẍn|Yn−1) in (B.35) can be expressed as

p(xn, ẍn|Yn−1)

=
∑

xn−1,ẍn−1

p(xn, ẍn|xn−1, ẍn−1)p(xn−1, ẍn−1|Yn−1), (B.36)

where the first term after the summation is the state transition probability for a noisy sig-
nal, and the second term is the forward probability that can be acquired using the well-
known forward algorithm [56]. By applying the Bayes rule, the term p(sn,yn|xn, ẍn)
in (B.35) can be further written as

p(sn,yn|xn, ẍn) = p(sn|yn, xn, ẍn)p(yn|xn, ẍn). (B.37)

Substituting (B.37) for (B.35), the posterior probability can be re-written as

p(sn|Yn) =
∑

xn−1,ẍn−1

ωxn,ẍnp(sn|yn, xn, ẍn), (B.38)

where the weight 0 ≤ ωxn,ẍn ≤ 1 is defined as

ωxn,ẍn =
p(yn|xn, ẍn)p(xn, ẍn|Yn−1)∑

xn,ẍn
p(yn|xn, ẍn)p(xn, ẍn|Yn−1)

. (B.39)

Thus, by combining (B.34) and (B.38), the proposed HMM-based MMSE estimator can
be expressed as

ŝn =
∑

xn,ẍn

ωxn,ẍn

∫
snp(sn|yn, xn, ẍn) dsn. (B.40)

Instead of obtaining the posterior probability density function (PDF) p(sn|yn, xn, ẍn)
directly, we derive the formula for the joint posterior PDF of the clean speech and noise
first, that is,

p(sn,mn|yn, xn, ẍn)

=
p(yn|sn,mn)p(sn,mn|xn, ẍn)

p(yn|xn, ẍn)

=
p(yn|sn,mn)p(sn|xn)p(mn|ẍn)

p(yn|xn, ẍn)
.

(B.41)

By using (B.1), we can express the likelihood function p(yn|sn,mn) as p(yn|sn,mn) =
δ(yn − sn −mn), where δ(·) denotes the Dirac delta function, which is defined by
δ(0) = +∞, and δ(x) = 0 when x ̸= 0. Furthermore,

∫ +∞
−∞ δ(x) dx = 1. The prior

probability p(sn|xn) and p(mn|ẍn) can be estimated by using (B.16). Following the
derivation in [53], we can verify that the joint posterior PDF can be expressed in terms
of the multinomial distribution as

p(sn,mn|yn, xn, ẍn) =

F∏
f=1

M(|S(f, n)|, |M(f, n)|;

|Y (f, n)|, pf,n(xn, ẍn), qf,n(xn, ẍn)),

(B.42)
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where pf,n(xn, ẍn) and qf,n(xn, ẍn) are defined as

pf,n(xn, ẍn) =∑K
k=1 W

xn
f,kH

xn
k,n∑K

k=1 W
xn
f,kH

xn
k,n +

∑K̈
k=1 Ẅ

ẍn
f,kḦ

ẍn
k,n

,
(B.43)

where qf,n(xn, ẍn) = 1 − pf,n(xn, ẍn). Therefore, the integral term in (B.40) can be
expressed as ∫

snp(sn|yn, xn, ẍn) dsn

=

∫
sn

∫
p(sn,mn|yn, xn, ẍn) dmn dsn

= yn ⊙ pn(xn, ẍn),

(B.44)

where pn(xn, ẍn) = [p1,n(xn, ẍn), · · · , pF,n(xn, ẍn)]
T , and we used the marginal mean

property of the multinomial distribution. Combining (B.40) and (B.44), the MMSE
estimator can be expressed as:

ŝn = yn ⊙ gn, (B.45)

gn =
∑

xn,ẍn

ωxn,ẍnpn(xn, ẍn), (B.46)

where gn can be viewed as the spectral gain vector for the proposed model. Comparing
the proposed gain vector gn with the traditional NMF-based gain vector [36], we find
that the proposed gain vector is a weighted sum of each state’s gain, which is in the
Wiener filtering form as the traditional NMF gain (B.7).

Online Estimation of Activation Matrices

After obtaining the trained basis matrices W
xn
f,k and Ẅ ẍn

f,k for both the clean speech and
noise in the training stage, we need to obtain the online estimates of the activation
parameters H

xn
f,k and Ḧ ẍn

f,k to acquire the gain in (B.45) and (B.46). The activation
matrices are estimated by maximizing the logarithm of the state-conditioned likelihood
function (B.17), which is equivalent to

hn(xn, ẍn) = argmin
hn

KL(yn|[W
xn

,Ẅẍn ]hn), (B.47)

hn(xn, ẍn) = [hn(xn, ẍn)
T , ḧn(xn, ẍn)

T ]T , (B.48)

where the clean and noise activation matrices for the state (xn, ẍn) are defined as
hn(xn, ẍn) = [H

xn
1,n, H

xn
2,n, · · · , Hxn

K,n
]T and ḧn(xn, ẍn) = [Ḧ ẍn

1,n, Ḧ
ẍn
2,n, · · · , H

ẍn

K̈,n
]T .

The activation matrix (B.48) can be obtained iteratively by using the multiplicative up-
date rule in equation (B.6). Note that parallel computing can be used to reduce the time
complexity when obtaining the activation matrices for different states. It can be readily
shown that when J = J̈ = 1, the gain vectors for the proposed algorithm (B.46) and
the standard NMF (9) are identical, that is, gn = gNMF

n . The entire flow of the proposed
MMSE-based online speech enhancement algorithm is illustrated by Algorithm 2.
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Algorithm 2: MMSE-based online speech enhancement

1: Input magnitude spectrum: Yn

2: Initiate π ⊗ π̈ and A⊗ Ä
3: for n = 1, 2, 3, · · · , N do
4: Initiate hn(xn, ẍn)
5: Based on (B.6) and (B.48), obtain the iterative

estimation hn(xn, ẍn)
6: Calculate p(yn|xn, ẍn) based on (B.17)
7: Apply the forward algorithm and combine (B.36)

and (B.39) to acquire
ωxn,ẍn

7: Obtain pn(xn, ẍn) using (B.43)
8: Calculate the spectral gain gn using (B.46)
9: By equation(B.45), estimate the clean speech ŝn
10: end for

5 Experimental Results and Discussion

In this section, we report on the investigation and evaluation of the proposed algorithm
using various experiments. First, we investigated the effect of different parameter set-
tings for the proposed model, that is, the number of states and basis vectors of clean
speech and noise, respectively. Second, we compared the proposed NMF-HMM with
other state-of-the-art speech enhancement methods to demonstrate the effectiveness of
the proposed algorithm. In this work, the PESQ score [41], ranging from -0.5 to 4.5,
was used to quantify the enhanced speech quality. The version of the PESQ model used
was the International Telecommunication Union (ITU) standard P.862 [57]. The imple-
mentation code was provided by [2]. The STOI score [42], ranging from zero to one,
was used to measure speech intelligibility.

5.1 Experimental Data Preparation

In this study, the proposed algorithm was evaluated using the Texas Instru-
ments/Massachusetts Institute of Technology (TIMIT) database [58], 100 environmen-
tal noises [59], office noise 1, and the NoiseX-92 database [60]. During the training
stage, all 4620 utterances from the TIMIT training database were used to train the pro-
posed NMF-HMM model for clean speech. For the experiments in Section 5.2, the Bab-
ble, F16, Factory, and White noises from the NoiseX-92 database were used to train the
NMF-HMM model. For the experiments in Section 5.2, 200 utterances from the TIMIT
test set, including 1680 utterances, were randomly chosen to build the test database.
Four types of noise were then added at four different SNR levels (-5, 0, 5, and 10 dB).
The noise types of the testing set were the same as the training set, but there was no
overlap between the signals in the two sets. In total, 200 × 4 × 4 = 3200 utterances
were used for the evaluation. For the experiments in Section 5.3, we conducted ex-

1https://www.youtube.com/watch?v=D7ZZp8XuUTE
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Fig. B.1: Performance of the NMF-HMM and T-NMF using different numbers of clean speech basis
vectors.
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Fig. B.2: Average PESQ scores of different methods for 25 types of seen noise
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Fig. B.3: Average PESQ scores of different methods for 10 types of unseen noise

65



Paper B.

Table B.1: Average STOI scores (%) comparisons of different clean speech states and basis vectors
(J̈ = 1, K̈ = 70)

Parameters K = 5 K = 10

Noisy 69.14 (± 0.51)

NMF-HMM, J = 1(T-NMF) 65.00 (± 0.43) 69.29 (± 0.44)

NMF-HMM, J = 5 68.66 (± 0.42) 71.93 (± 0.45)

NMF-HMM, J = 10 69.71 (± 0.42) 72.74 (± 0.45)

NMF-HMM, J = 20 71.14 (± 0.43) 73.51 (± 0.45)

NMF-HMM, J = 40 71.81 (± 0.44) 73.66 (± 0.45)

Parameters K = 25 K = 50

Noisy 69.14 (± 0.51)

NMF-HMM, J = 1(T-NMF) 72.71 (± 0.48) 73.32 (± 0.49)

NMF-HMM, J = 5 73.94 (± 0.47) 74.02 (± 0.49)

NMF-HMM, J = 10 74.39 (± 0.47) 74.37 (± 0.50)

NMF-HMM, J = 20 74.76 (± 0.48) 74.87 (± 0.50)

NMF-HMM, J = 40 75.00 (± 0.48) 74.73 (± 0.51)

tensive experiments; the Babble and F16 noises from the NoiseX-92 database and 90
environmental noises (N1–N90 in [59]) were used to train the NMF-HMM model for
the noise dictionary. In the test stage, 200 utterances from the TIMIT test set, includ-
ing 1680 utterances, were randomly chosen to build three test databases. The first
test database included 10 unseen environmental noises from [59] (N91—N100). The
second included unseen office noise, and the third test database was built from 25
seen environmental noises in [59] (N18—N43). In all three test databases, the noise
was added at four different SNR levels (-5, 0, 5, and 10 dB). All the algorithms were
evaluated using the same test dataset. In all experiments, the sound signals were down-
sampled to 16 kHz. The frame length was set to 1024 samples (64 ms) with a frame
shift of 512 samples (32 ms). The size of STFT was 1024 points with a Hanning window.
Furthermore, the maximum number of iterations was set to 30 in the training stage and
15 in the online speech enhancement stage for the proposed NMF-HMM algorithm.

5.2 Analyses of the Number of States and Basis Vectors

As explained in Sections 3 and 4, four parameters needed to be pre-defined in our
proposed NMF-HMM-based speech enhancement algorithm. These parameters were
the number of states (J and J̈) and basis vectors (K and K̈) for the clean speech and
noise. In this section, we report on the investigation of the effects of these parameters
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Table B.2: Average PESQ scores (%) comparisons of different clean speech states and basis vectors
(J̈ = 1, K̈ = 70)

Parameters K = 5 K = 10

Noisy 2.02 (± 0.03)

NMF-HMM, J = 1(T-NMF) 2.12 (± 0.03) 2.18 (± 0.03)

NMF-HMM, J = 5 2.27 (± 0.03) 2.31 (± 0.03)

NMF-HMM, J = 10 2.31 (± 0.03) 2.35 (± 0.03)

NMF-HMM, J = 20 2.36 (± 0.03) 2.39 (± 0.02)

NMF-HMM, J = 40 2.38 (± 0.02) 2.41 (± 0.02)

Parameters K = 25 K = 50

Noisy 2.02 (± 0.03)

NMF-HMM, J = 1(T-NMF) 2.21 (± 0.02) 2.18 (± 0.02)

NMF-HMM, J = 5 2.32 (± 0.02) 2.29 (± 0.02)

NMF-HMM, J = 10 2.35 (± 0.03) 2.30 (± 0.02)

NMF-HMM, J = 20 2.36 (± 0.02) 2.32 (± 0.02)

NMF-HMM, J = 40 2.39 (± 0.02) 2.33 (± 0.02)

in our proposed method and the choice of suitable parameters for the later experiments.

HMM States Analysis

First, before the states analysis, we want to indicate that using temporal dynamics can
effectively help NMF obtain a better SE performance. To verify this point, we use the
traditional NMF-based speech enhancement (T-NMF) [36] as reference method. T-NMF
is a special case of NMF-HMM when J = 1 and J̈ = 1. T-NMF does not include the
temporal dynamics information. The transition matrix A is a non-informational matrix
in T-NMF. For a fair comparison, we keep that the total numbers of clean speech basis
vectors (K×J) for the NMF-HMM and T-NMF method [36] are the same. For the T-NMF,
the number of clean speech basis vectors K is varied as 25, 125, 250, 500 and 1000. For
the NMF-HMM, the K is fixed to 25 and J is varied as 1, 5, 10, 20 and 40. The number
of noise basis vectors for both the proposed NMF-HMM and T-NMF is fixed to 70, and
the number of noise states for the NMF-HMM is fixed to 1. In this experiment, we use
the average STOI and PESQ scores of 3200 utterances as the performance metrics. The
experimental results are shown in Figure B.1. As can be seen, the T-NMF can achieve the
best performance when K = 25. However, its performance degraded with the increasing
of number of basis vectors due to overfitting. By contrast, NMF-HMM achieves higher
PESQ and STOI scores with an increasing number of the clean speech basis vectors by
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Table B.3: Average STOI scores (%) comparisons of different noise states and basis vectors (J =
40,K = 25)

Parameters K̈ = 10 K̈ = 20

Noisy 69.14 (± 0.51)

NMF-HMM, J̈ = 1 74.51 (± 0.51) 74.71 (± 0.51)

NMF-HMM, J̈ = 2 75.00 (± 0.51) 75.30 (± 0.50)

NMF-HMM, J̈ = 5 75.44 (± 0.51) 75.77 (± 0.50)

NMF-HMM, J̈ = 10 75.56 (± 0.50) 76.11 (± 0.49)

Parameters K̈ = 40 K̈ = 70

Noisy 69.14 (± 0.51)

NMF-HMM, J̈ = 1 75.03 (± 0.49) 75.00 (± 0.48)

NMF-HMM, J̈ = 2 75.51 (± 0.49) 75.33 (± 0.47)

NMF-HMM, J̈ = 5 76.05 (± 0.47) 75.15 (± 0.46)

NMF-HMM, J̈ = 10 76.27 (± 0.48) 75.70 (± 0.46)
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Fig. B.4: Average PESQ scores of different methods for unseen office noise
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Table B.4: Average PESE scores (%) comparisons of different noise states and basis vectors (J =
40,K = 25)

Parameters K̈ = 10 K̈ = 20

Noisy 2.02 (± 0.03)

T-NMF, J̈ = 1 2.28 (± 0.03) 2.31 (± 0.03)

NMF-HMM, J̈ = 2 2.29 (± 0.03) 2.33 (± 0.04)

NMF-HMM, J̈ = 5 2.31 (± 0.03) 2.34 (± 0.04)

NMF-HMM, J̈ = 10 2.32 (± 0.03) 2.36 (± 0.03)

Parameters K̈ = 40 K̈ = 70

Noisy 2.02 (± 0.03)

T-NMF, J̈ = 1 2.36 (± 0.02) 2.39 (± 0.02)

NMF-HMM, J̈ = 2 2.37 (± 0.04) 2.40 (± 0.03)

NMF-HMM, J̈ = 5 2.39 (± 0.03) 2.40 (± 0.03)

NMF-HMM, J̈ = 10 2.40 (± 0.02) 2.41 (± 0.02)

taking the temporal dynamics into account using the HMM model, which indicates that
temporal dynamics can improve the NMF’s SE performance.

States and basis vector analysis for clean speech

Next, we investigated the effect of the number of clean speech states J and basis vector
K to the proposed model. The number of noise states was set to one (i.e., J̈ = 1) for the
proposed NMF-HMM. The number of basis vectors for the noise was fixed to K̈ = 70,
respectively. The number of clean speech states was chosen as 1, 5, 10, 20, and 40.
Additionally, the number of clean speech basis vector was chosen as 5, 10, 25, 50. The
enhancement performance was evaluated by the PESQ and STOI scores.

Table B.1 and Table B.2 show the average STOI and PESQ score in different SNRs.
It can be seen that if the number of basis vectors K is fixed, there is a higher PESQ and
STOI score with the increasing of clean state J . This indicated the benefits of using the
temporal dynamics in NMF model. Additionally, if the clean state J is fixed, we can
find that HMM can achieve the best speech enhancement performance when K = 25.
A higher K can lead to a worse speech enhancement performance due to overfitting.
Therefore, based on these experimental results, we choose J = 40 and K = 25 to
perform the following experiments.
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Table B.5: Comparison of STOI scores (%) for various algorithms under -5dB SNRs using different
types of noise.

Test Type Method -5dB

Unseen 10 types of noise

Noisy 76.97 (± 1.45)
Log-MMSE 75.86 (± 1.54)

OMLSA 75.88 (± 1.52)
Temporal-NMF 77.21 (± 1.45)

SLF-NMF 69.35 (± 1.78)
CNMF 77.12 (± 1.51)

NMF-HMM 78.58 (± 1.34)
DNS baseline 81.84 (± 1.36)

Unseen office noise

Noisy 49.91 (± 1.33)
Log-MMSE 46.46 (± 1.50)

OMLSA 44.97 (± 1.52)
Temporal-NMF 49.70 (± 1.46)

SLF-NMF 48.92 (± 1.58)
CNMF 48.43 (± 1.47)

NMF-HMM 50.06 (± 1.72)
DNS baseline 54.22 (± 1.49)

Seen 25 types of noise

Noisy 73.65 (± 0.82)
Log-MMSE 71.96 (± 1.40)

OMLSA 73.86 (± 1.38)
Temporal-NMF 75.76 (± 1.34)

SLF-NMF 65.76 (± 1.58)
CNMF 76.23 (± 1.38)

NMF-HMM 81.49 (± 1.66)
DNS baseline 81.95 (± 1.36)

States and Basis Vector Analysis for Noise

In this part, we evaluated the effect of noise states J̈ and basis vector K̈ to the proposed
model. Here, the number of clean states and basis vectors was set to 40 and 25 (J = 40,
K̈ = 25), respectively, which is based on the previous experimental results. The number
of noise states was chosen as 1, 2, 5, and 10. In addition, the number of noise basis
vector was chosen as 10, 20, 40, 70.

Table B.3 and Table B.4 show experimental results for the average STOI and PESQ
score in different SNRs. We can find that the PESQ and STOI have an increasing trend
with the increasing of noise state J̈ when the number of noise basis vectors K̈ is fixed.
Moreover, if the J̈ is fixed, K̈ = 70 can achieve the highest PESQ score but the STOI
score is slightly lower than K̈ = 40. Based on the experimental results, we select
J = 40, J̈ = 10,K = 25, K̈ = 40 for the rest of the experiments because the model have
the less parameters when K̈ = 40. Furthermore, there is a higher STOI when K̈ = 40
and the PESQ difference is not obvious between the K̈ = 40 and K̈ = 70.
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Table B.6: Comparison of STOI scores (%) for various algorithms under 0dB SNRs using different
types of noise.

Test Type Method 0dB

Unseen 10 types of noise

Noisy 84.24 (± 0.96)
Log-MMSE 83.67 (± 1.01)

OMLSA 83.58 (± 1.01)
Temporal-NMF 84.39 (± 0.96)

SLF-NMF 77.01 (± 1.28)
CNMF 83.02 (± 1.13)

NMF-HMM 84.76 (± 0.84)
DNS baseline 86.91 (± 1.09)

Unseen office noise

Noisy 61.03 (± 1.40)
Log-MMSE 58.75 (± 1.57)

OMLSA 58.14 (± 1.63)
Temporal-NMF 61.79 (± 1.47)

SLF-NMF 60.84 (± 1.54)
CNMF 60.97 (± 1.46)

NMF-HMM 63.02 (± 1.61)
DNS baseline 66.46 (± 1.01)

Seen 25 types of noise

Noisy 81.36 (± 1.03)
Log-MMSE 80.13 (± 1.20)

OMLSA 81.58 (± 1.18)
Temporal-NMF 83.22 (± 1.09)

SLF-NMF 73.49 (± 1.33)
CNMF 84.12 (± 1.11)

NMF-HMM 87.02 (± 1.35)
DNS baseline 87.34 (± 1.15)

5.3 Overall Evaluation

In this section, we report on the comparison of the proposed NMF-HMM speech en-
hancement method with state-of-the-art speech enhancement methods. We chose the
optimally-modified log-spectral amplitude (OM-LSA) method [61] with improved min-
ima controlled recursive averaging (IMCRA) noise estimator [62]; variable span linear
filters method [7] (SLF-NMF), which uses the parametric NMF [17] for estimating the
statistics; Temporal-NMF [49]; Convolutive NMF (CNMF) [55, 63]; DNN [64]; and Log-
MMSE [65] algorithm as the reference methods. For the SLF-NMF, the maximum SNR
filter was applied, and the number of eigenvectors was set to one. The variable span
linear filters reference code can be found in [7]. The codebook size of clean speech
and noise was set to 64 and 8, respectively. The other SLF-NMF parameter settings
were the same as NMF-HMM. For the temporal-NMF, all the parameter settings were
the same as the work in [49], which ensured that the temporal-NMF could achieve
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Table B.7: Comparison of STOI scores (%) for various algorithms under 5dB SNRs using different
types of noise.

Test Type Method 5dB

Unseen 10 types of noise

Noisy 90.07 (± 0.68)
Log-MMSE 89.72 (± 0.70)

OMLSA 89.51 (± 0.72)
Temporal-NMF 90.15 (± 0.68)

SLF-NMF 82.11 (± 1.09)
CNMF 86.01 (± 1.02)

NMF-HMM 88.39 (± 0.58)
DNS baseline 91.44 (± 0.75)

Unseen office noise

Noisy 72.80 (± 1.27)
Log-MMSE 71.09 (± 1.40)

OMLSA 71.52 (± 1.44)
Temporal-NMF 73.48 (± 1.29)

SLF-NMF 70.95 (± 1.35)
CNMF 71.45 (± 1.12)

NMF-HMM 74.56 (± 1.32)
DNS baseline 77.58 (± 0.89)

Seen 25 types of noise

Noisy 87.64 (± 0.84)
Log-MMSE 87.04 (± 0.94)

OMLSA 87.90 (± 0.91)
Temporal-NMF 89.03 (± 0.88)

SLF-NMF 79.06 (± 1.18)
CNMF 89.55 (± 0.97)

NMF-HMM 90.28 (± 0.77)
DNS baseline 91.53 (± 0.75)

the best speech enhancement performance. For the CNMF, the related settings were
similar to the CNMF in [40]. For the DNN, we used the DNS-baseline [64] as the ref-
erence method, which is one of the state of the art speech enhancement algorithm. The
OM-LSA and Log-MMSE were state-of-the-art unsupervised speech enhancement meth-
ods. while the SLF-NMF and temporal-NMF were state-of-the-art NMF-based speech
enhancement methods. The temporal-NMF also considered the temporal information
like our methods.

The performance of the NMF-HMM, DNN, Temporal-NMF, CNMF, SLF-NMF, Log-
MMSE, and OM-LSA were evaluated using the test set. Figure B.2 shows the average
PESQ scores with 95% confidence intervals of these algorithms for 25 types of seen
noise. As can be seen, the SLF-NMF had the worst performance among these algorithms.
Temporal-NMF and CNMF achieved a higher score than SLF-NMF, which indicated the
benefits of temporal information for speech enhancement. Moreover, except for DNS
baseline, the proposed NMF-HMM outperformed other enhancement algorithms in all
the SNR scenarios. Furthermore, in low SNR scenarios (e.g., -5–5 dB), the average
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Table B.8: Comparison of STOI scores (%) for various algorithms under 10dB SNRs using different
types of noise.

Test Type Method 10dB

Unseen 10 types of noise

Noisy 94.16 (± 0.49)
Log-MMSE 93.85 (± 0.48)

OMLSA 93.62 (± 0.55)
Temporal-NMF 94.19 (± 0.49)

SLF-NMF 85.72 (± 0.94)
CNMF 89.44 (± 0.91)

NMF-HMM 90.88 (± 0.43)
DNS baseline 94.67 (± 0.55)

Unseen office noise

Noisy 82.57 (± 1.05)
Log-MMSE 81.31 (± 1.15)

OMLSA 82.29 (± 1.14)
Temporal-NMF 83.05 (± 1.05)

SLF-NMF 79.21 (± 1.12)
CNMF 80.03 (± 0.97)

NMF-HMM 82.55 (± 0.88)
DNS baseline 86.18 (± 0.50)

Seen 25 types of noise

Noisy 92.48 (± 0.60)
Log-MMSE 92.08 (± 0.68)

OMLSA 92.45 (± 0.66)
Temporal-NMF 93.46 (± 0.58)

SLF-NMF 83.14 (± 1.04)
CNMF 91.06 (± 0.62)

NMF-HMM 91.84 (± 0.51)
DNS baseline 94.77 (± 0.53)

PESQ score improvement of the proposed NMF-HMM was larger than 0.5 against the
other algorithms.

Figure B.3 and Figure B.4 show the PESQ result under an unseen noise environment,
which indicates that NMF-HMM could always achieve a higher PESQ score than the
reference methods at all four SNRs except for DNS baseline.

The results of the STOI scores with 95% confidence intervals for various algorithms
are provided in Table B.5, B.6, B.7, and B.8. As can be seen, the Temporal-NMF,
CNMF and NMF-HMM had higher STOI scores than SLF-NMF under three different test
datasets, which illustrates the benefits of considering speech temporal information. In
general, NMF-HMM achieved the highest STOI score, better than the referenced NMF-
based methods (Temporal-NMF, CNMF and SLF-NMF) for seen and unseen noise. In
addition, the DNS baseline achieved a better STOI score than NMF-HMM.

In general, for these non-DNN-based speech enhancement algorithm, proposed
method can achieve the best speech enhancement performance. Moreover, DNS base-
line can achieve the highest speech enhancement score. In the future work, we think
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that a DNN-based strategy can be combine with proposed algorithm to improve to ac-
curacy of basis vector estimation. As a result, our algorithm can achieve a better speech
enhancement performance.

6 Conclusions

In this work, we proposed and analyzed an NMF-HMM-based speech enhancement al-
gorithm that applies the sum of the Poisson distribution, leading to the KL divergence
measure, as the observation model for each state of the HMM. The computationally
efficient multiplicative update rule is used to conduct parameter updates during the
training stage for this proposed method. Moreover, using the HMM, the temporal dy-
namic information of speech signals can be captured in this method. Furthermore,
we detailed the derivation of the proposed NMF-HMM-based MMSE estimator to con-
duct online speech enhancement. Parallel computation can be applied for the proposed
estimator, so we can effectively reduce the time complexity during the online speech
enhancement stage. With experiments, a suitable number of state basis vectors for the
proposed NMF-HMM were found. Our experimental results also indicated that the pro-
posed algorithm could outperform state-of-the-art NMF-based and unsupervised speech
enhancement methods. In the future work, a DNN-based strategy can be considered to
improve the accuracy of basis vector estimation. As a result, our algorithm can achieve
a better speech enhancement performance.
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1. Introduction

Abstract

In this paper, we propose a novel non-negative matrix factorization (NMF) and hidden
Markov model (NMF-HMM) based speech enhancement algorithm, which employs a Pois-
son mixture model (PMM). Compared to the previously proposed NMF-HMM method, the
new algorithm, termed PMM-NMF-HMM, uses the Poisson mixture distribution for the state
conditional likelihood function for a HMM rather than the single Poisson distribution. This
means that there are the more basis matrices that can be used to model the speech and noise
signals, so more signal information can be captured by the resulting model. The proposed
method is supervised and thus includes a training and an enhancement stage. It is shown
that, in the training stage, the proposed method can be implemented efficiently using mul-
tiplicative update (MU) for the model parameters, much like the NMF-HMM algorithm. In
the speech enhancement stage, which can be performed online, a novel PMM-NMF-HMM
minimum mean-square error (MMSE) estimator is developed. The experimental results in-
dicate that the PMM-NMF-HMM method can obtain higher short-time objective intelligibil-
ity (STOI) and perceptual evaluation of speech quality (PESQ) score than NMF-HMM. Ad-
ditionally, the method also outperforms other state-of-the-art NMF-based supervised speech
enhancement algorithms.

1 Introduction

In real-word environments,the quality and intelligibility of speech signal is often de-
graded due to the presence of background noise. To combat such noise, speech enhance-
ment techniques have been developed. The main purpose of speech enhancement is to
estimate the speech from the observed noisy speech while attenuating the background
noise to improve the quality and intelligibility of the observed signal [1]. Monaural
speech enhancement provides a cost-effective strategy to address this problem by uti-
lizing recordings from a single microphone, and by combining it with beamforming it
can be extended to multiple microphones. Speech enhancement has a wide rang of
important applications, which include as automatic speech recognition (ASR) [2], tele-
conferencing, hearing-aids, and mobile communication.

During the past decades, many different speech enhancement strategies have been
proposed for environments with additive noise (e.g., [3]). These methods can be
roughly divided into supervised and unsupervised approaches. For the unsupervised
algorithms, the spectral subtraction algorithm [4] is perhaps the simplest strategy to
estimate the speech. Furthermore, the minimum mean-square error (MMSE) spec-
tral amplitude estimator [5], the signal subspace method of [6] and the optimally-
modified log-spectral amplitude (OM-LSA) method [7] combined with IMCRA noise es-
timator [8] are all effective strategies to estimate the speech. However, these methods
cannot always achieve satisfactory speech enhancement performance in non-stationary
noise environment because of inaccurate estimation of noise. Therefore, the supervised
speech enhancement method have been proposed like NMF [9]. Among the super-
vised speech enhancement algorithms, the codebook-driven auto-regressive (AR) model
based method [10], the auto-regressive hidden Markov model (ARHMM) method [11]
and non-negative matrix factorization (NMF) based methods [12] are noteworthy meth-
ods. These algorithms can make good use of prior information about both speech and
noise, and, as a result, they can often achieve better speech enhancement performance
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than the unsupervised methods, particularly in non-stationary acoustic environments.
With the advances in computation power, increases in the availability of training

data combined with advances in the theory and practice of neural networks [13], deep
neural networks (DNNs) have become a feasible strategy for speech enhancement. In
recent years, various network structures have been used for enhancement, such as feed-
forward multilayer perceptron [14], fully convolutional neural network [15], deep re-
current neural networks [16], and generative adversarial networks [17]. These net-
works can be used to predict the different targets like the speech spectrum [18], ideal
ratio mask [19] and time domain waveform [20]. However, the computational com-
plexity, model size and power consumption of these methods may be problematic for
some application.

As mentioned above, NMF is an effective speech enhancement method. In general,
NMF can be combined with other models to achieve the better speech enhancement
performance. For instance, the combination of NMF and DNN can help NMF better
model the speech and noise characteristics [21] and improve the generalization ability
of the method [22]. Moreover, the NMF can be also combined with HMM [23], which
can capture the temporal information of both speech and noise. As a consequence,
such methods can often outperform the traditional NMF-based speech enhancement
methods [12].

In our previous work [24], we proposed a NMF-HMM-based speech enhancement
algorithm. This method applies a single Poisson distribution as the likelihood function
for the HMM, which cannot effectively model the speech and noise due to their complex
behavior. To address this problem we propose the Poisson Mixture Model-based NMF-
HMM (PMM-NMF-HMM) speech enhancement algorithm, which is a more sophisticated
statistical model capable of capturing more complex behavior, similarly to Gaussian mix-
ture models [25]. This model makes it possible to better describe the speech and noise
because these may be governed by multiple underlying causes, each being responsible
for one particular mixture component in the distribution. If such causes are identified,
then the PMM-NMF-HMM can be decomposed into a set of cause-dependent or context-
dependent component distributions [25]. As a result, the performance can, arguably, be
improved by exploiting this. Furthermore, like the NMF-HMM-based speech enhance-
ment algorithm, the proposed method can be implemented using multiplicative updates
(MU) of the parameters. For performing the enhancement given the trained speech and
noise models, we propose an PMM-NMF-HMM-based MMSE estimator, which can be
implemented using online parameter updates suitable for parallel computations. More-
over, compared to typical DNN-based method [14], the proposed method uses a small
model size with few degrees of freedom.

2 Signal Model

In this section, we will briefly introduce the signal model that the proposed method is
based. In an acoustic environment with additive noise, the observed signal model can
be written as

y(l) = s(l) + d(l), (C.1)

where y(l), s(l) and d(l) represent the observed, speech and noise signals, respectively,
and l is the time index. The short-time Fourier transform (STFT) of y(l) can be written
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as

Y (f, n) = S(f, n) +D(f, n), (C.2)

where Y (f, n), S(f, n), and D(f, n) denotes the frequency spectrums of y(l), s(l), and
d(l), respectively. The f is the frequency bin index and the n is the time frame in-
dex. Collecting F frequency bins and N time frames, the magnitude spectrum ma-
trices can be defined as YN , SN and DN , where YN = [y1, · · · ,yn, · · · ,yN ] and
yn = [|Y (1, n)|, · · · , |Y (f, n)|, · · · , |Y (F, n)|]T , sn and dn are defined similarly to yn.
And SN and DN are defined similarly to YN . Additionally, the proposed method is
based on the approximation YN ≈ SN + DN . The overbar (·) and double dots (̈·)
are used to represent the speech and the noise, respectively. The signal models for the
speech and the noise signal are the same, so we will in what follows only shown them
for the speech signal. Applying the conditional independence property of the standard
HMM, the likelihood function for the speech can be expressed as follows:

p(SN ;Φ) =
∑
xN

N∏
n=1

p(sn|xn)p(xn|xn−1), (C.3)

where xN = [x1, · · · , xn, · · · , xN ]T is a collection of states, xn ∈ {1, 2, · · · , J} repre-
sents the state at the nth frame and J denotes the total number of states. p(xn|xn−1)
is the state transition probability from state xn−1 to xn with p(x1|x0) being the initial
state probability. p(sn|xn) is the state-conditioned likelihood function, Φ is a collection
of modeling parameters. In this work, we propose to apply PMM-NMF-HMM to estimate
the p(sn|xn), which can be written as

p(sn|xn) =

∫
p(sn|zn)p(zn|xn) dzn, (C.4)

p(zn|xn) =

J∏
j=1

T∏
t=1

P
l(xn=j,zn=t)
j,t , (C.5)

where zn ∈ {1, 2, · · · , T} denotes the mixture state and T is the total number of mixture
states. Additionally, we define zN = [z1, · · · , zn, · · · , zN ]T , which is a collection of mix-
ture states. The P j,t is the mixture weight and there is

∑T
t=1 P j,t = 1(1 ≤ j ≤ J). The

l(·) denotes an indicator function, which is 1 when the logical expression in the paren-
theses is true and 0 otherwise. In [26] it was demonstrated that the Kullback-Leibler
(KL) divergence-based NMF can be derived from the following hierarchical statistical
model:

SN =

K∑
k=1

C(k), (C.6)

cf,n(k) ∼ PO(cf,n(k);W f,kHk,n), (C.7)

where PO(x;λ) = λxe−λ/Γ(x+ 1) is the Poisson distribution, Γ(x + 1) = x! denotes
the gamma function for positive integer x, K denotes the number of basis vectors,
C(k) is the latent matrix and cf,n(k) denotes the element of C(k) in the f th row and
nth column. W f,k and Hk,n correspond to the elements of the basis and activation
matrices for the NMF. Based on the (C.6) and (C.7), we propose to apply the following
hierarchical model to estimate p(sn|zn),
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sn =
K∑

k=1

cn(k), (C.8)

p(cn(k)|zn, xn) =∏
j,t,k,f

{PO(ct,f,n(k);W
xn,zn
f,k H

xn,zn
k,n )}l(xn=j,zn=t), (C.9)

p(sn|cn) = δ(sn −
∑
k

cn(k)), (C.10)

where W
xn,zn
f,k and H

xn,zn
k,n correspond to the elements of the basis and ac-

tivation matrices and cn(k) contains the hidden variables, writing cn =
[cn(1)

T , cn(2)
T , · · · , cn(K)T ]T and integrating cn out, we obtain

p(sn|zn) =
∫

p(sn|cn)p(cn|zn) dcn

=
∏
j,t,f

{PO(|S(f, n)|;
K∑

k=1

W
xn,zn
f,k H

xn,zn
k,n )}l(xn=j,zn=t).

(C.11)

Finally, combining (C.4) and (C.5), at jth state, the (C.11) can be written as

p(sn|xn = j) =

T∑
t=1

P j,t

F∏
f=1

PO(|S(f, n)|;
K∑

k=1

W
xn,zn
f,k H

xn,zn
k,n )

(C.12)

Moreover, we have that

p(sn|xn, zn) =

PO(|S(f, n)|;
K∑

k=1

W
xn,zn
f,k H

xn,zn
k,n ).

(C.13)

We collect the unknown parameters {W xn,zn
f,k } and {Hxn,zn

k,n } in matrices {Wj,t} and

{Hj,t}. To summarize, there are five parameters to be estimated in our proposed clean
speech model. They are the initial state probability matrix π, state transition probability
matrix A, basis matrix W

j,t
, activation matrix H

j,t
and mixture weight matrix P. The

activation matrix H
j,t

is estimated in the online speech enhancement stage while the
other parameters are obtained in the offline training stage. Additionally, the K and T
can be predetermined. For the observed signal, the initial state and transition probabil-
ities matrix can be expressed as π ⊗ π̈ and A⊗ Ä, where the ⊗ denotes the Kronecker
product. Thus, the conditional likelihood function can be written as

p(yn|xn, ẍn) =

T∑
t=1

T̈∑
t=1

P j,tP̈j,t

F∏
f=1

PO(|Y (f, n)|;

K∑
k=1

W
xn,zn
f,k H

xn,zn
k,n +

K̈∑
k=1

Ẅ ẍn,z̈n
f,k Ḧ ẍn,z̈n

k,n )

(C.14)
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p(yn|zn, z̈n, xn, ẍn) =

F∏
f=1

PO(|Y (f, n)|;

K∑
k=1

W
xn,zn
f,k H

xn,zn
k,n +

K̈∑
k=1

Ẅ ẍn,z̈n
f,k Ḧ ẍn,z̈n

k,n ).

(C.15)

3 Offline Parameter Estimation

As mentioned above, the algorithm can be divided into two stages. In the offline train-
ing stage, the parameters of speech and noise signal model are estimated by using
the speech and noise database, respectively. First, we define the complete data set
(SN ,xN , zN ,CN ), where CN = [c1, c2, · · · , cN ]. Based on the (C.3) and derivation in
Section 2, using the conditional independence property, the complete data likelihood
function can be written as

p(SN ,xN , zN ,CN )

=

(
N∏

n=1

p(sn|cn)

)(
p(x1)

N∏
n=2

p(xn|xn−1)

)
(

N∏
n=1

p(zn|xn)

)(
N∏

n=1

p(cn|xn, zn)

)
.

(C.16)

Using Expectation–Maximization (EM) algorithm [27], the model parameters can be
estimated. For simplicity, we here omit the derivation process. It can be shown that the
parameter updates can be written as follows:

πj =
q(x1 = j)∑J
o=1 q(x1 = o)

, (C.17)

Ao,j =

∑N
n=2 q(xn = j, xn−1 = o)∑J

j=1

∑N
n=2 q(xn = j, xn−1 = o)

, (C.18)

where 1 ≤ o, j ≤ J . The quantities q(xn) and q(xn, xn−1) correspond to the posterior
state probability and the joint posterior probability, which can be calculated by forward-
backward algorithm [24] that combines the (C.12). The πj and Ao,j is the elements of
A and π, respectively. The estimation of A and π is similar to the traditional HMM. In
addition, we have the following updates:

W
j,t ←W

j,t ⊙

SN

W
j,t
H

j,t
Λ(j, t)(H

j,t
)T

1Λ(j, t)(H
j,t
)T

, (C.19)

H
j,t ← H

j,t ⊙
(W

j,t
)T

SN

W
j,t
H

j,t

(W
j,t
)T1

, (C.20)
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where Λ(j, t) = diag(q(x1 = j, z1 = t), q(x2 = j, z2 = t), · · · , q(xN = j, zN = t)). The
q(xn = j, zn = t) is the posterior probability when (xn = j, zn = t). Once again, this
calculation can be performed using the forward-backward algorithm which uses (C.13).
Furthermore, this update is in the form of an multiplicative update, which means that
the offline training can be performed efficiently. Moreover, we have

P j,t =

∑N
n=1 q(xn = j, zn = t)∑N

n=1

∑T
t=1 q(xn = j, zn = t)

(C.21)

This mixture weight P j,t determines the importance of each latent cause that is modeled
by single Poisson distribution for the whole speech signal.

4 Online Speech Enhancement

In the online enhancement stage, we propose a novel MMSE estimator, which is based
on the model produced by the PMM-NMF-HMM algorithm. The MMSE estimate of the
speech signal from the noisy observation is

ŝn = Esn|Yn(sn) =

∫
snp(sn|Yn) dsn. (C.22)

For simplicity, we omit the specific details of this derivation. The enhanced speech can
be written as ŝn = yn ⊙ gn where gn can be viewed as a spectral gain vector with

gn =
∑

xn,ẍn

ωxn,ẍn

(∑
zn,z̈n

P j,tP̈j,tpn(xn, ẍn, zn, z̈n)

)
, (C.23)

where the weight 0 ≤ ωxn,ẍn ≤ 1 can be written as

ωxn,ẍn =
p(yn|xn, ẍn)p(xn, ẍn|Yn−1)∑

xn,ẍn
p(yn|xn, ẍn)p(xn, ẍn|Yn−1)

. (C.24)

The calculation of p(yn|xn, ẍn) can be conducted using (C.14), and

p(xn, ẍn|Yn−1)

=
∑

xn−1,ẍn−1

p(xn, ẍn|xn−1, ẍn−1,Yn−1)p(xn−1, ẍn−1|Yn−1)

=
∑

xn−1,ẍn−1

p(xn, ẍn|xn−1, ẍn−1)p(xn−1, ẍn−1|Yn−1),

(C.25)

In (C.25), the first term can be calculated by the transition probabilities ma-
trix of observed signal and the second term is the forward probability which
can be calculated by a forward algorithm [24]. In (C.23), pn(xn, ẍn, zn, z̈n) =
[p1,n(xn, ẍn, zn, z̈n), p2,n(xn, ẍn, zn, z̈n), · · · , pF,n(xn, ẍn, zn, z̈n)]

T , where

pf,n(xn, ẍn, zn, z̈n) =∑K
k=1 W

xn,zn
f,k H

xn,zn
k,n∑K

k=1 W
xn,zn
f,k H

xn,zn
k,n +

∑K̈
k=1 Ẅ

ẍn,z̈n
f,k Ḧ ẍn,z̈n

k,n

,
(C.26)
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Fig. C.1: Average PESQ scores of different algorithms using six types of noise under four different
SNRs.

Comparing the PMM-NMF-HMM-based MMSE estimator with our previous proposed
NMF-HMM-based MMSE estimator [24], we can find that there are more than one NMF
basis matrices at each HMM hidden state, which means that our algorithm can model
more underlying possible causes in the observed signal, so the enhancement perfor-
mance can likely be improved based on this better model. Furthermore, we also remark
that parallel computing can be applied to conduct the online estimation of active matrix
H

j,t
to effectively reduce the time consumption.

5 EXPERIMENTAL Result and Analysis

In this section, the performance of proposed algorithm was evaluated and compared
with state-of-the-art NMF-based speech enhancement algorithms. All the experiments
were conducted on the TIMIT [28] and NOISEX-92 [29] databases. In the training
stage, all 4620 utterances from the training set of the TIMIT database were used to
train the speech PMM-NMF-HMM model. Meanwhile, parts of the Babble, F16, Factory
and White noise from the NOISEX-92 database were used to train the noise model. In
the test stage, 200 utterances were randomly chosen from the test set of the TIMIT
database. After that, the chosen 200 utterances were added to six types of noise at
four different SNR levels (i.e., -5, 0, 5, and 10 dB). There were two types of noise
(destroyerengine and destroyerops) that were not included in the training database to
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Fig. C.2: Average STOI scores of different algorithms using six types of noise under four different
SNRs.

test the generalization ability of the noise model. It must be stressed that for all noise
types, disjoint training and test data was used.

To evaluate the performance of the proposed method, we compare to two state-of-
the-art methods, namely the NMF-HMM [24] and the variable span linear filters [6]
(SLF-NMF) combined with parametric NMF [10] for estimating the noise and speech
statsitics.

In the experiments, all the signal waveform was down-sampled to 16 kHz. The
frame length was set to 1024 samples with a frame shift of 512 samples . The size of
STFT was 1024 points with a Hanning window. Furthermore, the maximum number of
iterations was set to 30 in the training stage and 15 in the online speech enhancement
stage for these NMF-based methods. In addition, the PESQ [30], ranging from -0.5 to
4.5, was used to evaluate the enhanced speech quality. The STOI [31], ranging from 0
to 1, was used to measure the enhanced speech intelligibility.

For the NMF parameter setting, to better compare the performance of PMM-NMF-
HMM and NMF-HMM, we ensure that there are the same total number of basis vector
for the two models. For the NMF-HMM, there is no the mixture weight (the NMF-HMM
can be seen as a special case of PMM-NMF-HMM when T = 1 and T̈ = 1), so we only
need to set J = 10,K = 100, J̈ = 2 and K̈ = 70. For the PMM-NMF-HMM, we have
J = 10, J̈ = 2, K̈ = 70, T̈ = 1. We investigate the two different T . When T is set to 2
and 4, the K corresponds to 50 and 25, which ensures that there is the same number of
total basis vector. For the SLF-NMF, we utilize the maximum SNR filter and the codebook
size of speech and noise is set to 64 and 8, respectively. Figure C.1 indicates the average
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PESQ scores with 95% confidence interval of these algorithms. The NMF-HMM-based
methods always achieve higher PESQ scores than SLF-NMF for all four SNRs. Addi-
tionally, with increased total number of mixture state T , PMM-NMF-HMM achieve the
better performance. This indicates that PMM-NMF-HMM may effectively better model
multiple underlying causes in speech and noise when improving the speech quality. Fig-
ure C.2 shows the average STOI scores with 95% confidence interval of the methods.
We can see that the PMM-NMF-HMM achieves better speech enhancement performance
at low SNRs (-5, 0, 5dB) with increased numbers of mixture state T . However, for high
SNRs, more mixture states does not lead to a better performance.

6 Conclusions

In this work, we have proposed a novel PMM-NMF-HMM-based speech enhancement
algorithm. The new method employes a PMM which was used to model the state-
conditioned likelihood function for the HMM, whereby multiple underlying causes in
the signals could be captured. More specifically, the resulting modal can be decom-
posed into the different sets of cause-dependent or context-dependent component dis-
tributions. Finally, as a result of the new and more sophisticated model, the speech
can be estimated more accurately. To enhance the speech, we have proposed a novel
MMSE estimator, which is also based on the model of the PMM-NMF-HMM method.
This estimator can be implemented efficiently and is thus suitable for online speech
enhancement. In general, the experimental results showed that the proposed PMM-
NMF-HMM method outperforms the previously proposed NMF-HMM, though the STOI
score was slightly lower than NMF-HMM at high SNR (10dB).
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1. Introduction

Abstract

Recently, variational autoencoder (VAE), a deep representation learning (DRL) model, has
been used to perform speech enhancement (SE). However, to the best of our knowledge,
current VAE-based SE methods only apply VAE to model speech signal, while noise is mod-
eled using the traditional non-negative matrix factorization (NMF) model. One of the most
important reasons for using NMF is that these VAE-based methods cannot disentangle the
speech and noise latent variables from the observed signal. Based on Bayesian theory,
this paper derives a novel variational lower bound for VAE, which ensures that VAE can
be trained in supervision, and can disentangle speech and noise latent variables from the
observed signal. This means that the proposed method can apply the VAE to model both
speech and noise signals, which is totally different from the previous VAE-based SE works.
More specifically, the proposed DRL method can learn to impose speech and noise signal
priors to different sets of latent variables for SE. The experimental results show that the
proposed method can not only disentangle speech and noise latent variables from the ob-
served signal, but also obtain a higher scale-invariant signal-to-distortion ratio and speech
quality score than the similar deep neural network-based (DNN) SE method.

1 Introduction

In real-world environments, speech signals are often distorted due to the presence of
background noise. To reduce the effects of noise, speech enhancement (SE) techniques
have been developed [1, 2] to improve the quality and intelligibility of an observed
signal.

Currently, many single-channel SE algorithms have been proposed, which include
some unsupervised algorithms [3, 4] and supervised algorithms [5, 6]. However, these
methods usually apply linear processes to model complex high-dimensional signal,
which is not always reasonable in practical applications [7]. Thus, non-linear deep neu-
ral network (DNN) models have been developed. As shown in [2, 7–10], DNN-based
methods can achieve better SE performance than traditional linear models. However,
their generalization ability is not often satisfactory for the unseen noise conditions [2].

Recently, deep probabilistic generative models have been investigated to improve
the DNN’s generalization ability for SE, such as generative adversarial networks (GAN)
[11] and the variational autoencoder (VAE) [12, 13]. VAE can learn the probability
distribution of complex data and perform efficient approximate posterior inference, so
VAE-based SE algorithms have been proposed [13–15]. However, the VAE of these
methods is trained in an unsupervised manner on speech only, and the noise is modeled
by an NMF model because these methods cannot disentangle the speech and noise
latent variables from the observed signal. This means that these algorithms are not
robust [16], and their SE performance is limited compared to DNN-based supervised
methods [13]. To mitigate this problem, supervised VAE-based SE methods have been
proposed. In [16, 17], a supervised classifier [16] and a supervised noise-aware training
strategy [17] are introduced to the training of speech VAE. The purpose is to obtain a
more robust speech latent variable from the observed signal. However, the noise is still
modeled by a linear NMF model because it is a difficult task to disentangle the speech
and noise latent variables from the observed signal [17].

Learning interpretable latent representation is a challenging but very useful task
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because it can explain how different factors influence the speech signal, which is impor-
tant in speech-related applications [18]. In [18], a latent space arithmetic operation was
derived to modify the speech attributes (phonetic content and speaker identity). [19]
proposed an unsupervised method to distinguish different latent variables and generate
new latent variables for the ASR application. [20] applied VAE to learn the sequence-
dependent and sequence-independent representations. However, interpretable latent
representation is rarely considered in current SE algorithms [7–10].

Inspired by previous work, in this paper, we propose a Bayesian permutation train-
ing method for SE. The proposed method can disentangle the latent speech and noise
variables from the observed signal in a supervised manner and conduct the mapping be-
tween latent variables and targets, even though this is a difficult task [17]. We hypoth-
esize that disentangling latent variables can improve the performance of the supervised
DNN-based SE method. To achieve this, a clean speech VAE (C-VAE) and a noise VAE
(N-VAE) are separately pre-trained without supervision. After that, based on Bayesian
theory and our derived variational lower bound, we use the two pre-trained VAEs to
train a noisy VAE (NS-VAE) in a supervised manner. The trained NS-VAE can learn the
latent representations of the speech and noise signal. When we conduct SE, the trained
NS-VAE is first used to predict the latent variables of the speech and noise signal. Then,
the two latent variables are independently used as the decoder input of the C-VAE and
N-VAE to estimate the corresponding speech and noise. Finally, the enhanced signal can
be acquired by direct speech waveform reconstruction or with post-filtering methods.
Compared to previous VAE-based SE methods [13–17] and interpretable latent repre-
sentation learning methods [18–20], the proposed method derives a novel variational
lower bound to ensure that supervision training can be used for VAE, and VAE can dis-
entangle different latent variables to model noise for SE. The derived supervised lower
bound is very different from previous VAE-based methods [12–20] that are trained on
an unsupervised variational lower bound, which increases the robustness of different
learned latent variables [17]. Moreover, our learned latent variables are attributed to
different types of signal, so each single latent variable that is generated by NS-VAE can
be used to generate the corresponding speech or noise signal, and their combination
can generate noisy speech.

2 Problem Description

In this work, we aim to perform SE in an additive noisy environment. Thus, the signal
model can be written as

y(t) = x(t) + d(t), (D.1)

where y(t), x(t), and d(t) represent the observed, speech, and noise signal, respec-
tively, and t is the time index. Log-power spectrum (LPS) is suitable for direct signal
estimation [7], so we use it as a feature for SE. The LPS of y(t), x(t), and d(t) is written
as Y (f, n), X(f, n), and D(f, n), respectively. Here, f ∈ [1, F ] and n ∈ [1, N ] denote
the frequency bins and time frame indices, respectively. Collecting F frequency bins and
N time frames, we can obtain the LPS dataset YN , XN and DN with N samples, where
YN = [y1, · · · ,yn, · · · ,yN ] and yn = [Y (1, n), · · · , Y (f, n), · · · , Y (F, n)]T , xn and dn

are defined similarly to yn. XN and DN are defined similarly to YN . For simplicity, we
use y, x, and d to represent a sample in dataset YN , XN and DN , respectively.In the
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(a) Generative model (b) Recognition model

Fig. D.1: Graphical illustration of the proposed model.

proposed VAE model, we assume that y is generated from a random process involving
the speech latent variables zx and the noise latent variables zd, where the observed
speech conditional prior distribution can be written as q(y|zd, zx). The dimensions of
vectors zx and zd are Lx and Ld, respectively. The dataset of zx and zd is written as ZxN

and ZdN with N samples. Here, we assume that the latent variables zx and zd are inde-
pendent. Additionally, x and d are drawn from the speech prior distribution q(x|zx) and
the noise prior distribution q(d|zd), respectively. The whole generative process is illus-
trated in Fig. D.1(a). In VAE, since exact posterior inference is intractable, we propose
that zx and zd can be estimated from speech and noise posterior distributions p(zx|x)
and p(zd|d), respectively, or they can also be estimated from the noisy speech poste-
rior distributions p(zx|y) and p(zd|y). Here, we assume p(zx, zd|y) = p(zx|y)p(zd|y),
which ensures that noise can be modeled by non-linear VAE rather than NMF. Based
on these assumptions and our derivation in section 3, speech and noise latent variables
can be obtained from the observed signal. The whole recognition process is shown in
Fig. D.1(b).

To sum up, we intend to first estimate the latent variable distributions of the speech
p(zx|y) and the noise p(zd|y) from the observed signal to acquire latent variables zx
and zd, respectively. After that, we use the estimated latent variables as the input of
the decoder of C-VAE and N-VAE to obtain the probability distribution of q(x|zx) and
q(d|zd) for SE.

3 SE with Bayesian Permutation Training

3.1 Variational Autoencoder with Multiple Latent Variables

VAE [12] defines a probabilistic generative process between observed signal and its la-
tent variables and provides a principled method to jointly learn latent variables, genera-
tive and recognition models, which is achieved by maximizing variational lower bound
using stochastic gradient descent (SGD) algorithm. This optimizing process [12] is
equal to minimize Kullback-Leibler (KL) divergence (DKL) between real joint probabil-
ity distribution p(y, zx, zd) and its estimation q(y, zx, zd). This process can be written
as follows:
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DKL (p(y, zx, zd)||q(y, zx, zd)) = Ey∼p(y) [log p(y)]

+ Ey∼p(y)[DKL (p(zx, zd|y))||q(y, zx, zd))].
(D.2)

In (D.2), the term Ey∼p(y) [log p(y)] is a constant, so minimizing their KL divergence is
equal to minimizing

L(θy, φy, θx, φx, θd, φd;y)

= Ey∼p(y)[DKL (p(zx, zd|y))||q(y, zx, zd))]
= Ey∼p(y) [DKL (p(zx, zd|y))||q(zx, zd))]
− Ey∼p(y)

[
Ezd,zx∼p(zd,zx|y) [log q(y|zx, zd)]

]
,

(D.3)

where θy, φy, θx, φx, θd, φd are the parameters that are used to conduct the related prob-
ability estimation. The details will be presented later. Here, −L can be seen as the VAE
variational lower bound with multiple latent variables (Ey∼p(y)[log q(y)] ≥ −L) [12].
Minimizing L is equal to maximize this variational lower bound. Based on our assump-
tions in section 2 (zx and zd are independent and p(zx, zd|y) = p(zx|y)p(zd|y)), (D.3)
can be further written as

L(θy, φy, θx, φx, θd, φd;y)

= Ey∼p(y) [DKL (p(zx|y)||q(zx))]
+ Ey∼p(y) [DKL (p(zd|y)||q(zd))]
− Ey∼p(y)

[
Ezd,zx∼p(zd,zx|y) [log q(y|zx, zd)]

]
,

(D.4)

3.2 DRL with Bayesian Permutation Training

To estimate the speech and noise latent variables from the observed signal using (D.4),
we propose a Bayesian permutation training process between NS-VAE, C-VAE, and N-
VAE. First, the C-VAE and N-VAE are separately pre-trained using the general VAE train-
ing method [12] without supervision. The purpose is to acquire the posterior estimates
p(zx|x) and p(zd|d). Then, the NS-VAE is trained with the supervision of C-VAE and
N-VAE.

In (D.4), the calculation of the first and second term is similar, so we will only
use the first term to show the Bayesian permutation process. To achieve supervision
learning, we add an attention mechanism (p(zx|x)/p(zx|x)) for the calculation of first
term in (D.4). Thus, its calculation can be written as (D.5)

Ey∼p(y) [DKL (p(zx|y)||q(zx))]

= Ey∼p(y)

[∫
p(zx|y) log

p(zx|y)p(zx|x)
q(zx)p(zx|x)

dzx

]
= Ey∼p(y),x∼p(x) [DKL (p(zx|y)||p(zx|x))]

+ Ey∼p(y)

[
Ezx∼p(zx|y)[log

p(zx|x)
q(zx)

]

]
,

(D.5)
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L(θy, φy, θx, φx, θd, φd;y)

= Ey∼p(y),x∼p(x){DKL (p(zx|y)||p(zx|x))

+ Ezx∼p(zx|y)[log
p(zx|x)
q(zx)

]}

+ Ey∼p(y),d∼p(d){DKL (p(zd|y)||p(zd|d))

+ Ezd∼p(zd|y)[log
p(zd|d)
q(zd)

]}

− Ey∼p(y)

[
Ezd,zx∼p(zd,zx|y) [log q(y|zx, zd)]

]
.

(D.6)

In (D.5), we introduce posterior p(zx|x) estimated from C-VAE to conduct supervised
latent variable learning. The purpose is to obtain speech latent variables from observed
signal. Finally, substituting (D.5) into (D.4), the final loss function can be written as
(D.6). In (D.6), we can find KL divergence constraints for speech and noise latent
variables, which ensures that we can estimate the desired posterior distributions from
noisy signal in a supervision way. This is also why our method can disentangle latent
variables, and the noise can be estimated by nonlinear VAE rather than linear NMF,
which is different from the previous VAE-based SE methods [13–17]. Moreover, in
(D.6), −L can be used as a novel variational lower bound to perform supervised VAE
training in other VAE-related applications. To better minimize (D.6), we introduce C-
VAE and N-VAE to conduct joint training, which forms a Bayesian permutation training
process between the three VAEs. Finally, the NS-VAE’s training loss is

Ltotal = L(θy, φy, θx, φx, θd, φd;y)

+ Lc(θx, φx;x) + Ln(θd, φd;d),
(D.7)

where Lc(θx, φx;x) and Ln(θd, φd;d) are the general VAE loss function for speech and
noise, which can be written as

Lc(θx, φx;x) = Ex∼p(x){DKL (p(zx|x)||q(zx))
− Ezx∼p(zx|x)[log q(x|zx)]},

(D.8)

Ln(θd, φd;d) = Ed∼p(d){DKL (p(zd|d)||q(zd))
− Ezd∼p(zd|d)[log q(d|zd)]}.

(D.9)

In (D.7), it can be found that the NS-VAE’s training also includes the training of C-VAE
and N-VAE, which improves NS-VAE’s ability to disentangle latent variables. Minimizing
Ltotal is our final target.

Fig. D.2 shows the proposed framework. To summarize, the proposed method in-
cludes a training and an enhancement stage. The whole training process can be de-
scribed as follows: first, C-VAE and N-VAE are separately pre-trained without supervi-
sion using (D.8) and (D.9). Then, the LPS features of speech, noise and observed signal
are separately used as the encoder input of C-VAE, N-VAE, and NS-VAE to estimate pos-
terior distributions p(zx|y), p(zd|y), p(zx|x), p(zd|d) and prior distribution q(y|zx, zd),
q(x|zx), q(d|zd). Finally, (D.7) is used as a loss function to perform related parameters
update with the Adam algorithm [21]. The training is completed when the neural net-
works converge. In the online SE stage, we assume that the zx sampled from p(zx|x) is
approximately equal to the sample zx sampled from p(zx|y). Therefore, we can sepa-
rately use the NS-VAE encoder’s two outputs as input of C-VAE and N-VAE to obtain the
prior distributions q(x|zx) and q(d|zd). After that, using the reparameterization trick
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C-VAE-encoder

C-VAE-decoder

NS-VAE-encoder

NS-VAE-decoder

N-VAE-encoder

N-VAE-decoder

Fig. D.2: Model of Bayesian permutation training for SE.

and Monte Carlo estimate (MCE) [12], the speech and noise signal can be obtained.
The enhanced speech is acquired by direct waveform reconstruction or post-filtering
methods. This enhanced process is shown in Fig. D.3 (a).

3.3 Calculation of Loss Function

In (D.7), the related posterior and prior distributions need to be determined, and q(zx)
and q(zd) need to be predefined for the calculation. Here, for the simplicity of calcu-
lation, we assume that all the posterior and prior distributions are multivariate normal
distributions with diagonal covariance [12], which is similar to the previous VAE-based
SE methods [13–17]. For the NS-VAE, we have

p(zx|y) = N
(
zx;µθyx(y), σ

2
θyx

(y)I
)
,

p(zd|y) = N
(
zd;µθyd(y), σ

2
θyd

(y)I
)
,

q(y|zx, zd) = N
(
y;µφy (zx, zd), σ

2
φy

(zx, zd)I
)
,

(D.10)

where I is the identity matrix. µθyx(y), σ
2
θyx

(y), µθyd(y), σ2
θyd

(y) can be estimated
by NS-VAE’s encoder Gθy (y) with parameter θy = {θyx, θyd}, and σ2

φy
(zx, zd) and

µφy (zx, zd) can be estimated by NS-VAE’s decoder Gφy (zx, zd) with parameter φy. Due
to the space limitation and the fact that the frameworks of C-VAE and N-VAE are similar,
we only give the details of C-VAE. Here, we have

p(zx|x) = N
(
zx;µθx(x), σ

2
θx(x)I

)
q(x|zx) = N

(
x;µφx(zx), σ

2
φx

(zx)I
)
,

(D.11)
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NS-VAE-encoder Encoder

Embedding

clean decoderC-VAE-decoder noise decoder

(a) Proposed SE model (b) Y-CNN SE model

N-VAE-decoder

Fig. D.3: Enhancement framework comparison.

where µθx(x), σ
2
θx(x) are obtained by C-VAE’s encoder Gθx(x) with parameter θx, and

µφx(zx), σ2
φx

(zx) can be estimated by C-VAE’s decoder Gφx(zx) with parameter φx.
q(zd) and q(zx) are pre-defined as a centered isotropic multivariate Gaussian q(zx) =
N (zx;0, I) and q(zd) = N (zd;0, I). Finally, when all the distributions are determined,
we can apply loss function (D.7) and the Adam algorithm to perform related parameters
update for SE.

4 Experiment and Result Analysis

In this section, the proposed algorithm is evaluated. At first, we will use an example
to verify that the proposed method can disentangle different latent variables from the
observed signal. After that, an experiment will show the SE performance of our method.

Dataset: In this work, we use the TIMIT database [22], 100 environmental noises
[23], DEMAND database [24] and NOISEX-92 database [25] to evaluate the perfor-
mance of the proposed algorithm. In the training stage, the Babble, F16 noise from
the NOISEX-92 database [25] and 90 environmental noise (N1–N90) [23] are used
to conduct experiments. All 4620 utterances from the TIMIT database are corrupted
by 92 types of noise at four different signal-to-noise ratio (SNR) levels, i.e., -5, 0, 5,
and 10 dB. The utterances are randomly selected from these corrupted utterances, and
they are connected to a 12-hour noisy speech database. Meanwhile, the corresponding
speech and noise databases are also obtained. In the test stage, 200 utterances from
the TIMIT test set, including 1680 utterances, are randomly chosen to build the test
database. 13 types of noise (office [24], factory [25], and 10 unseen environmental
noise (N91—N100) [23]) are randomly added to the 200 utterances at four SNR levels
(i.e., -5, 0, 5, and 10 dB) to conduct experiment. In our experiments, all the signals are
down-sampled to 16 kHz. The frame length is 512 samples with a frame shift of 256
samples.

Baseline: To evaluate the performance of the proposed method, we use a super-
vised SE model as a reference method (referred to Y-CNN) [26]. This is similar to the
proposed method and can perform SE by direct waveform reconstruction [7] or esti-
mated mask [8]. For a fair comparison, we use a convolutional neural network (CNN)
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(b) Modified signal from babble+5dB to f16+10dB
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(d) Clean speech
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Fig. D.4: Experiment for disentangling latent variables.

to replace the original DNN [26] to improve its performance. Fig. D.3 shows the frame-
work comparison of enhancement. Y-CNN has the same encoder and decoder as the
proposed model. The only difference between Y-CNN and our method is the training
loss function. The loss function of the proposed method applies deep representation
learning (DRL) and reasonable assumptions to disentangle latent variables, which is
not achieved by Y-CNN [26].

Experimental Setups: There are three VAEs in our proposed method. The C-VAE
and N-VAE have the same structure. 1D CNN which is widely used in SE [9] is adopted
in the experiment. C-VAE’ encoder includes four hidden 1D convolutional layers. The
number of channels in each layer is 32, 64, 128, and 256. The size of each convolving
kernel is 3. The two output layers of the encoders are fully connected layers with 128
nodes. By using the reparameterization trick, the decoders’ input size can also be set as
128. The decoder consists of four hidden 1D convolutional layers (the channel number
of each layer is 256, 128, 64, and 32 with 3 kernel) and two fully connected output
layers with 257 nodes. Moreover, the activation functions for the hidden and output
layer are ReLU and linear activation function, respectively. For NS-VAE, its encoder also
includes four 1D convolutional layers with ReLU as the activation function. The other
parameter setting is the same as C-VAE. Additionally, its encoder has four output layers
with 128 nodes and a linear activation function. The input size of the NS-VAE decoder is
256, which includes the latent speech and the noise variables. The decoder structure of
NS-VAE’s decoder is the same as that of C-VAE (Y-CNN’s encoder and decoders only have
one output layer with 128 and 257 nodes, respectively, because it does not disentangle
latent variables. The other settings are the same as that of NS-VAE). In the training
stage, all networks are trained by the Adam algorithm with a 128 mini-batch size. The
learning rate is 0.001.

Experimental Results: Firstly, we will verify the ability of the proposed method
to effectively disentangle the speech and noise latent variables from observed signals.
Based on our assumption, the observed signal y is determined by zx and zd. Thus, if we
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Table D.1: Average SI-SDR comparison of different methods

SNR
SI-SDR (dB)

Noisy Y-L PVAE-L

-5 -5.67(±0.22) 1.25(±0.67) 2.84(±0.72)

0 -0.69(±0.22) 4.52(±0.47) 6.32(±0.48)

5 4.30(±0.23) 6.76(±0.29) 8.67(±0.31)

10 7.30(±0.23) 8.05(±0.18) 10.03(±0.23)

SNR
SI-SDR (dB)

Noisy Y-M PVAE-M

-5 -5.67(±0.22) 2.04(±0.68) 4.01(±0.88)

0 -0.69(±0.22) 7.40 (±0.68) 8.59(±0.75)

5 4.30(±0.23) 11.74(±0.62) 12.33(±0.61)

10 7.30(±0.23) 15.17(±0.54) 15.41(±0.50)

Table D.2: Average PESQ comparison of different methods

SNR
PESQ

Noisy Y-L PVAE-L

-5 1.43(±0.02) 1.59(±0.03) 1.87(±0.03)

0 1.78(±0.02) 2.02(±0.02) 2.24(±0.03)

5 2.13(±0.02) 2.43(±0.02) 2.57(±0.02)

10 2.46(±0.01) 2.76(±0.02) 2.80(±0.02)

SNR
PESQ

Noisy Y-M PVAE-M

-5 1.43(±0.02) 1.68(±0.03) 1.86(±0.03)

0 1.78(±0.02) 2.11(±0.03) 2.27(±0.03)

5 2.13(±0.02) 2.53(±0.03) 2.63(±0.02)

10 2.46(±0.01) 2.86(±0.02) 2.91(±0.02)

use different zx or zd as the input of NS-VAE’s decoder, we can obtain the different ob-
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Table D.3: Average STOI comparison of different methods

SNR Noisy Y-L PVAE-L

-5 57.62(±1.31) 57.63(±1.67) 60.00(±1.33)

0 70.02(±1.24) 69.80(±1.48) 70.68(±1.12)

5 80.20(±0.90) 79.20(±1.18) 79.87(±0.87)

10 86.32(±0.50) 85.60 (±0.72) 84.32(±0.54)

SNR Noisy Y-M PVAE-M

-5 57.62(±1.31) 59.72(±1.70) 60.32(±1.40)

0 70.02(±1.24) 72.02(±1.43) 71.75(±1.19)

5 80.20(±0.90) 81.96(±1.02) 80.78(±0.91)

10 86.32(±0.50) 88.80(±0.63) 87.24(±0.58)

served signal. zx and zd can be acquired by different NS-VAE encoders. Fig. D.4 shows
the experimental result. In this example, we first disentangle the latent variables of the
observed signal (babble noise with 5dB). Then, we keep the speech latent variable zx
and replace the noise latent variable with another noise latent variable (f16 noise with
10dB). Finally, the new combination of latent variables is used as the input of NS-VAE’s
decoder to acquire the modified signal. Fig. D.4(b) shows the modified signal. Compar-
ing Fig. D.4(a), (b), (c), and (d), it can be found that the modified signal successfully
removes the babble noise character, and the original noise character is replaced by f16
noise character. (The modified signal has the constant noise around 3000 and 4000 Hz
as shown in the black circle area, which is the same as the target signal.) Furthermore,
the modified signal also preserves the original speech character. Therefore, this exper-
iment indicates that the proposed method can effectively disentangle different latent
variables.

In the second experiment, all algorithms are evaluated by the scale-invariant signal-
to-distortion ratio (SI-SDR) in decibel (dB) [27], short-time objective intelligibility
(STOI) [28], and perceptual evaluation of speech quality (PESQ) [29]. The enhanced
speech is obtained by direct waveform reconstruction [7] or soft time-frequency mask
estimation [26]. We use Y-M and Y-L to represent that the enhanced speech is acquired
by mask estimation and direct waveform reconstruction using Y-CNN, respectively. Sim-
ilarly, PVAE-L and PVAE-M denote that the enhanced speech is obtained by the pro-
posed method using direct waveform reconstruction and mask estimation, respectively.
Table. D.1, D.2, and D.3 show the PESQ, SI-SDR, and STOI comparisons with a 95%
confidence interval. The results verify that our method can learn latent speech and
noise variables from observed signals because PVAE-L achieves better PESQ and SI-SDR
performance than Y-L. This means that C-VAE’s decoder can recognize speech latent vari-
ables that are disentangled by NS-VAE. Moreover, PVAE-M significantly achieves better
PESQ and SI-SDR performance than Y-M, which shows that our method can estimate a
more accurate mask for SE. This result also illustrates that our approach has better noise
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estimation performance than the reference method. Additionally, the results also show
that Y-CNN’s performance can be improved by the proposed loss function. Table. D.3
shows that the STOI score is competitive between the proposed and the reference algo-
rithms. We think that the STOI score of the proposed method can be further improved
by improving PVAE’s disentangling performance [30]. Overall, PVAE-M achieves the
best SE performance across the three evaluation criteria. Here, we only use a basic neu-
ral network to verify our algorithm. Its performance can be further improved by using
more advanced neural networks and other speech features [2, 9, 10].

5 Conclusion

In this paper, a supervised Bayesian permutation training DRL method is proposed to
disentangle latent speech and noise variables from the observed signal for SE. The pro-
posed method is based on VAE and Bayesian theory. The experimental results show that
our method cannot only successfully disentangle different latent variables but also ob-
tain higher SI-SDR and PESQ scores than the state-of-the-art reference method. More-
over, the results also illustrate that the SE performance of the reference method can
be improved by introducing the proposed DRL algorithm. In future work, some other
strategies can be considered to further improve the disentangling performance of la-
tent variables. In addition, the proposed method can also be applied in other speech
generative tasks, e.g., voice conversion and ASR.
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1. Introduction

Abstract

In previous work, we proposed a variational autoencoder-based (VAE) Bayesian permuta-
tion training speech enhancement (SE) method (PVAE) which indicated that the SE perfor-
mance of the traditional deep neural network-based (DNN) method could be improved by
deep representation learning (DRL). Based on our previous work, we in this paper propose
to use β-VAE to further improve PVAE’s ability of representation learning. More specifically,
our β-VAE can improve PVAE’s capacity of disentangling different latent variables from the
observed signal without the trade-off problem between disentanglement and signal recon-
struction. This trade-off problem widely exists in previous β-VAE algorithms. Unlike the
previous β-VAE algorithms, the proposed β-VAE strategy can also be used to optimize the
DNN’s structure. This means that the proposed method can not only improve PVAE’s SE
performance but also reduce the number of PVAE training parameters. The experimental
results show that the proposed method can acquire better speech and noise latent represen-
tation than PVAE. Meanwhile, it also obtains a higher scale-invariant signal-to-distortion
ratio, speech quality, and speech intelligibility.

1 Introduction

The aim of speech enhancement (SE) is to remove background noise from the observed
speech signal. In general, SE is mainly used to reduce the word error rate of the au-
tomatic speech recognition system [1] or improve speech quality and intelligibility for
human listening [2]. Recently, with the wide application of online meeting systems,
SE is required to reduce the WER for accurate live caption when providing high-quality
speech audio under various complex noise conditions [3]. Thus, SE research is becom-
ing more and more challenging.

During the past decades, many single-channel SE algorithms have been devel-
oped, including signal subspace methods [4], non-negative matrix factorization meth-
ods [5, 6], and codebook-based methods [7]. In recent years, deep neural networks
(DNN) have shown great potential for SE [2, 8–14] because DNNs can use a non-linear
process to model complex high-dimensional signals, which is more reasonable in practi-
cal applications [15]. Thus, DNN-based methods usually have a better SE performance
than these previous linear models [4–7].

However, most of the regression-based SE algorithms [2, 8–10] do not consider
applying DNNs to obtain better speech representations when conducting SE. Instead,
they usually use DNNs to directly predict pre-defined targets for SE [2]. Although this
approach can avoid inaccurate assumptions [8], it cannot ensure that these methods
always work in environments with complex noise [2]. In general, deep representation
learning (DRL) is important for DNN because DRL can obtain good signal represen-
tations in an unsupervised way and can, potentially, improve DNN’s ability to extract
useful information in complex environments [15, 16]. Additionally, a better signal rep-
resentation usually leads to better predictions for DNNs [15]. Thus, DRL has a huge
potential for DNN-based SE algorithms and makes them more robust. Moreover, the
lack of a good DRL strategy may cause poor generalization of DNN-based SE algo-
rithms [2, 15]. A good DRL algorithm can also disentangle various latent representa-
tions [15] of speech signals (e.g., speaker and phoneme information), which can also
help DNNs achieve a better SE performance.
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Recently, to improve traditional DNN’s generalization ability, DRL-based SE algo-
rithms are proposed [17–22]. The basic idea of these methods is that they use a varia-
tional autoencoder (VAE) [23] to learn speech representations when modeling speech,
and apply a non-negative matrix factorization (NMF) to model noise. VAE is a DRL
model and can perform efficient approximate posterior inference. Additionally, VAE
can also learn the probability distribution of complex data. Thus, VAE is suitable for
various speech generative tasks [23–25]. These VAE-based algorithms can effectively
improve DNN’s generalization ability, but they have difficulty obtaining good speech
representations from the observed signal because they cannot disentangle speech rep-
resentations from other latent representations [15, 17–22]. This causes the need to use
a linear NMF to model noise, so their noise modeling ability is limited compared with
these non-linear DNN-based methods [23]. And their SE performance is not always
satisfactory in a complex noisy environment [18].

To obtain a better speech representation from the observed signal, a novel VAE-
based SE method (named PVAE) is proposed [26]. This method applies an unsupervised
method to learn signal representations and derives a novel VAE lower bound, which
ensures that VAE can disentangle different latent variables from the observed signal.
Compared to the previous VAE-based SE algorithms, PVAE can use non-linear DNNs to
model noise, which improves the noise modeling ability. Additionally, this method can
adopt various DNN structures [2], so the DNN-based SE algorithms [2] can be directly
optimized by PVAE. This is not achieved by VAE-NMF-based algorithms [17–22]. The
experimental results [26] indicate that the SE performance of the traditional DNN-based
methods can be improved by introducing this PVAE-based DRL algorithm.

Inspired by previous works, in this paper we propose a novel β-VAE strategy to
improve PVAE’s representation learning and disentangling performance [15] with fewer
DNN parameters. β-VAE [27, 28] is originally designed to push VAE to learn a more
efficient latent representation of the data, which is disentangled if the data contains
at least some underlying factors of variation [27]. However, in general, β-VAE has
a trade-off problem [28]. A better disentanglement within the latent representations
usually causes worse signal reconstruction. In this work, based on the VAE’s application
in SE [26], we propose a strategy to address this trade-off problem to obtain better
speech and noise representation. As a result, our β-VAE can improve disentangling and
representation performance without signal reconstruction loss. Moreover, the proposed
β-VAE can also optimize the neural network structure of the original PVAE. This means
that the proposed β-VAE (named β-PVAE) can possibly achieve a better SE performance
with fewer training parameters compared to PVAE.

2 Related Work

Signal Model: in an additive noisy environment, using the short-time Fourier trans-
form, the observed signal yf,n ∈ C, speech signal xf,n ∈ C, and noise df,n ∈ C can be
written as

yf,n = xf,n + df,n, (E.1)

where frequency bin f ∈ [1, F ] and time frame index n ∈ [1, N ]. N and F denote
the number of time frames and frequency bins, respectively. Their log-power spectrum
(LPS) vector [8] at each frame can be represented as y, x, and d, respectively, where
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(a) Generative model (b) Recognition model

Fig. E.1: Graphical illustration of the proposed signal model.

we omit the frequency and time frame index for simplicity. In [26], we assume that y
is generated from a random process involving the speech latent variables zx ∈ RL and
the noise latent variables zd ∈ RL. L is the dimension of latent variables. The latent
variables zx and zd are independent. Similarly, x and d are independently generated by
zx and zd, respectively. Fig. E.1(a) shows the generative process. In [26], it is assumed
that zx and zd can be estimated from speech and noise posterior distributions p(zx|x)
and p(zd|d), respectively, and that they can also be estimated from the noisy speech
posterior distributions p(zx|y) and p(zd|y). To disentangle latent variables, we assume
that p(zx, zd|y) = p(zx|y)p(zd|y). Although this assumption is not always accurate
in practical environments, it simplifies derivations, and helps us obtain a better signal
model. Additionally, its effect towards signal estimation is not significant [26] (related
analysis will be also given in Section 4). Fig. E.1(b) shows the recognition process.

VAE and β-VAE: the original VAE [23] defines a probabilistic generative process
between the observed signal and its latent variables, and provides a principled method
to jointly learn latent variables, generative and recognition models. The generative and
recognition models are jointly trained by maximizing the evidence lower bound [23]

Ey∼p(y)[log q(y)] ≥ −Ln,

Ln = Ey∼p(y) [DKL (p(zy|y))||q(zy))]
− Ey∼p(y)

[
Ezy∼p(zy|y) [log q(y|zy)]

]
,

(E.2)

where DKL(||) denotes the Kullback-Leibler (KL) divergence. zy ∈ RL is the noisy
latent variable. Maximizing this lower bound is equivalent to minimizing Ln.

β-VAE [27] is a modification of the original VAE framework, which introduces an
adjustable hyperparameter β in the KL divergence term:

Ln = βEy∼p(y) [DKL (p(zy|y))||q(zy))]
− Ey∼p(y)

[
Ezy∼p(zy|y) [log q(y|zy)]

]
.

(E.3)

In general, β > 1 results in more disentangled latent representations [27]. Higher
values of β can encourage learning a more disentangled representation. However, β-
VAE usually has a trade-off problem between the latent representation disentanglement
and signal reconstruction.

Bayesian permutation training VAE (PVAE) for SE: Although the VAE-based algo-
rithms [23, 27] can learn signal representations and disentangle latent representations
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in a self-supervised way, their performance is limited when disentangling desired latent
representations for SE application. Therefore, a Bayesian permutation training VAE
(PVAE) [26] is proposed for SE. PVAE is a semi-supervised DRL method, which intro-
duces multiple latent variables in VAE and disentangles them in a semi-supervised way.
Fig. E.2 shows the PVAE framework. It can be seen that PVAE includes three VAE struc-
tures: clean speech VAE (C-VAE), noise VAE (N-VAE), and noisy VAE (NS-VAE). C-VAE
and N-VAE are trained without supervision to obtain speech and noise latent represen-
tations and their posterior estimates p(zx|x), p(zd|d), respectively. This is achieved by
minimizing the following VAE loss function:

Lc(θx, φx;x) = Ex∼p(x){DKL (p(zx|x)||q(zx))
− Ezx∼p(zx|x)[log q(x|zx)]},

(E.4)

Ld(θd, φd;d) = Ed∼p(d){DKL (p(zd|d)||q(zd))
− Ezd∼p(zd|d)[log q(d|zd)]},

(E.5)

where θx, φx, θd, φd are the DNN parameters for the related probability estima-
tion [26]. Additionally, NS-VAE is trained under the supervision of C-VAE and N-VAE’s
encoders. Based on the derivation in [26], the NS-VAE’s training loss function can be
written as

Lp(θy, φy;y)

= Ey∼p(y),x∼p(x){DKL (p(zx|y)||p(zx|x))

+ Ezx∼p(zx|y)[log
p(zx|x)
q(zx)

]}

+ Ey∼p(y),d∼p(d){DKL (p(zd|y)||p(zd|d))

+ Ezd∼p(zd|y)[log
p(zd|d)
q(zd)

]}

− Ey∼p(y)

[
Ezd,zx∼p(zd,zx|y) [log q(y|zx, zd)]

]
,

(E.6)

where θy, φy are the NS-VAE’s network parameters.
In the online SE stage, we assume that the zx, zd sampled from p(zx|x) and p(zd|d)

are approximately equal to the sample zx, zd sampled from p(zx|y), p(zd|y), respec-
tively. So, we separately use the NS-VAE encoder’s two outputs as input of C-VAE and
N-VAE to estimate related signals for SE.

3 β-VAE-based Speech Enhancement

Inspired by β-VAE, we propose a novel β-VAE strategy (named β-PVAE) to further im-
prove PVAE’s SE performance. More specifically, β-VAE is used to improve PVAE’s repre-
sentation learning ability that can better disentangle speech and noise latent variables
from the observed signal, which can help PVAE obtain better SE performance. In PVAE,
all the PVAE’s decoders are trained in an unsupervised way [26]. The accuracy of the
restored signal depends on the quality of latent representations. This means that the SE
performance in PVAE is determined by the quality of speech and noise latent variables.

In [26], we derived a novel evidence lower bound (ELBO) (Ey∼p(y)[log q(y)] ≥
−Lp). Additionally, β-VAE [27] applies an adjustable hyperparameter β in original
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C-VAE-encoder

C-VAE-decoder

NS-VAE-encoder

NS-VAE-decoder

N-VAE-encoder

N-VAE-decoder

Fig. E.2: Model illustration for PVAE and β-PVAE.

VAE’s [23] KL divergence term. Following β-VAE’s property and PVAE’s derivation [26],
we apply this hyperparameter in the derived ELBO [26], the (E.6) can be written as

Lp(θy, φy;y)

= βEy∼p(y),x∼p(x){DKL (p(zx|y)||p(zx|x))

+ Ezx∼p(zx|y)[log
p(zx|x)
q(zx)

]}

+ βEy∼p(y),d∼p(d){DKL (p(zd|y)||p(zd|d))

+ Ezd∼p(zd|y)[log
p(zd|d)
q(zd)

]}

− αEy∼p(y)

[
Ezd,zx∼p(zd,zx|y) [log q(y|zx, zd)]

]
.

(E.7)

In (E.7), we introduce a hyperparameter α in the restoration term. The purpose is to
better analyze β-VAE [27] in PVAE. Note, α will not generate any effects for the original
β-VAE’s property because what is important in (E.7) is the weight ratio β : α. This
weight ratio can also be written as: γ = β : α = (β/α) : 1, which is equal to the
original β-VAE’s loss function in (E.3). β-VAE [27] indicates that a higher value of β
encourages VAE learning a more disentangled representation. Thus, we hypothesize
that a higher value of β : α in (E.7) can cause a better disentangling performance for
speech and noise latent variables. This point will be verified by later experiments.

β-VAE usually has a trade-off problem between the disentanglement and signal re-
construction [27], which means that a good disentangled representation usually leads
to poor signal reconstruction performance. In NS-VAE (as shown in Fig. E.2), this trade-
off is between the quality of observed signal reconstruction and the disentanglement of
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speech and noise latent variables. In SE application, we only need NS-VAE’s disentan-
glement function, observed signal reconstruction is not useful (dashed part in Fig. E.2).
This means that we should set a very high weight ratio γ to obtain a better disentangle-
ment performance [27]. Ideally, γ → +∞. One strategy to achieve this purpose is to
set α = 0, so the loss function (E.7) can be rewritten as

Lβ(θy;y) = βEy∼p(y),x∼p(x){DKL (p(zx|y)||p(zx|x))

+ Ezx∼p(zx|y)[log
p(zx|x)
q(zx)

]}

+ βEy∼p(y),d∼p(d){DKL (p(zd|y)||p(zd|d))

+ Ezd∼p(zd|y)[log
p(zd|d)
q(zd)

]}.

(E.8)

In (E.8), it can be found that there is no reconstruction term. This means that we do
not need to train the NS-VAE’s decoder, which reduces the PVAE’s training parameters.
The dashed part in Fig. E.2 is removed in the proposed β-PVAE framework. Comparing
the PVAE and proposed β-PVAE, we can find that the β-VAE can be used to optimize
the PVAE’s network structure and β-PVAE also addresses the β-VAE’s trade-off problem
for SE application. All in all, the combination of β-VAE and PVAE can not only improve
PVAE’s disentanglement performance, but also simplify its framework.

To summarize, the proposed β-PVAE includes a training and an enhancement stage
for the SE application, which is similar to PVAE [26]. In the training stage, C-VAE and N-
VAE are separately pre-trained by self-supervision using (E.4) and (E.5). After that, we
apply (E.8) to train NS-VAE. In the enhancement stage, we can separately use the NS-
VAE encoder’s two outputs as input of C-VAE and N-VAE to obtain the prior distributions
q(x|zx) and q(d|zd) for SE. Moreover, to calculate (E.8), related prior and posterior
distributions need to be determined. Here, all the estimations of these distributions are
the same as PVAE. More details can be found in [26].

4 Experiments

In this section, we report two experiments. First, we will investigate the disentangle-
ment ability of the latent variables in the proposed algorithm. In addition, β-PVAE’s SE
performance will be indicated.

Datasets: In this work, we use the DNS challenge 2021 corpus [29] to evaluate the
performance of the proposed algorithm. We select English speakers and randomly split
70% of speakers for training, 20% for validation, and 10% for evaluation. Then, all the
noise from the DNS noise corpus are randomly divided into training, validation, and test
noise in a proportion similar to that used for speech utterances. Next, the corresponding
training, validation, and test corpus for speech and noise are randomly mixed using
DNS script [29] with random signal-to-noise ratio (SNR) levels (SNR range is from –
10dB to 15dB). Other parameters of signal mixing are the default values in the DNS
script [29]. Finally, we randomly choose 20 hours mixed training utterances, 5 hours
mixed validation utterances, and 1 hour mixed test utterances to build experimental
dataset. All signals are down-sampled to 16 kHz.

Experimental settings: In the experiments, the neural structures for C-VAE and N-
VAE are the same. Their encoders include four hidden 1D convolutional layers [11]. The
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Table E.1: Average STOI, PESQ, and SI-SDR comparison for β-PVAE under different γ with a 95%
confidence interval (β-PVAE is equal to PVAE when γ = 1)

Method STOI PESQ SI-SDR

Noisy 88.94(±1.77) 2.29(±0.02) 8.36(±1.13)

Oracle 98.12(±0.35) 4.19(±0.00) 19.84(±0.92)

PVAE (γ = 1) 89.33(±1.72) 2.59(±0.03) 10.31(±1.03)

γ = 2 89.81(±1.67) 2.69(±0.02) 11.84(±0.97)

γ = 5 89.76(±1.64) 2.70(±0.02) 12.23(±0.93)

γ = 10 89.94(±1.70) 2.71(±0.02) 12.31(±0.94)

γ = 100 89.98(±1.70) 2.72(±0.02) 12.45(±0.94)

γ = 1000 90.02(±1.71) 2.74(±0.01) 12.55(±0.94)

γ = +∞ 90.05(±1.71) 2.75(±0.01) 13.20(±0.95)

number of channels in each layer is 32, 64, 128, and 256. The size of each convolving
kernel is 3. The two output layers of the encoders are fully connected layers with
128 nodes. Their decoders consist of four hidden 1D convolutional layers (the channel
number of each layer is 256, 128, 64, and 32 with 3 kernel) and two fully connected
output layers with 257 nodes. For NS-VAE, its encoder’s hidden layer setting is the same
as C-VAE. NS-VAE’s encoder has four output layers with 128 nodes. For C-VAE, N-VAE,
and NS-VAE, their activation functions in the hidden and output layer are ReLU and
linear activation function, respectively. All networks are trained by the Adam algorithm
with a 128 mini-batch size.

Experimental results: To evaluate the SE performance of various algorithms, we
will use scale-invariant signal-to-distortion ratio (SI-SDR) in decibel (dB) [30], short-
time objective intelligibility (STOI) [31], and perceptual evaluation of speech quality
(PESQ) [32] as evaluation metrics.

First, we will investigate β-PVAE’s performance in disentangling speech and noise
latent variables. Based on our previous derivation and analysis [26], β-PVAE’s SE per-
formance is determined by disentanglement performance. Table. E.1 ’Oracle’ shows the
SE performance with a 95% confidence interval if latent variables are completely dis-
entangled. Here, the signals are reconstructed by mask estimation [9]. The complete
disentanglement means that they have the same posterior forms: p(zx|x) = p(zx|y)
and p(zd|d) = p(zd|y). This is because p(zx|x) and p(zd|d) are learned in an unsuper-
vised way with speech or noise only, which ensures that their latent representation only
contains speech or noise representation. ’Oracle’ results indicate that β-PVAE achieves
a very satisfactory SE performance in SI-SDR, STOI, and PESQ, which shows the im-
portance of disentangling latent variable for achieving excellent SE performance. The
NS-VAE’s purpose is to disentangle different representations from the observed signal
and obtain the closest possible speech and noise posterior. Next, we use KL diver-
gence to evaluate the practical disentanglement performance in latent space. A bet-
ter disentanglement can lead to a lower KL divergence (DKL (p(zd|y)||p(zd|d)) and
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Fig. E.3: Average KL divergence comparison of the posterior distribution for different ratio γ.

DKL (p(zx|y)||p(zx|x))). Fig. E.3 shows the average KL divergence comparison of val-
idation samples for using different ratios γ = β : α in loss function (E.7) to train
NS-VAE. In (E.7), we keep α = 1 and change different β to determine ratio γ, and
γ = +∞ means that α = 0, β = 1, which is equal to (E.8). In Fig. E.3, we see that the
KL divergence decreases with the increase of γ for both speech and noise latent vari-
ables, which means that the disentangled posteriors get closer to the true posteriors and
the NS-VAE achieves a better disentanglement performance. When NS-VAE’s decoder is
removed (γ = +∞, α = 0, β = 1), NS-VAE can acquire the best posterior estimation.
This verifies our hypothesis and deduction in Section 3. Additionally, although we have
an inaccurate posterior conditional assumption p(zx, zd|y) = p(zx|y)p(zd|y), Fig. E.3
shows that NS-VAE can still estimate a satisfactory posterior with a low KL divergence.
However, this inaccurate assumption may hinder NS-VAE from obtaining a lower KL
divergence when γ = +∞.

Next, we will evaluate the SE performance of the proposed β-PVAE. We use basic
PVAE [26] as the reference method, which can be more direct to find the effects of
β-VAE for the previous PVAE. The enhanced speech is obtained by mask estimation
[9]. Table. E.1 shows the experimental results. We find that β-PVAE achieves a very
significant STOI, PESQ, and SI-SDR improvement over PVAE (from β = 1 to β = 2 ).
This indicates that good disentanglement performance in latent space can directly lead
to an improvement in speech quality and intelligibility. In addition, β-PVAE achieves
the best SE performance when β = +∞. This illustrates that the proposed β-PVAE can
effectively improve PVAE’s SE performance with a simpler network structure.
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5 Conclusions

In this paper, a β-PVAE-based SE method is proposed to improve previous PVAE’s SE per-
formance. More specifically, β-PVAE can improve PVAE’s ability to disentangle speech
and noise latent variables from the observed signal. In addition, based on VAE’s ap-
plication in SE, the proposed β-PVAE addresses the trade-off problem between disen-
tanglement and signal reconstruction, which widely exists in β-VAE. Compared with
the previous PVAE algorithm, β-PVAE also simplifies its neural network and reduces
the number of training parameters when improving the SE performance. Experimen-
tal results indicate that a good signal representation can achieve a very satisfactory
SE performance. Moreover, β-PVAE obtains a better disentanglement performance and
achieves higher SI-SDR, PESQ, and STOI scores than PVAE. In future work, we believe
that β-PVAE can achieve better SE performance by improving the latent space disentan-
glement performance or the decoder’s signal reconstruction ability.
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1. Introduction

Abstract

This paper focuses on leveraging deep representation learning (DRL) for speech enhance-
ment (SE). In general, the performance of the deep neural network (DNN) is heavily depen-
dent on the learning of data representation. However, the DRL’s importance is often ignored
in many DNN-based SE algorithms. To obtain a higher quality enhanced speech, we pro-
pose a two-stage DRL-based SE method through adversarial training. In the first stage, we
disentangle different latent variables because disentangled representations can help DNN
generate a better enhanced speech. Specifically, we use the β-variational autoencoder (VAE)
algorithm to obtain the speech and noise posterior estimations and related representations
from the observed signal. However, since the posteriors and representations are intractable
and we can only apply a conditional assumption to estimate them, it is difficult to ensure
that these estimations are always pretty accurate, which may potentially degrade the fi-
nal accuracy of the signal estimation. To further improve the quality of enhanced speech,
in the second stage, we introduce adversarial training to reduce the effect of the inaccu-
rate posterior towards signal reconstruction and improve the signal estimation accuracy,
making our algorithm more robust for the potentially inaccurate posterior estimations. As
a result, better SE performance can be achieved. The experimental results indicate that
the proposed strategy can help similar DNN-based SE algorithms achieve higher short-time
objective intelligibility (STOI), perceptual evaluation of speech quality (PESQ), and scale-
invariant signal-to-distortion ratio (SI-SDR) scores. Moreover, the proposed algorithm can
also outperform recent competitive SE algorithms.

1 Introduction

In real-world environments, speech signals are usually degraded by various environ-
mental noise. To counter these degradations, speech enhancement (SE) techniques
have been developed during the past decades [1]. The main purpose of SE is to remove
background noise from an observed signal and improve speech quality and intelligibil-
ity in a noisy environment. SE has been widely applied in speech coding, teleconfer-
encing, hearing aids, mobile communication, and robust automatic speech recognition
(ASR) [2]. Due to the recent COVID-19 pandemic, there has been an increasing need
for online meeting systems [3], where SE can help the system to reduce the word error
rate (WER) for accurate live captioning when transmitting high-quality speech audio
in various complex-noise conditions [4, 5]. Therefore, SE is an increasingly prominent
research topic.

There is a considerable amount of literature published on SE algorithms. Classic SE
methods include signal subspace methods [6–8], codebook-based methods [9–11], and
non-negative matrix factorization (NMF) methods [11–14]. Most of these methods per-
form SE by applying short-time Fourier transform (STFT) to analyze the time–frequency
(T–F) representation of the observed signal or directly using waveform. Recently, with
the development of deep neural network (DNN) techniques, DNNs have shown a great
potential for SE [15–23]. Unlike classic algorithms [7, 10–14], DNNs can learn the
disentangled representations of the data [24], and can use the learned representations
to generate related data. Thus, we hypothesize that one of the reason of why DNN
can perform SE is that DNN can extract useful speech representation [25] from the
observed signal and generate corresponding speech data. DNNs’ advantage for SE is
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that DNN can extract underlying information (e.g., phoneme or emotional information)
from high dimension features [26–29]. Moreover, DNN can also represent the different
underlying information by different vector forms, and can disentangle different infor-
mation. As a result, DNNs can effectively analyze more signal representations and
achieve a better SE performance. Additionally, one of the DNNs’ principle is that DNNs
are based on data representation learning [24, 30, 31], so it can avoid the speech-phase
estimation problem (only DNN’s input contains the all signal information) [32–34] in
traditional T–F processes (STFT analysis). More specifically, recent research [34] has
indicated that DNN can directly leverage the speech waveform to achieve excellent SE
performance [35]. Furthermore, compared to T–F representations, DNNs can easily
combine different information to perform the signal analysis (find underlying relation-
ships of different signals), so the audio–visual-based SE has also been developed in
recent years [36, 37].

Currently, although DNNs have significantly promoted the development of SE tech-
niques [17], there are still some problems in DNN-based SE algorithms. The DNNs’
potential for SE is not completely explored. For example, most of the present DNN-
based SE methods [15–17, 19–23, 38] focus on the learning of the training target and
apply DNNs only to predict pre-defined targets (e.g., various masks [16], speech spec-
trum [38], and speech present probability [39]). However, these algorithms ignore the
importance of reliable representations for DNN-based methods [30] and do not con-
sider using DNN to obtain better signal representations. Although direct prediction of
pre-defined targets can prevent inaccurate signal assumptions [38], the lack of a good
representation learning strategy means that these algorithms do not achieve constant
satisfactory SE performance in complex noisy environments [17]. On the contrary, an
efficient deep representation learning (DRL) method may not only improve DNNs’ abil-
ity to extract useful information in complex environments [29, 30] but can also lead to a
better prediction ability of the DNN [30]. Moreover, a good representation can place less
demand on the learning machine in order to perform a task successfully [17]. There-
fore, DRL has potential to help DNN-based SE algorithms improve their robustness and
generalization ability [25, 30]. Furthermore, DRL can disentangle different latent rep-
resentations of the speech signal (e.g., content and acoustic representation) [26–28], so
more related information (e.g., phonetic information of a speech signal) can be included
to analyze the speech signal when performing SE, which has a significant potential to
improve the quality and intelligibility of the enhanced speech.

Due to the importance of DRL for DNN [30, 31], DRL-based SE algorithms have
been investigated in recent research works [37, 40–44]. These methods mainly use a
variational autoencoder (VAE) [45] to learn speech representations and improve the
generalization ability of the algorithms. VAE is a DRL model that can make efficient ap-
proximate posterior inferences and learn the probability distribution of complex data.
Therefore, VAE can help DNN extract useful information from the signals [45]. Cur-
rently, VAE has been widely applied in various tasks related to representation learn-
ing [46, 47]. Although such VAE-based SE algorithms effectively improve DNN’s gen-
eralization ability, they only consider the speech representation of the observed signal
and do not attempt to disentangle the speech representation with latent noise repre-
sentations. Instead, they use NMF to model the noise signal [37, 40–44]. This directly
results in inaccurate obtained speech representations and possibly unsatisfactory SE
performance [41].

To obtain a more accurate speech representation, a novel VAE-based SE method
[48], named Bayesian permutation training variational autoencoder (PVAE), was pro-
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posed in our preliminary research. This method leverages a conditional posterior as-
sumption to derive a novel evidence lower bound (ELBO) that enables the VAE to
disentangle different signal representations in a very effective way. In addition, the
derived ELBO also leads to a novel VAE model for SE. Compared to previous VAE-based
SE models [37, 40–44], this model first extracts a more accurate speech representation
from the observed signal, because different latent representations are disentangled [48]
and these representations are expressed in a low-dimension space; the extracted rep-
resentations are then used as the input of different decoders for SE. PVAE [48] can be
directly adopted by many current SE DNN structures [17] and also directly used to op-
timize DNN-based SE algorithms [17]. Conducted experiments [48] indicate that this
DRL strategy can help the traditional DNN-based SE method [49] achieve a better SE
performance.

To further help PVAE to achieve better SE performance, we propose to leverage
β-VAE [50, 51] to improve PVAE’s representation learning ability. More specifically,
the proposed β-PVAE [52] algorithm improves PVAE’s capacity to disentangle different
latent variables from the observed signal, which means that β-PVAE can obtain a better
signal representation for SE. Moreover, β-PVAE optimizes the PVAE’s network structure
by setting β to infinity, which ensures that β-PVAE can not only improve PVAE’s SE
performance but also reduce the number of PVAE training parameters.

Both the speech and noise signal representations obtained by PVAE and β-PVAE are
based on speech and noise posterior estimations [48]. An experimental analysis in [52]
indicated that an accurate posterior estimation is crucial for β-PVAE because β-PVAE’s
decoders rely heavily on the accurate representation as input to reconstruct signals.
Therefore, an accurate posterior estimation can lead to high SE performance [52]. On
the other hand, an inaccurate posterior estimate can undermine the decoder’s SE per-
formance. However, obtaining pretty accurate posterior estimations is difficult since
posteriors are intractable. In addition, another possible reason for the potential inaccu-
rate posterior estimation is that the posterior estimations in [48] rely on a conditional
assumption [52]. Although this conditional assumption results in a good signal model
and ensures that various signal representations can be disentangled, it is difficult to
validate that this assumption is consistently correct in a complex noisy environment. As
a result, it potentially leads to β-PVAE to have inaccurate speech signal estimate and its
SE performance is limited.

To mitigate the effect of inaccurate posterior estimations for the signal estimation
and improve the SE performance of our preliminary work [52], we extend our DRL-
based SE framework [48, 52] and propose in this paper a two-stage DRL-based SE
method consisting of a representation learning stage [30] and an adversarial training
stage [53]. In the first representation learning stage, we leverage the β-PVAE [52] to
disentangle different signal representations from the observed signal to obtain speech
and noise representations from the observed signal. To further obtain a better SE per-
formance, in the second adversarial training stage, we propose to leverage generative
adversarial networks (GANs) to improve the decoders’ robustness for any possible in-
accurate posterior estimation. Because we cannot ensure that the obtained posterior
estimations are always accurate using β-PVAE, we instead attempt to make the de-
coders more robust. GAN is a probability generative model which can perform exact
sampling from the desired distribution given random variables as input, using different
f -divergence as training metrics [53, 54]. Unlike the β-PVAE’s decoder, this model can
generate a desired sample without having precise knowledge of the distribution of the
input sample. Moreover, adversarial training can usually improve VAE decoder’s signal
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(a) Generative model (b) Recognition model

Fig. F.1: Graphic illustration of the proposed signal model.

reconstruction ability and help the VAE obtain higher quality signals [46, 47, 55–57].
Therefore, we introduce adversarial training to improve β-PVAE decoders’ generative
ability.

Recently, a combination of VAE and GAN (VAE–GAN) [55–57] has been widely ap-
plied in various speech synthesis tasks [46, 47]. VAE–GAN can achieve better perfor-
mance than independent GAN or VAE-based methods [55], which usually use VAE to
obtain a reliable signal representation and then involve the GAN to generate a high-
quality signal. However, unlike our VAE–GAN-based SE algorithm, most of the current
VAE–GAN-based methods [46, 47, 55] do not disentangle various representations in the
VAE training stage. To the best of our knowledge, this is the first attempt to investigate
VAE–GAN’s application in the SE field. Furthermore, compared to the current state-of-
the-art (SOTA) GAN-based SE methods [58, 59], VAE–GAN can obtain a disentangled
signal representation as the GAN’s input. A discriminative input can place less demand
on the learning machine in order to perform a task successfully [17], which means
that our VAE-GAN can help current GAN-based SE algorithms generate a higher quality
speech signal.

This paper is organized as follows. First, in Section II, we will briefly review related
VAE and GAN works. Then, we will proceed to illustrate the proposed two-stage VAE–
GAN-based SE method in Section III and the experimental preparation, comparison,
and analysis in Section IV. Finally, we draw conclusions in Section V.

2 Fundamentals

2.1 Signal Model

In this work, we assume that the noisy speech is additive, so the signal model can be
written as follows:

y(t) = x(t) + d(t), (F.1)

where y(t), x(t), and d(t) represent the observed, speech, and noise signal, respectively,
and t is the time index. Using the STFT, the observed signal yf,n ∈ C, speech signal
xf,n ∈ C, and noise df,n ∈ C can be represented as

yf,n = xf,n + df,n, (F.2)
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where time frame index n ∈ [1, N ], and the frequency bin f ∈ [1, F ]. N and F are the
number of time frames and frequency bins, respectively.

We use the log-power spectrum (LPS) as the DNN’s input feature since LPS
is thought to offer perceptually relevant parameters for DNN-based SE algorithms
[15, 17, 60, 61]. At present, LPS, as the input feature, has been widely applied in
the DNN-based SE algorithms [15, 17, 60, 61]. The LPS vector [15] at each frame
is written as y, x, and d, respectively (we omit the frequency and time frame index
for simplicity). Moreover, in the following derivations of our algorithm, the additive
assumption in models (F.1) and (F.2) are not used. The purpose of (F.1) and (F.2) is
used to generate noisy signal. Furthermore, (F.1) is a simple noisy signal model, so it
is convenient to verify the correctness of our methods. Our framework has potential to
analyze more challenging noisy signal models.

We assume that y can be generated from a random process involving the speech
latent variables zx ∈ RL and the noise latent variables zd ∈ RL (L is the dimension of
latent variables). The latent variables zx and zd are independent representations of the
speech and noise signal, respectively. The combination of zx and zd is the representation
of the observed signal [30, 45]. The x and d can be independently generated by zx
and zd, respectively: the generative process is shown in Fig. F.1(a). To obtain the
latent variables zx and zd, we assume that zx and zd can be estimated from the speech
and noise posterior distributions p(zx|x) and p(zd|d), respectively, or from the noisy
speech posterior distributions p(zx|y) and p(zd|y) [48], based on the VAE’s property
[45]. Fig. F.1(b) shows the recognition process [45]. To perform SE, it is necessary
to disentangle the different latent variables from the observed signal. To simplify the
disentanglement, we assume that p(zx, zd|y) = p(zx|y)p(zd|y) in [48].

2.2 VAE and β-VAE

The original VAE is a probabilistic generative model [45] which defines a probabilistic
generative process between the observed signal and its latent variables and provides
a principled method to jointly learn latent variables and generative and recognition
models. Generative and recognition models are jointly trained by maximizing the ELBO
or minimizing the Kullback–Leibler (KL) divergence between their real joint distribution
and the corresponding estimation [45] using the stochastic gradient descent (SGD) or
Adagrad [62] algorithm. Maximized, the ELBO can be written as follows:

Ey∼p(y)[log q(y)] ≥ −Ln,

Ln = Ey∼p(y) [DKL (p(zy|y))||q(zy))]
− Ey∼p(y)

[
Ezy∼p(zy|y) [log q(y|zy)]

]
,

(F.3)

where DKL(||) denotes the KL divergence; zy ∈ RL is the noisy latent variable. Maxi-
mizing this lower bound is equivalent to minimizing Ln.

Furthermore, β-VAE [50, 51] is a modification of the original VAE framework, which
introduces an adjustable hyperparameter β in the KL divergence term:

Lβ = βEy∼p(y) [DKL (p(zy|y))||q(zy))]
− Ey∼p(y)

[
Ezy∼p(zy|y) [log q(y|zy)]

]
.

(F.4)

β-VAE aims to help the original VAE [45] to obtain a better signal representation. In
general, β > 1 results in more disentangled latent representations [50]. A higher value
of β can encourage learning a more disentangled representation.
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(b)     -PVAE model

Fig. F.2: Model illustration of PVAE and β-PVAE.
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2.3 PVAE

Our preliminary work proposed a PVAE-based SE algorithm [48] and indicated that
PVAE can help the current DNN-based SE method [49] obtain better signal represen-
tations (because different latent representations are disentangled [48] and these rep-
resentations are expressed in a low-dimension space [30]) and achieve better SE per-
formance. PVAE is a semi-supervised DRL-based SE method which introduces multiple
latent variables in VAE and disentangles them in a semi-supervised way for SE applica-
tion. Fig. F.2(a) shows the PVAE framework. We can see that PVAE includes three VAE
structures: clean speech VAE (C-VAE), noise VAE (N-VAE), and noisy VAE (NS-VAE).
C-VAE and N-VAE are trained without supervision to obtain speech and noise latent
representations and their posterior estimates p(zx|x), and p(zd|d), respectively. This is
achieved by minimizing the following VAE loss function [45]:

Lc(θx, φx;x) = Ex∼p(x){DKL (p(zx|x)||q(zx))
− Ezx∼p(zx|x)[log q(x|zx)]},

(F.5)

Ld(θd, φd;d) = Ed∼p(d){DKL (p(zd|d)||q(zd))
− Ezd∼p(zd|d)[log q(d|zd)]},

(F.6)

where θx, φx, θd, φd are the DNN parameters for the related probability estimation [48]:
θx and φx are the C-VAE’s encoder and decoder parameters, respectively; θd and φd are
the N-VAE’s encoder and decoder parameters, respectively. NS-VAE is trained under
the supervision of C-VAE and N-VAE’s encoders and is meant to disentangle speech
and noise latent variables from the observed signal for SE application. Based on the
derivation in [48], the NS-VAE’s training loss function is expressed as follows:

Lp(θy, φy;y)

= Ey∼p(y),x∼p(x){DKL (p(zx|y)||p(zx|x))

+ Ezx∼p(zx|y)[log
p(zx|x)
q(zx)

]}

+ Ey∼p(y),d∼p(d){DKL (p(zd|y)||p(zd|d))

+ Ezd∼p(zd|y)[log
p(zd|d)
q(zd)

]}

− Ey∼p(y)

[
Ezd,zx∼p(zd,zx|y) [log q(y|zx, zd)]

]
,

(F.7)

where θy and φy are the NS-VAE’s encoder and decoder parameters, respectively.
There are two stages for the PVAE-based SE algorithm. In the training stage, C-

VAE and N-VAE are separately pre-trained by self-supervision using (F.5) and (F.6).
After that, the C-VAE and N-VAE are frozen, and NS-VAE is trained by (F.7). In the
enhancement stage, the NS-VAE encoder’s two outputs can be used as the input of C-
VAE and N-VAE to obtain the prior distributions q(x|zx) and q(d|zd) for SE.

2.4 β-PVAE

To further improve PVAE’s SE performance, we propose to leverage β-VAE to improve
PVAE’s disentangling ability [52] in our another preliminary work. Furthermore, the
proposed β-PVAE makes the best use of the β-VAE’s trade-off property to simplify the
PVAE’s network structure and training parameters by setting β to infinity and discarding
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the noisy speech restoration term [52], which means that β-PVAE can achieve a better
disentangling and enhancement performance than PVAE with a simpler structure. Based
on our derivations [48, 52], the β-PVAE’s optimization target for β → +∞ is [52]

Lβp(θy;y) = Ey∼p(y),x∼p(x){DKL (p(zx|y)||p(zx|x))

+ Ezx∼p(zx|y)[log
p(zx|x)
q(zx)

]}

+ Ey∼p(y),d∼p(d){DKL (p(zd|y)||p(zd|d))

+ Ezd∼p(zd|y)[log
p(zd|d)
q(zd)

]}.

(F.8)

Comparing (F.8) with (F.7), we can find that there is no reconstruction term in β-
PVAE. Thus, β-PVAE’s framework can be simplified by removing the NS-decoder part
(Fig. F.2(b)). The β-PVAE’s training process is similar to PVAE; the only difference is
that the β-PVAE’s training optimization target is (F.8) rather than (F.7).

2.5 Generative Adversarial Network (GAN)

A GAN [53] consists of two networks: a generator network and a discriminator network.
The generator network G(z) maps latent z (z ∼ q(z)) to the data space (e.g., observed
signal data). Typically, there are no rigid restrictions for the distribution q(z) [54]. The
discriminator network D(·) is used to determine whether y is an actual training sample
(D(y)) or it is generated by the model through y = G(z) (D(G(z))). GANs can be
optimized by different f -divergences [54]. In Jensen–Shannon (JS) divergence, GANs
is optimized by the minimax of the loss function [53]:

min
G

max
D
Lgan(G,D) =

Ey∼qdata(y)[log(D(y))] + Ez∼q(z)[log(1−D(G(z)))].
(F.9)

GANs have been applied in SE [58, 59, 63, 64], but the researched methods do not
consider how a good speech representation can be obtained as the input of the GAN
for SE. Instead, they use the observed signal as the GAN’s input to generate the speech
signal [58, 59]. Although there are no set restrictions for the GAN’s input, an accu-
rate and discriminative signal representation [17] can usually lead to better generative
performance for the GAN [46, 47].

3 Speech Enhancement with VAE and GAN

To obtain a higher quality enhanced speech, in this paper, we extend DRL-based SE
framework [52]. We propose a VAE-GAN SE algorithm which introduces adversarial
training to increase the decoders’ robustness and signal restoration ability. In this al-
gorithm, we split the training process into two stages: the representation learning and
the adversarial training. In the first stage, we leverage β-PVAE to disentangle speech
and noise latent representations from the observed signal. The purpose is to obtain a
good signal representation, making the clean speech generation easier. In the second,
adversarial training, stage, we freeze the β-PVAE’s encoders and leverage adversarial
training to optimize β-PVAE’s decoders. GANs can generate desired samples without
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Algorithm 1 Representation Learning.

Pre-train 1: Using the speech dataset and loss function (F.5) to train a gen-
eral speech VAE (C-VAE) [45].
Pre-train 2: Using the noise dataset and loss function (F.6) to train a general
noise VAE (N-VAE) [45].

Repeat:
1. Choose random M samples from the speech, noise,
and observed signal dataset and build a corresponding
mini-batch;
2. Use the chosen speech, noise, and observed signal
samples as the encoders’ input of C-VAE, N-VAE,
and NS-VAE, respectively;
3. Estimate the related posterior probability p(zx|y),
p(zd|y), p(zx|x), and p(zd|d) using the equations:
(1) µθyx

(y), σ2
θyx

(y), µθyd
(y), σ2

θyd
(y) = Gθy (y),

(2) µθx(x), σ
2
θx
(x) = Gθx(x),

(3) µθd(d), σ
2
θd
(d) = Gθd(d);

4. Calculate loss function (E.8);
5. Freeze C-VAE and N-VAE and apply the SGD
algorithm to update the NS-VAE’s parameters θy [45];

until the convergence of the loss function.
Return: The trained NS-VAE (Gθx).

accurate knowledge of the input sample distribution [53, 54] (it only needs samples)
and it can also improve VAE decoder’s generative performance [55–57], so GANs can
mitigate the effect of potentially inaccurate posterior estimation for β-PVAE’s decoders
and improve decoder’s generative ability. As a result, β-PVAE can achieve a satisfactory
SE performance even if the posterior estimation is inaccurate. In this section, we will
first show the details of representation learning. Then, we will explain the adversarial
training processes. After that, we will indicate how to apply the proposed VAE-GAN to
conduct online SE.

3.1 Stage 1: Representation Learning

In the first stage, we aim to disentangles speech and noise latent variables from the
observed signal. This process is accomplished by the proposed β-PVAE [52].

In β-PVAE, C-VAE and N-VAE are optimized by (F.5) and (F.6), respectively, and
NS-VAE is optimized by (F.8). To calculate (F.5), (F.6), and (F.8), it is necessary to
determine the related posterior and prior distributions and predefine q(zx) and q(zd).
For the simplicity of the calculation, we assume that all posterior and prior distributions
are multivariate normal distributions with diagonal covariance [45], which is similar to
the previous VAE-based SE methods [40–44]. For NS-VAE, we have
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(a) Adversarial training for speech

(b) Adversarial training for noise

Fig. F.3: Graphic illustration of adversarial training.

p(zx|y) = N
(
zx;µθyx(y), σ

2
θyx

(y)I
)

p(zd|y) = N
(
zd;µθyd(y), σ

2
θyd

(y)I
)
,

(F.10)

where I is the identity matrix; µθyx(y), σ
2
θyx

(y), µθyd(y), and σ2
θyd

(y) can be estimated
by NS-VAE’s encoder Gθy (y) with parameter θy = {θyx, θyd}. µ and σ2 represent the
mean and variance in the related Gaussian distributions, respectively. Moreover, the
prior and posterior estimation for C-VAE is

p(zx|x) = N
(
zx;µθx(x), σ

2
θx(x)I

)
q(x|zx) = N

(
x;µφx(zx), σ

2
φx

(zx)I
)
,

(F.11)

where µθx(x) and σ2
θx(x) are obtained by C-VAE’s encoder Gθx(x) with parameter θx,

and µφx(zx) and σ2
φx

(zx) can be estimated by C-VAE’s decoder Gφx(zx) with parameter
φx. Similarly, for N-VAE, we have

p(zd|d) = N
(
zd;µθd(d), σ

2
θd(d)I

)
q(d|zd) = N

(
d;µφd(zd), σ

2
φd

(zd)I
)
,

(F.12)

where µθd(d) and σ2
θd
(d) are obtained by C-VAE’s encoder Gθd(d) with parameter θx,

and µφd(zd) and σ2
φd

(zd) can be estimated by C-VAE’s decoder Gφd(zd) with parameter
φd. Furthermore, q(zd) and q(zx) are pre-defined as a centered isotropic multivariate
Gaussian, which can be represented as

q(zx) = N (zx;0, I)

q(zd) = N (zd;0, I).
(F.13)

The entire representation learning process is summarized in Algorithm 1.

3.2 Stage 2: Adversarial Training

The second training stage aims to improve the decoders’ robustness and signal restora-
tion ability in β-PVAE for the better SE performance. It is difficult to ensure that dis-
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Algorithm 2 Adversarial Training.

Repeat:
1. Choose random M samples from the speech,
noise, and observed signal dataset, respectively, and
build a corresponding mini-batch;
2. Use the observed signal samples as the input of
NS-VAE;
3. Estimate the related posterior probability p(zx|y)
and p(zd|y) using the following equation:
µθyx(y), σ

2
θyx

(y), µθyd
(y), σ2

θyd
(y) = Gθy (y);

4. Apply the reparameterization trick to obtain sample
zx ∼ p(zx|y) and zd ∼ p(zd|y) [53];
5. Use zx and zd as the C-VAE decoder’s (Gφx) input
and N-VAE decoder’s (Gφd

) input, respectively;
6. Calculate the loss function (F.14), (F.15), (F.16), (F.17);
5. Freeze all encoders and apply SGD to update
parameters φx, φd, θdx, and θdd for Gφx , Gφd

, Dθdx ,
and Dθdd respectively;

until the convergence of the loss function
Return: The trained decoders and discriminators:
Gφx

, Gφd
, Dθdx , and Dθdd .

entangled speech and noise latent representations are consistently accurate in complex
noisy environments. Considering that decoders’ SE performance relies on the accurate
representations, we propose to leverage adversarial training to mitigate this contra-
diction. In general, a GAN can generate the data, given the input is a random noise
variable [53, 58]. Moreover, adversarial training can usually improve decoder’s sig-
nal restoration ability [55–57]. As a result, we can use GANs to reduce decoders’
dependence on accurate representation, which means that even with inaccurate repre-
sentation estimations, decoders can achieve a satisfactory SE performance.

To adopt adversarial training in the β-PVAE system, we add two discriminators,
Dθdx(·) and Dθdd(·), with parameters θdx and θdd, respectively. Dθdx(·) is used to dis-
tinguish between the speech generated by the C-VAE decoder Gφx(zx) and the ground
truth speech x. Similarly, we apply Dθdd(·) to distinguish between the noise generated
by the N-VAE decoder Gφd(zd) and the ground truth noise d. Fig. F.3 shows the re-
lated adversarial training process. In this work, we use the least squares GAN [65] loss
function for adversarial training, which has been widely used in various GAN applica-
tions [46, 47] as it can achieve a more stable training process and avoid the problem
of vanishing gradients, compared to the original GAN [53] loss function. Moreover,
although GAN can generate high-quality signals, GAN may diverge too much from the
target signals [55–57]. So, to ensure that the generated signals do not diverge too much
from the ground truth signals, we reserve the original reconstruction term in the repre-
sentation learning stage when conducting adversarial training. This is a GAN training
trick for our proposed VAE-GAN, which is similar to the feature matching loss in pre-
vious applications of GANs [46, 47, 58, 59, 66, 67]. Therefore, the adversarial loss
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Fig. F.4: VAE-GAN for online SE.

function for C-VAE-decoder can be expressed as follows:

Lganc(Gφx) = Ezx∼p(zx|y)[(Dθdx(Gφx(zx))− 1)2]

− Ezx∼p(zx|y)[log q(x|zx)],
(F.14)

Lganc(Dθdx) = Ezx∼p(zx|y)[(Dθdx(Gφx(zx)))
2]

+ Ex∼qdata(x)[(Dθdx(x)− 1)2].
(F.15)

Similarly, the adversarial loss function for noise can be represented as

Lgand(Gφd) = Ezd∼p(zd|y)[(Dθdd(Gφd(zd))− 1)2]

− Ezd∼p(zd|y)[log q(d|zd)],
(F.16)

Lgand(Dθdd) = Ezd∼p(zd|y)[(Dθdd(Gφd(zd)))
2]

+ Ed∼qdata(d)[(Dθdd(d)− 1)2].
(F.17)

The complete adversarial training process is summarized in Algorithm 2.

3.3 VAE-GAN for Online Speech Enhancement

The online SE stage requires only the NS-VAE encoder Gθ, C-VAE decoder Gφx , and
N-VAE decoder Gφd to conduct SE, which is similar to PVAE [48] and β-PVAE [52]. To
obtain an enhanced signal, first, the observed signal is directly used as the input of Gθ.
Then, the posterior means µθyx(y) and µθyd(y) are obtained. After that, µθyx(y) and
µθyd(y) are used separately as the input for Gφx and Gφd to estimate the speech mean
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Algorithm 3 Online SE.

1: Apply the observed signal y as the NS-VAE’s encoder (Gθx) input;
2. Estimate the posterior probability p(zx|y) and p(zd|y) by:
µθyx

(y), σ2
θyx

(y), µθyd
(y), σ2

θyd
(y) = Gθy (y);

3. Use µθyx(y) and µθyd
(y) as the inputs of C-VAE decoder Gφx and N-VAE

decoder Gφd
, respectively;

4. Apply decoders to estimate the speech and noise signal:
(1) µφx

(µθyx
(y)), σφx

(µθyx
(y)) = Gφx

(µθyx
(y))

(2) µφd
(µθyd

(y)), σφd
(µθyd

(y)) = Gφd
(µθyd

(y));
5. Use µφx(µθyx(y)) and µφd

(µθyd
(y)) as the estimated speech and noise

signal;
6. Apply waveform reconstruction [15] or mask the estimation [16] to obtain
the enhanced speech signal x̂.
Return: The enhanced speech x̂.

µφx(µθyx(y)) and noise mean µφd(µθyd(y)), respectively. Finally, the estimated means
are utilized as the enhanced speech and noise signal. The enhancement process is
shown in Fig. F.4 and Algorithm 3. In the online SE stage, the means are used directly
to estimate the signals, without the reparameterization trick [45], which is different
from the training process [45]. Moreover, the proposed VAE-GAN can simultaneously
estimate the speech and noise in the observed signal, so the final enhanced signal can
be obtained by direct waveform reconstruction [15] or mask estimation [16].

4 Experimental Settings and Results

In this section, the proposed VAE-GAN-based SE algorithm is evaluated. To explore VAE-
GAN’s SE potential, we use related state-of-the-art (SOTA) algorithms as the reference
methods to investigate VAE-GAN’s SE performance.

4.1 Datasets

In this work, we created a training and test dataset using the speech and noise from the
DNS challenge 2021 corpus [68]. To build a clean speech dataset, we selected English
speakers and randomly split 70% of the speakers for training, 20% for validation, and
10% for evaluation. For the noise, all the noise from the DNS noise corpus was randomly
divided into training, validation, and test noise in a proportion similar to that used for
speech utterances. The noise dataset comprised approximately 150 audio classes and
60,000 clips (the noise details can be found in [68]). After that, the corresponding
training, validation, and test corpus for speech and noise were randomly mixed using
the DNS script [68] with random signal-to-noise ratio (SNR) levels (between –10dB
and 15dB). The other parameters of the signal mixing were the default values in the
DNS script [68]. Finally, we randomly chose 20 hours of mixed training utterances, 5
hours of mixed validation utterances, and 1 hour of mixed test utterances to build the
experimental dataset. All signals were down-sampled to 16 kHz [68].

137



Paper F.

FC layer

GRU

FC layer

Input 

Output layer Output layer 

Pre-GRU
FC layer

Post-GRU
FC layer

GRU

Fig. F.5: Network structure in VAE-GAN.

We also used the LibriSpeech [69], 100 environmental noises [70], and NOISEX-92
database [71] to evaluate the SE performance of various algorithms. The purpose was
to see the SE performance of various algorithms in the unseen dataset. Random one-
hour speech data from LibriSpeech database were chosen and then mixed randomly
with all noises from 100 environmental noises [70] and the NOISEX-92 database [71].
The mixed SNRs were randomly chosen from the –10dB to 15dB. Finally, we obtained
a one-hour noisy speech test data.

4.2 Experimental Setup

In our experiment, the signal frame length was 512 samples (32 ms) with a frame shift
of 256 samples. The size of STFT was 256 points, so the 257-dimension LPS feature
vectors were used to train the networks. Moreover, there were a total of 7 DNNs to
be trained in VAE-GAN: C-VAE encoder Gθx , C-VAE decoder Gφx , N-VAE encoder Gθd ,
N-VAE decoder Gφd , NS-VAE encoder Gθy , speech discriminators Dθdx , and noise dis-
criminator Dθdd . All the DNNs in our experiment were based on the gated recurrent unit
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Table F.1: Network Details of VAE-GAN

Networks
Pre-GRU FC layer GRU layer

Number Nodes AF Number Nodes

Gθx and Gθd 3 257-512-512 ReLU 1 512

Gφx
and Gφd

1 128 ReLU 1 512

Gθy 3 257-512-512 ReLU 1 512

Dθdx and Dθdd 2 257-512 ReLU 1 256

Networks
Post-GRU FC layer

Number Nodes AF

Gθx and Gθd 0 N/A N/A

Gφx
and Gφd

2 512-512 ReLU

Gθy 1 512 ReLU

Dθdx and Dθdd 1 512 ReLU

Networks
Output layer

Number Nodes AF

Gθx and Gθd 2 128 Linear

Gφx
and Gφd

2 257 Linear

Gθy 4 128 Linear

Dθdx and Dθdd 1 1 Linear

(GRU) [72] due to their computational efficiency and superior performance in SE [73].
In this work, we stacked GRU layers after the fully-connected (FC) layers, followed by
hidden FC layers and FC output layers (Figure F.5). This network design was similar to
the baseline algorithm [74] in DNS challenge 2022 [75]. The detailed model design of
each neural network is shown in Table F.1, where AF represents the activation function
in each output layer; Pre-GRU FC layer and Post-GRU FC layer represent the FC layer
before the GRU layer and after the GRU layer, respectively; and the Nodes is the node
number in each layer (all output layers have the same number of nodes in the same
network). Additionally, we set the dimension of latent variables L = 128, so for all
encoders, the node number of the output layer is 128. All networks were trained by the
Adam algorithm [76] with a 128 mini-batch size. The learning rate is 0.001.
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Table F.2: SI-SDR Comparison in DNS dataset with a 95% confidence interval

SNR (dB) Noise GAN-SE NSNet2 β-PVAE-L
[59] [74] [52]

-5 -4.40 2.15 5.07 2.63
(±0.80) (±0.79) (±0.74) (±0.80)

0 2.63 6.79 9.77 5.69
(±1.04) (±0.61) (±0.81) (±0.59)

5 7.63 9.30 13.09 8.10
(± 1.08) (±0.50) (±0.82) (±0.46)

10 13.58 11.75 16.76 10.46
(±1.05) (±0.42) (±0.72) (±0.35)

Average 4.86 7.49 11.17 6.72
(±0.99) (±0.58) (±0.77) (±0.55)

SNR (dB) Noise VAE-GAN-L β-PVAE-M VAE-GAN-M
[52]

-5 -4.40 4.52 3.52 5.37
(±0.80) (±0.72) (±0.93) (±0.89)

0 2.63 8.48 8.92 10.17
(±1.04) (±0.52) (± 0.92) (±0.86)

5 7.63 10.96 12.96 14.11
(± 1.08) (±0.39) (±0.93) (±0.85)

10 13.58 13.07 17.75 18.58
(±1.05) (±0.30) (±0.88) (±0.84)

Average 4.86 9.26 10.78 12.06
(±0.99) (±0.48) (±0.91) (±0.86)

4.3 Evaluation Metrics and Reference Methods

In this work, we will use the scale-invariant signal-to-distortion ratio (SI-SDR) in decibel
(dB) [77], short-time objective intelligibility (STOI) [78], and perceptual evaluation
of speech quality (PESQ) [79] as evaluation metrics to evaluate the proposed VAE-
GAN’s SE performance. SI-SDR is used to measure the signal distortion of the enhanced
speech, so it can directly show the difference between the ground truth signal and the
enhanced signal. PESQ and STOI are used to evaluate the quality and intelligibility for
the enhanced speech, respectively.

To better evaluate the proposed VAE-GAN’s SE performance, we choose three related
SOTA SE algorithms as reference methods. The first reference method is GAN-SE [59],
which is a SOTA GAN-based SE algorithm that can help us verify whether the better sig-
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Table F.3: STOI (%) Comparison in DNS dataset with a 95% confidence interval

SNR (dB) Noise GAN-SE NSNet2 β-PVAE-L
[59] [74] [52]

-5 73.80 72.26 78.15 72.94
(±1.70) (±1.91) (±1.61) (±1.77)

0 82.46 81.47 87.03 82.23
(±1.40) (±1.42) (±1.12) (±1.32)

5 88.01 87.02 91.63 87.57
(±1.11) (±1.02) (±0.81) (±0.99)

10 93.54 92.13 95.59 92.54
(±0.72) (±0.61) (±0.47) (±0.59)

Average 84.45 83.22 88.10 83.82
(± 1.23) (±1.24) (±1.09) (±1.00)

SNR (dB) Noise VAE-GAN-L β-PVAE-M VAE-GAN-M
[52]

-5 73.80 76.83 77.27 79.29
(±1.70) (±1.81) (± 1.71) (±1.80)

0 82.46 85.62 86.02 87.06
(±1.40) (±1.18) (±1.25) (±1.19)

5 88.01 90.71 91.08 92.01
(±1.11) (±0.80) (±0.91) (±0.82)

10 93.54 94.68 95.58 96.02
(±0.72) (±0.46) (±0.51) (±0.47)

Average 84.45 86.96 87.48 88.60
(± 1.23) (±1.06) (±1.09) (±1.07)

nal representations (disentangled and low-dimension representations) in the observed
signal can improve GAN’s SE performance. In addition, we can see the effectiveness
of a disentangled signal representation for the GAN-based SE method. This also shows
the DRL’s importance for DNN-based SE algorithm. The second reference method is
β-PVAE [52]. By comparing VAE-GAN’s SE performance with β-PVAE, we can validate
our hypothesis that adversarial training can improve β-PVAE’s SE performance (the
β-PVAE’s encoder and decoders have the same structure as the VAE-GAN). Finally, we
compare the proposed VAE-GAN with the DNS 2021 challenge baseline NSNet2 [74, 80]
to see whether the VAE-GAN’s SE performance is competitive with the current popular
SOTA SE algorithms [74]. The main purpose of our experiment is not to outperform
all SOTA performance, but to authentically verify the validity of the proposed VAE-GAN
framework and its further potential.

141



Paper F.

Table F.4: PESQ Comparison in DNS dataset with a 95% confidence interval

SNR (dB) Noise GAN-SE NSNet2 β-PVAE-L
[59] [74] [52]

-5 1.81 2.00 2.28 2.08
(±0.02) (±0.03) (±0.02) (±0.03)

0 2.04 2.33 2.60 2.46
(±0.02) (±0.02) (±0.02) (±0.03)

5 2.28 2.62 2.87 2.77
(±0.02) (±0.02) (±0.02) (±0.02)

10 2.70 3.00 3.24 3.14
(±0.01) (±0.01) (±0.01) (±0.01)

Average 2.21 2.49 2.75 2.61
(±0.02) (±0.02) (±0.02) (±0.03)

SNR (dB) Noise VAE-GAN-L β-PVAE-M VAE-GAN-M
[52]

-5 1.81 2.31 2.19 2.30
(±0.02) (±0.02) (±0.03) (±0.02)

0 2.04 2.64 2.55 2.62
(±0.02) (±0.02) (±0.02) (±0.01)

5 2.28 2.94 2.85 2.93
(±0.02) (±0.01) (±0.02) (±0.01)

10 2.70 3.29 3.21 3.29
(±0.01) (±0.01) (±0.01) (±0.01)

Average 2.21 2.80 2.70 2.79
(±0.02) (±0.02) (±0.02) (±0.01)

For the VAE-GAN and β-PVAE, enhanced speech can be obtained by waveform re-
construction [15] or mask estimation [16]. The direct waveform reconstruction is based
solely on the speech estimate, while the mask is based on both speech and noise esti-
mate. So, we use β-PVAE-M and β-PVAE-L that represent that the enhanced speech is
acquired by mask estimation and direct waveform reconstruction using β-PVAE [52],
respectively; VAE-GAN-L and VAE-GAN-M denote that the enhanced speech is obtained
by the proposed VAE-GAN using direct waveform reconstruction and mask estimation,
respectively. We use the ideal ratio mask [16] that is widely applied in various SE
tasks [16, 18] to conduct mask estimation.
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Table F.5: Experimental result comparisons in LibriSpeech dataset with a 95% confidence interval

Evaluation Metrics Noise GAN-SE NSNet2 β-PVAE-L
[59] [74] [52]

SI-SDR 1.81 6.16 9.20 6.40
(±0.23) (±0.36) (±0.70) (±0.45)

STOI (%) 82.75 80.86 86.03 81.56
(±1.63) (±1.69) (±1.51) (±1.53)

PESQ 2.31 2.52 2.69 2.54
(±0.03) (±0.02) (±0.01) (±0.03)

Evaluation Metrics Noise VAE-GAN-L β-PVAE-M VAE-GAN-M
[52]

SI-SDR 1.81 8.24 7.04 10.18
(±0.23) (±0.50) (± 0.46) (±0.56)

STOI (%) 82.75 84.50 85.32 86.05
(±1.63) (±1.47) (±1.53) (±1.50)

PESQ 2.31 2.71 2.67 2.72
(±0.03) (±0.02) (±0.02) (±0.01)

4.4 Experimental Results and Analysis

In this work, STOI, PESQ, and SI-SDR are used to evaluate the SE performance of SE
algorithms. We show the experimental results at four representative SNR levels (-5dB,
0dB, 5dB, and 10dB): at each SNR level, we randomly select one hour of speech signal
to conduct the evaluation.

Table F.2 shows the SI-SDR comparison with a 95% confidence interval in the DNS
dataset [68]. Comparing VAE-GAN-L and β-PVAE-L, it is evident that there is a SI-SDR
score improvement, which illustrates that adversarial training can effectively improve
the decoder’s signal estimation performance and generate benefits for the signal recon-
struction. Additionally, the performance of mask estimation depends on the accuracy of
the signal estimation, so VAE-GAN-M also obtain higher SI-SDR score than β-PVAE-M.
Comparing the VAE-GAN-based methods (VAE-GAN-L and VAE-GAN-M) with GAN-SE,
we find that all VAE-GAN-based methods can achieve a higher SI-SDR score than GAN-
SE, which indicates the importance of representation learning for the GAN-based SE
method. A disentangled signal representation can help GANs generate a higher quality
target. This verifies our previous hypothesis. Finally, considering that VAE-GAN-M also
shows a higher SI-SDR score than NSNet2, the proposed algorithm is quite competitive
with the current practical SOTA SE algorithms. In this paper, we choose only a basic
DNN structure to conduct the related experiments. Based on the experimental results,
we believe that our algorithm has a strong potential to achieve better SE performance
if VAE-GAN is applied to a more advanced DNN structure [21].

The STOI comparisons in the DNS dataset [68] are shown in Table F.3, showing
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that VAE-GAN-based methods can continuously improve speech intelligibility from –
5dB to 10dB. This finding is different from the β-PVAE-based method, in which it is
difficult to improve the STOI score in high SNR environments. The comparison be-
tween VAE-GAN and β-PVAE indicates that adversarial training can effectively improve
speech intelligibility. Meanwhile, comparing VAE-GAN and GAN-SE, we find that VAE-
GAN significantly outperforms GAN-SE, which demonstrates the importance of a good
disentangled signal representation for improving speech intelligibility. Additionally, Ta-
ble F.3 indicates that VAE-GAN-M can also obtain higher STOI score than NSNet2.

Table F.4 indicates the PESQ comparison with a 95% confidence interval in the DNS
dataset [68]. Moreover, VAE-GAN-L can consistently obtain the highest PESQ score
under all four SNR environments. Comparing VAE-GAN-L and β-PVAE-L, we find that
VAE-GAN-L obtains a very significant PESQ score improvement (a 0.19 advantage for
the average PESQ score.) by introducing adversarial training, which shows the impor-
tance of adversarial training in direct signal reconstruction that can mitigate the effects
of inaccurate posterior estimation for signal estimation. In addition, it is of interest
that VAE-GAN-L is competitive with VAE-GAN-M, a finding that is different from the
previous SI-SDR and STOI comparisons. This may indicate that adversarial training is
more suitable for improving speech quality [59]. Table F.4 also shows that VAE-GAN-L
achieves a higher average PESQ score than NSNet2 [74] (a 0.05 advantage), which in-
dicates the VAE-GAN’s benefits for improving speech quality. Finally, it is evident that
representation learning is also very important for the GAN-based SE algorithms [59],
improving speech quality (VAE-GAN-L outperforms GAN-SE with a 0.31 average PESQ
score). Here, we want to indicate that the PESQ results are very noteworthy because
VAE-GAN-L-based method that is without noise and mask estimation can outperform
the mask-based method VAE-GAN-M. In general, the mask or filter-based methods [7, 8]
need to estimate the speech and noise signal for SE. However, based on the experimen-
tal results, maybe we need to consider whether we still need to apply mask or filter
for SE if we can use DRL or other methods to estimate high-quality speech signals be-
cause the filter or mask may also damage the speech signal [7]. This problem will be
considered in our following research.

Table F.5 presents the experimental comparisons in the LibriSpeech dataset [69]
featuring the average scores of different SNR levels. The results in the LibriSpeech
dataset tend to be similar to the results in the DNS dataset [68], which indicates that
the proposed algorithm can still achieve satisfactory SE performance for unseen signals.
Comparing β-PVAE-L and VAE-GAN-L, it is evident that VAE-GAN-L returns higher SI-
SDR, STOI, and PESQ scores than β-PVAE-L, supporting the importance of adversarial
training for improving the accuracy of signal estimation. Furthermore, as previously,
VAE-GAN-M can produce the best SE performance.

To sum up, we find that the proposed VAE-GAN can achieve the best SE perfor-
mance compared with the reference methods under the STOI, PESQ, and SI-SDR eval-
uation metrics. The experimental results demonstrate that: 1) representation learning
can help the GAN-based SE method to obtain better SE performance; 2) adversarial
training can significantly improve decoders’ signal estimation in β-PVAE. Moreover, the
comparison of VAE-GAN and NSNet2 [74] shows that VAE-GAN is very competitive with
the current SOTA SE algorithms [74, 80]. In this experiment, we only use a basic neural
network structure [74]; however, based on the experimental results, we believe that
VAE-GAN has a significant potential to achieve better SE performance provided VAE-
GAN is applied in more advanced neural networks [81–83].
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5 Conclusion and Future Work

In this paper, we propose a two-stage DRL-based (VAE-GAN) SE algorithm. VAE-GAN
leverages adversarial training to mitigate the problem of inaccurate posterior estimation
in β-PVAE and can reduce the effect of inaccurate posterior estimation towards signal
reconstruction, resulting in a more accurate speech estimation from the observed sig-
nal. We also compare the proposed VAE-GAN with other related SOTA SE algorithms,
and the experimental results show that VAE-GAN can obtain higher STOI, PESQ, and
SI-SDR scores and achieve the best SE performance among the competing algorithms.
Therefore, the results verify that DRL can significantly improve SE performance for the
GAN-based SE method [59], which validates DRL’s importance for SE. On the other
hand, the results also support that adversarial training is crucial for improving β-PVAE’s
SE performance. According to the experiments, VAE-GAN can have a significant po-
tential in achieving better SE performance if applied in other advanced neural network
structures.

For future work, we propose two ways which may further improve VAE-GAN’s SE
performance. First, as mentioned before, it is possible to apply the proposed VAE-GAN
in more advanced neural network structures. For example, we can consider using com-
plex neural networks [21, 81–83] to perform related prior and posterior estimations in
VAE-GAN with complex Gaussian distributions. Second, the proposed VAE-GAN can dis-
entangle different types of latent variables, so it can possible to disentangle phoneme
or text latent variables from the observed signal, which means it can be possible to
analyze context information when conducting SE, a probability that has not been con-
sidered in previous SE methods [1, 17]. Finally, additional SE-related information can
be considered to achieve better SE performance.
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