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Summary 

This dissertation addresses theoretical validity and bias in meta-analytic research in 

personality and social psychology research. The conceptual starting point of the dissertation is 

research on ego depletion (Baumeister et al., 1998). In this line of research, hundreds of studies 

documented an experimental effect that probably does not exist, as was later revealed by 

extensive replication work (Hagger et al., 2010, 2016). This debacle has presumably been caused 

by dysfunctional structures and procedures in psychological science, such as widespread 

publication bias (Carter & McCullough, 2014). Unfortunately, these dysfunctionalities were (and 

in some cases still are) also prevalent in other areas of psychological research beside ego 

depletion (Ferguson & Brannick, 2012; Open Science Collaboration, 2015). Because extensive 

replication research is too costly to be repeated for all past work, it has been a contentious 

question what to do with research data that has been generated during an era of questionable 

research practices: should this research be abandoned or can some of it be salvaged? In four 

research papers, this dissertation project attempts to address these questions. In part I of the 

dissertation project, two papers highlight and analyze challenges when summarizing past 

research in social psychology and personality research. Paper 1 (Friese et al., 2017) attempted to 

find summary evidence for the effectiveness of self-control training, a research field related to 

ego depletion, but came to a sobering conclusion: The summary effect was small, likely inflated 

by publication bias, and could not be attributed beyond doubt to a theoretical mechanism. Paper 

2 (Friese & Frankenbach, 2020) reported on a simulation study that showed how multiple 

sources of bias (publication bias, p-hacking) can interact with contextual factors and each other 

to create significant meta-analytic evidence from very small or even zero true effects. Part II of 

the dissertation project is an attempt to advance social-psychological and personality theory with 
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meta-scientific work despite an unknowable risk of bias in the literature. In part II, two papers 

(Frankenbach et al., 2020, 2022) make use of one key idea: Re-using existing raw research data 

to test novel theoretical ideas in secondary (meta-)analyses. Results revealed that this idea helps 

towards both goals of the dissertation project, that is, advancing theory while reducing risk-of-

bias. The general discussion analyses promises and limitations of such secondary data analyses 

in more detail and attempts to situate the idea more broadly in the psychological research toolkit 

by contrasting integrative versus innovative research. Further discussion covers how conceptual 

and technological innovations may facilitate more secondary data analyses in the future, and how 

such advances may pave the way for a slower, more incremental, but truly valid and cumulative 

psychological science.  
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Zusammenfassung 

 Die vorliegende Dissertation behandelt theoretischen Validität und Verzerrung (Bias) von 

meta-analytischer Forschung in der Persönlichkeits- und Sozialpsychologie. Der konzeptuelle 

Ausgangspunkt der Dissertation ist die Forschung zu „Ego Depletion“ (Baumeister et al., 1998). 

In dieser Forschungslinie haben hunderte von Studien einen Effekt belegt, der, wie sich später 

durch umfangreiche Replikationsarbeiten (Hagger et al., 2010, 2016) herausstellte, vermutlich 

nicht existiert. Dieses Debakel wurde mutmaßlich mitverursacht durch dysfunktionale Strukturen 

und Prozesse in der psychologischen Forschung, insbesondere Publikationsbias („publication 

bias“). Unglücklicherweise lagen (und liegen) diese Dysfunktionalitäten neben Ego Depletion 

auch in anderen psychologischen Forschungsbereichen vor (Ferguson & Brannick, 2012; Open 

Science Collaboration, 2015). Da aus Kostengründen nicht alle Forschungsarbeiten der 

Vergangenheit repliziert werden können, ergibt sich eine kritische Frage: Wie soll mit 

psychologischer Forschung umgegangen werden, die unter mutmaßlich verzerrenden 

Bedingungen generiert wurde? Sollte diese Forschung ad acta gelegt werden oder können Teile 

davon weiterverwendet werden? Das vorliegende Dissertationsprojekt versucht im Rahmen von 

vier Forschungsbeiträgen sich diesen Fragen anzunähern. Im ersten Teil der Dissertation 

beleuchten und analysieren zwei Forschungsbeiträge Probleme und Herausforderungen, die sich 

bei der Zusammenfassung von bestehender Forschung der Sozial- und 

Persönlichkeitspsychologie ergeben. Der erste Beitrag (Friese et al., 2017) versucht in einer 

Meta-Analyse Evidenz für die Wirksamkeit von Selbstkontrolltrainings zu finden, aber kommt 

zu einem ernüchternden Ergebnis: Die Gesamteffekte sind klein, mutmaßlich durch 

Publikationsbias fälschlich überhöht und können überdies nicht zweifelsfrei einem theoretischen 

Kausalmechanismus zugeordnet werden. Der zweite Beitrag (Friese & Frankenbach, 2020) 
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umfasst eine Simulationsstudie, die aufzeigt, wie verschiedene Formen von Bias 

(Publikationsbias und sog. „p-hacking“) miteinander und mit Kontextfaktoren interagieren 

können, wodurch signifikante, meta-analytische Effekte aus sehr kleinen wahren Effekten oder 

sogar Nulleffekten entstehen können. Der zweite Teil der Dissertation versucht, trotz eines 

unbestimmbaren Bias-Risikos, Fortschritte in der sozial- und persönlichkeitspsychologischen 

Theorie zu erzielen. Zu diesem Zweck wird in zwei Forschungsbeiträgen (Frankenbach et al., 

2020, 2022) auf eine Schlüssel-Idee zurückgegriffen: Die Testung von neuen theoretischen 

Hypothesen unter Wiederverwendung von existierenden Forschungsdaten in 

Sekundärdatenanalysen. Die Ergebnisse zeigen, dass dieser Ansatz tatsächlich dazu beitragen 

kann, theoretische Fortschritte mit vermindertem Verzerrungsrisiko zu machen. Die 

anschließende, übergreifende Diskussion behandelt Möglichkeiten und Limitationen solcher 

Sekundärdatenanalysen und versucht, den Ansatz in einer Gegenüberstellung von integrativer 

und innovativer Forschung übergreifender in die psychologische Forschungsmethodik 

einzuordnen. Im Weiteren wird diskutiert, wie konzeptuelle und technologische Entwicklungen 

in der Zukunft Sekundärdatenanalysen erleichtern könnten und wie solche Fortschritte den Weg 

ebnen könnten für eine langsamere, inkrementelle, aber wahrhaft valide und kumulative 

psychologische Wissenschaft.   
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General Introduction 

In 2015, I handed in my thesis manuscript, entitled “Versatile means of overcoming ego 

depletion: A narrative review”, in pursuit of a bachelor’s degree in psychology. As the title says, 

the work was concerned with ego depletion, a simple, social-psychological theory of self-control 

(Baumeister et al., 1998). The theory posits that self-control relies on a limited, domain-general, 

psychological resource that gets depleted when self-control is exerted. This assumption was at 

the time supported by a myriad of empirical experiments in which participants completed two 

consecutive tasks that required self-control (sometimes referred to as the sequential task 

paradigm). The ubiquitous finding was that performance was poorer on the second task, 

supporting the assumption that some form of finite self-control resource or energy was consumed 

in the first task. These observations became the foundation of a grander theory of self-control in 

social psychology that was over time expanded to accommodate a wide range of connected 

research questions (Baumeister et al., 2007, 2018). One obvious follow-up question was whether 

the decline in self-control can be prevented or compensated in some way. This was the question I 

tried to answer in my bachelor thesis (Frankenbach, 2015). I conducted a systematic, narrative 

review and collected more than a hundred studies that showed consistently how ego depletion 

was prevented or attenuated by diverse experimental treatments or personality traits. I spent most 

of early 2015 collecting and reading these studies, thinking hard about how to classify them 

theoretically under the umbrella of the resource theory of self-control, as well as one alternative 

motivational theory that was popular at the time (Inzlicht & Schmeichel, 2012). It was hard 

work, but also very rewarding and satisfying – a key experience that kindled my passion for 

doing science. Yet, as it turned out, the endeavor was entirely pointless. Around the same time, a 

meta-analysis showed that ego-depletion studies with less participants tended to have larger 
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effect sizes (Carter et al., 2015), presumably because they needed those larger effect sizes to pass 

the threshold of statistical significance, which is often an implicit requirement for studies to be 

published and thus enter the scientific record. This observation implied that the publication 

process filtered certain ego-depletion studies (those with larger effect sizes) and sliced off others 

(those with smaller effect sizes). Carter and colleagues argued that the patterns in the association 

between effect size magnitude and sample size indicated that there may in truth be no ego 

depletion effect. This and other developments regarding the validity of psychological science at 

the time let to systematic efforts to replicate the ego depletion effects without the biasing 

influence of the publication process (Dang et al., 2021; Hagger et al., 2016; Vohs et al., 2021). 

The results of these projects now suggest that the ego-depletion effect is miniscule or zero. Yet, 

somehow, hundreds of studies presumably showing this false effect entered the scientific record. 

Even more, as I found out when researching for my bachelor thesis, there were a great many 

studies that showed how this false effect can be attenuated, modulated, prevented, or 

counteracted. How could this be? How did it happen that thousands of words, thousands of hours 

spent thinking, and thousands of dollars were spilled on something that turned out to be only 

noise? Who were the people who wrote these pointless reports, and how do they view them now? 

What were the conditions that facilitated the emergence of a vast scientific literature, “rich” with 

theoretical ideas and a seemingly solid quantitative foundation, yet built solely on noise? And 

perhaps most importantly: Were these conditions exceptional, somehow unique to the ego 

depletion literature, or are they also present in other areas of psychology, perhaps even 

omnipresent? For me, these questions arose from the experience of doing passionate work that 

turned out to be nonsense, and they continued to accompany me during my subsequent scientific 

work.  
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This first experience of doing science had several tangible impacts on my future research. 

First, I became interested in meta-analyses (Borenstein et al., 2009). When I was first introduced 

to the idea of meta-analysis in an undergraduate lecture on industrial and organizational 

psychology, I considered them an intricate way of combining data from multiple studies that 

yielded definitive, final answers. Yet in the ego depletion literature, there was one meta-analysis 

that showed unanimous support (Hagger et al., 2010), while another questioned the existence of 

the effect (Carter et al., 2015). Surely, it was worth learning about the technique to understand 

how it can lead to vastly different conclusions. Also, when synthesizing more than one hundred 

studies on moderators of the ego depletion effect, I soon understood the limitations of narrative 

reviews and the value of a more objective approach, especially for understanding the impact of 

contextual factors. Second, I became highly aware of how easily quantitative research can be 

biased. I felt that it was important to understand these biasing processes in order to avoid them in 

my own work and when consuming the works of others. Third, I started wondering about the role 

of theory in meta-scientific work. One may argue that theories are irrevocably tied to primary 

studies (e.g., the sequential task paradigm was designed to test the ego depletion theory of self-

control), and thus meta-analyses can only confirm (or reject) the theoretical claims of the 

primary studies. Then again, the role of the meta-analyst could also be perceived more broadly, 

such that meta-analysts can examine the evidence in relation to competing theories (as I did in 

my bachelor thesis when examining moderation of the ego-depletion effect from the lenses of a 

resource- versus motivation-oriented theory of self-control). One could go even further and grant 

the meta-analyst leeway to develop (and test) novel theoretical ideas. A counterargument to these 

“liberal” conceptions is that theoretical coherence is a prerequisite for synthesizing effect sizes 

that indicate relations of psychological variables. According to this view, psychological variables 
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are conceived within a fixed theoretical framework and lose their meaning if they are detached 

from their theory of origin. In any case, I realized that meta-analysts need to be clear about the 

role of theory in their work, or else theory, data, and methods will be scrambled into an 

indistinguishable mush. 
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The Present Research 

With these lessons in mind, I embarked on a journey that was to become my dissertation 

project. The project now consists of four papers, all published or accepted in peer-reviewed 

psychological journals. The papers are summarized in Table 1. It is worth noting that the 

dissertation project did not follow a predetermined project plan with topics and questions defined 

at the outset. Rather, I, together with my colleagues, followed my interests at the time and let 

ideas flow from one project to the next, going further down the rabbit hole. As a consequence, 

the three studies that examine substantive research questions are quite diverse, spanning three 

different subfields, but I will try my best to carve out the red line, which is meta-science and its 

validity. Although the papers were not initially conceived that way, I here present them as 

separated into two parts, which seems sensible from the retrospective. Each part consists of two 

papers, and the papers are ordered according to the timeline in which they were written and 

published. The work of part I raises more questions than it answers. It exemplifies challenges 

and limitations of doing meta-scientific work in social psychology and personality research and 

only begins to analyze them. Part II constitutes an attempt at developing some remedies. In the 

next section, I will briefly introduce the four papers and lay out how they tie in with the guiding 

question of this dissertation project: How can meta-scientific work advance social-psychological 

and personality theory despite an unknowable risk of bias in the literature?  
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Table 1 

Overview of papers in the dissertation project 

No. Part No. in 

part 

Title Role of the 

doctoral candidate 

Published/ 

accepted in 

1 I 1 Does self-control training improve 

self-control? A meta-analysis 

Shared first author Perspectives on 

Psychological 

Science 

2 I 2 p-hacking and publication bias 

interact to distort meta-analytic 

effect size estimates 

 

Shared first author Psychological 

Methods 

3 II 1 Does neuroticism disrupt the 

psychological benefits of nostalgia? 

A meta-analytic test 

 

First author European 

Journal of 

Personality 

4 II 2 Sex drive: Theoretical 

conceptualization and meta-analytic 

review of gender differences 

First author Psychological 

Bulletin 

 

 

Introduction to Part I: Challenges and Limitations of the Meta-Analysis Method 

 The first paper of part I, entitled “Does self-control training improve self-control? A 

meta-analysis”, reports a meta-analysis of experimental research on self-control training (Friese 

et al., 2017). The foundational paper of this line of research (Muraven et al., 1999) introduced 

the idea that people become better at exerting self-control, that is, overcoming dominant 

impulses, if they practice doing so. We conducted a systematic literature search that identified 33 

studies in which participants trained self-control. Our meta-analysis suggested that self-control 

training increased self-controlled behavior by a small-to-medium effect size overall.  

The paper exemplifies two lines of challenges that meta-analyses face. The first challenge 

is that meta-analysts must assert that there is sufficient conceptual coherence among the body of 

primary research to justify integration (the “apples and oranges” problem, AAO). My colleagues 
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and I adopted the common definition that self-control is “the ability to override or change one’s 

inner responses, as well as to interrupt undesired behavioral tendencies (such as impulses) and 

refrain from acting on them” (Tangney et al., 2004). As it turned out, the number of potential 

ways to train and measure self-control according to this definition seemed almost limitless. In 

other words, the study revealed considerable conceptual heterogeneity in the self-control training 

literature, with no two studies directly comparable in terms of outcome and treatment 

operationalization. On the treatment side, some studies asked participants to regulate their 

posture, do everyday task with their non-dominant hand, or train self-control in computerized 

inhibitory control tasks, among others. On the outcome side, measures spanned the domains of 

health behavior like smoking and alcohol consumption, aggression and emotion regulation, 

educational achievement and study behavior, computerized inhibitory control performance, and 

many more. Surely, they all reflected self-control to some extent according to the definition. 

However, the immense conceptual heterogeneity left my colleagues and I with the impression 

that self-control is a mere lowest common denominator of these studies, rather than a grand, 

unifying conceptual framework. Many outcome-treatment combinations allowed for alternative 

theoretical explanations. In the end, my colleagues and I concluded that there was insufficient 

evidence to definitively attribute the observed effects to the repeated overcoming of dominant 

responses (i.e., the training of self-control).  

The second challenge is that meta-analysts must assess the risk of bias in the primary 

research, since biased primary research will lead to biased meta-analyses (the “garbage in, 

garbage out” problem, GIGO). The discussion in the paper focuses on publication bias as one 

specific form of bias where studies with certain characteristics have a higher probability of being 

selected for publication, while other studies remain hidden in the file-drawer. My colleagues and 



 
THE PRESENT RESEARCH                                                                                                                      8 

  

I applied the same methods to detect publication bias that Carter and colleagues used to find bias 

in the original ego depletion literature (Carter et al., 2015; Stanley & Doucouliagos, 2014). 

Unfortunately, there were unmistakable signs of publication bias in the self-control training 

literature. As in the study by Carter and colleagues, studies with smaller sample sizes had larger 

effect sizes. Additionally, we found that the unpublished studies which we included in the 

analysis had smaller effects than the published studies. In sum, we were unable to state with 

confidence that the observed effect was not pure bias.  

Taken together, these limitations reduced the informative value of the meta-analysis 

considerably: We observed small effects, but they could be pure bias, and we were unable to 

attribute them to a theoretically grounded causal mechanism. This was quite a sobering 

conclusion, prompting me to take a step back and think some more about these biasing processes 

and the role of theory in meta-scientific work. The next paper of the dissertation project, paper II 

of part I, addresses the problem of bias in more detail.  

The source of inspiration for this next paper, entitled “p-hacking and publication bias 

interact to distort meta-analytic effect size estimates” (Friese & Frankenbach, 2020), was our 

own puzzlement about bias in meta-analysis. At the time of this writing, scholars seem to have 

become more accustomed to the proposition that entire fields of research can be biased, but it is 

worth considering again how consequential this idea is. It means that something can arise from 

nothing, that researchers collectively “mine noise” and weave random patterns into coherent 

stories. This puzzled us immensely and sparked our interest to study this bias more 

systematically. Our method of choice was a computer simulation that explored how different 

forms of bias can add up and interact to distort the conclusions of meta-analyses. The simulation 

addresses the question whether, and under what conditions, different forms of bias can create 
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something from nothing. Put differently, we explore whether a meta-analysis showing significant 

effects can arise even if true effects are zero or very small. To this end, we employed a 

parameter-based simulation study that systematically varied two sources of bias, as well as 

various contextual factors, and explored how these factors work together to distort meta-

analyses. The first source of bias we simulated was publication bias, a concept which has been 

introduced already. The second source of bias was “p-hacking”, a phenomenon where 

researchers tamper with their statistics to achieve significant results (Simmons et al., 2011). The 

study revealed interesting interaction patterns among the factors and demonstrated that 

something can indeed arise from nothing (or very little). Meta-analyses can be severely distorted 

by conditions that are likely present in many fields of research in social psychology, such as 

effect size heterogeneity, small or null effects, or the exploitation of researcher degrees-of-

freedom (i.e., p-hacking).  

Taken together, the two papers of part I exemplified and explored two of the key 

challenges of meta-analyses, namely conceptual heterogeneity and risk-of-bias, and they gave 

me a clearer idea of what it took to do valid meta-science. With this in mind, part II of the 

dissertation project aims to explore potential remedies, that is, answer substantial research 

questions in social psychology in a bias-free and theoretically coherent way. This second part 

also consists of two papers. Both papers report a separate meta-analysis each and aim to test 

innovations to the meta-analysis method that could potentially alleviate the problems of 

conceptual heterogeneity and risk-of-bias.  
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Introduction to Part II: Exploring Solutions to Conceptual Heterogeneity and Risk-of-Bias 

in Meta-Analyses 

The first paper of part II, entitled “Does neuroticism disrupt the psychological benefits of 

nostalgia? A meta-analytic test” (Frankenbach et al., 2020), is a meta-analysis of the effects of 

experimentally induced nostalgia (a “sentimental longing for the past”, Sedikides et al., 2015) on 

various psychological variables, specifically, the interaction of these inductions with trait 

neuroticism. The primary studies synthesized in this work are experiments in which participants 

enter a state of nostalgia, for example, by listening to nostalgic music or by writing about fond 

memories. Typically, being nostalgic has various positive effects on participants’ psychological 

state (e.g., enhanced self-esteem or more feelings of social connectedness). The main question of 

the meta-analysis was whether these positive effects are less pronounced for people high in trait 

neuroticism. This hypothesis was grounded in the observation that nostalgic memories also ellicit 

some negative feelings (they are “bittersweet”), and that trait neuroticism tends to entail more 

sensitivity to negativity. In order to alleviate risk of bias, this study employed several strategies. 

First, we collaborated closely with primary authors in the field to identify unpublished data, 

resulting in 17 unpublished studies included in the analysis (out of 19 in total). Second, we 

obtained raw data for all studies, which allowed for more in-depth tests for bias, such as 

measurement unreliability or restricted variance. Third, the analysis focused on the nostalgia-

neuroticism interaction, which was not focal in the original studies. This reduced the risk 

significantly that the discoverability of studies depended on the effect size. Results showed good 

psychometric properties of the included measurements. The main effects of nostalgia were 

significant (i.e., nostalgia had positive effects on self-oriented, existential, and social variables). 

However, the main hypothesis that trait neuroticism moderated these benefits was not supported. 
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Taken together, quality-assurance measures detailed above reduced the risk of bias dramatically, 

lending more confidence to the meta-analytic conclusions. This was perhaps of extra importance 

given that the main hypothesis was not supported, and researchers often must go to greater 

lengths when arguing for the informative value of null findings. The second key problem of the 

dissertation project, conceptual heterogeneity, was less pressing here, because the conceptual 

scope of the analysis was relatively limited (e.g., compared to the analysis of domain-general 

transfer effects of self-control training in paper I of part I).  

Conceptual heterogeneity was, however, very much focal in paper II of part I, entitled 

“Sex drive: Theoretical conceptualization and meta-analytic review of gender differences” 

(Frankenbach et al., 2022). This paper reports a meta-analysis of gender differences in sex drive, 

specifically, average differences between men and women. In the literature, a plethora of 

definitions and conceptualizations of sex drive exist, which poses a considerable challenge for a 

meta-analysis. To address this, the study extends the analytic approach of the study reported in 

paper I of part II. The paper first develops a coherent, formalized conceptualization of sex drive. 

This framework was then employed to define a large set of questionnaire items that are valid 

indicators of sex drive according to the conceptualization. Data for this item set was then 

identified through a literature search and correspondence with primary authors. Wherever 

possible, we again obtained raw data to allow for more detailed tests for bias. For example, this 

approach enabled a meta-analytic investigation of convergent and discriminant validity. As with 

paper I of part II of the dissertation project, the analysis focused on associations that were not 

focal to the primary authors, significantly reducing the risk that there was publication bias with 

regard to the gender difference. Thus, the approach of selecting individual items from original 

studies based on a coherent theoretical rationale addressed both key problems of the dissertation 
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project. The analysis included more than 600,000 participants from 211 studies. Results showed 

that men have a consistently stronger self-reported sex drive. Detailed analyses of risk-of-bias 

from several sources (publication bias, response bias, lack of validity) lent confidence to this 

conclusion.  

In summary, the two papers of part II of the dissertation project utilized methodological 

innovations that led to considerably more confidence in the results compared to paper I of part I. 

One key finding of the dissertation project is that the meta-analysis method can be utilized to 

address novel research questions using existing research data, while retaining theoretical 

coherence and reducing risk of bias. Obtaining new research data is expensive. Recent findings 

in methodology research on requirements for trustworthy psychological research have 

highlighted the need for replication, larger sample sizes, and effortful quality assurance 

procedures like pre-registration or registered reports (Nosek et al., 2018; Nosek & Lakens, 2014; 

Open Science Collaboration, 2015). These measures will further increase the costs and resource 

requirements for collecting new research data. In light of these developments, along with 

technological innovations in data sharing and management, secondary (re-)analyses of existing 

data are a promising avenue for efficient, impactful, and trustworthy psychological science. 

Naturally, this approach is not without limitations. For one, it is clear that not all research 

questions can be addressed using existing data. Innovative theoretical ideas often require 

innovative methods. Yet, whether a lack of new conceptual ideas, or a lack of theoretical 

coherence and an unbiased empirical basis is currently the most pressing concern in academic 

psychology is subject to debate. These questions will be examined in more detail in General 

Discussion section.  
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In the next section, the four papers of the dissertation project are reprinted as they were 

accepted for publication. The authoritative documents of record are the typeset versions as 

published in the respective journals. In paper I of part II, an error has been corrected in a table 

that was discovered after publication (and also corrected in a corrigendum). Note that papers I 

and II of part I and paper I of part II remain formatted in APA style version 6 (American 

Psychological Association, 2010) that was in effect at the time of publication. All manuscripts 

that are part of this dissertation have been prepared according to the principles of open science 

and reproducibility, including data sharing, open materials, and preregistration.  
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Part I, Paper 1: “Does self-control training improve self-control? A meta-analysis.” 
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Successful self-control is associated with a host of posi-
tive outcomes in life, including academic success, stable 
personal relationships, financial security, and good psy-
chological and physical health. By contrast, poor self-
control is associated with more aggression, substance 
use, and crime, among others (Duckworth & Seligman, 
2005; Gottfredson & Hirschi, 1990; Tangney, Baumeister, 
& Boone, 2004). It is readily conceivable that how well 
people fare in these domains has not only important 
personal consequences but also consequences for soci-
ety at large. Research shows that self-control assessed 
very early in life predicts a variety of important life out-
comes (Daly, Delaney, Egan, & Baumeister, 2015; Moffitt 
et al., 2011). These findings seem to suggest that self-
control is a stable trait being shaped early in life. How-
ever, other research perspectives highlight the possibility 
of self-control change by targeted interventions (e.g., 
Piquero, Jennings, Farrington, Diamond, & Gonzalez, 
2016). Over the past 15 years, researchers have designed 
controlled psychological interventions that tested the 
effect of self-control training on self-control success 

across diverse domains (Berkman, 2016). Given the 
importance of self-control in various life domains, there 
is a tremendous demand for such interventions that 
promise to reliably, appreciably, and enduringly improve 
self-control. The present article provides a meta-analysis 
of this self-control training literature.

What Self-Control Is and Why It 
Should (Not) Be Possible to Improve It

One prominent conceptualization defines self-control as 
the “ability to override or change one’s inner responses, 
as well as to interrupt undesired behavioral tendencies 
(such as impulses) and refrain from acting on them” 
(Tangney et al., 2004, p. 274). In line with this definition, 
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the exertion of self-control is typically seen as deliberate, 
conscious, and effortful.

The main theoretical rationale for why training self-
control should be beneficial comes from the strength model 
of self-control (Baumeister & Vohs, 2016b; Baumeister, 
Vohs, & Tice, 2007). This influential model proposes that all 
self-control efforts draw on a general capacity. This capac-
ity is used and depleted regardless of in which domain a 
person exerts self-control (e.g., attention control, control of 
food intake, control of emotional expression). Because of 
its generality, improvements in the general self-control 
capacity should benefit all kinds of self-control behavior 
across various domains.

The strength model posits that the capacity to exert self-
control works akin to a muscle. This assertion has two 
important implications: First, exerting self-control will lead 
to temporary exhaustion and make subsequent self-control 
failure more likely (ego depletion).1 Second, repeated 
practice will strengthen the self-control muscle (training 
hypothesis). This will result in either a general increase in 
absolute muscle strength (i.e., improved self-control 
strength) and/or increased resistance to fatigue when con-
fronted with demands (i.e., improved self-control stam-
ina). Both increases in strength and stamina should benefit 
self-control in a broad range of domains in the laboratory 
and in everyday life.

From the perspective of the strength model, the crucial 
aspect of a training regimen lies in the repeated overrid-
ing of dominant responses. In typical self-control training 
studies that are examined in the present meta-analysis, 
participants are asked to complete everyday activities 
with the nondominant hand such as brushing teeth or 
using the computer mouse (Miles et al., 2016), to refrain 
from using highly prevalent slang words (Finkel, DeWall, 
Slotter, Oaten, & Foshee, 2009), or to work on computer-
ized tasks requiring the control of dominant responses 
(Cranwell et al., 2014). After the training (typically 2 
weeks long), laboratory or everyday-life indicators of self-
control strength or stamina are compared to a control 
group. Training effects have been investigated on out-
come variables such as success in quitting smoking 
(Muraven, 2010b), laboratory aggression (Denson, Capper, 
Oaten, Friese, & Schofield, 2011), or physical persistence 
(Cranwell et al., 2014).

The hypothesis that training self-control leads to broad 
improvements in self-control across domains is both 
intriguing and risky: It is intriguing because the trainability 
of self-control has implications for many subfields of psy-
chology and is of high practical importance. Among other 
benefits, it would open the possibility of helping people 
deal with self-control problems in one domain by practic-
ing self-control in a completely different domain. For 
instance, consider an obese person having gone through 
countless unsuccessful diets, still wishing to lose weight. 

At this point, any new intervention directly concerned 
with restraining eating behavior may be difficult, because 
dieting is closely associated with frustration and feelings of 
personal failure. The self-control training hypothesis is 
intriguing in that it suggests this person could succeed at 
dieting by practicing self-control in unrelated and emo-
tionally uncharged activities.

The self-control training hypothesis is a risky hypothesis 
because other literatures on training psychological capa-
bilities are not very encouraging concerning appreciable 
and broad benefits in people’s lives. Consider the literature 
on cognitive training of executive functions such as work-
ing memory capacity or task-shifting (Miyake & Friedman, 
2012). This literature shows that the transfer of improve-
ments in the specific training tasks to other tasks measuring 
the same construct (i.e., from one working memory task to 
the other) is sometimes found (near transfer). By contrast, 
transfer rarely emerges to related constructs (i.e., from 
working memory to task-shifting) or behaviors that should 
benefit from improving the focal construct (far transfer; 
Melby-Lervåg & Hulme, 2013; Melby-Lervåg, Redick, & 
Hulme, 2016; Owen et al., 2010; Shipstead, Redick, & 
Engle, 2012). The empirical studies that have been con-
ducted to date to test the self-control training hypothesis 
have exclusively focused on far transfer—training took 
place in one domain (e.g., controlling speech and/or pos-
ture) and dependent variables were collected in different 
domains (e.g., persistence, aggression).

Within the self-control literature, related but distinct 
conceptualizations of self-control stress the importance 
of learning essential self-control skills early in life 
(Heckman, 2006; Mischel et al., 2011; Moffitt et al., 2011). 
For example, preschoolers can learn to conceive desired 
objects as less tempting by focusing on their nonconsum-
matory features (Mischel & Baker, 1975). Recent meta-
analytic evidence suggests that teaching such self-control 
skills is effective in children and adolescents to improve 
self-control (g = 0.32) and to reduce delinquency (g = 
0.27; Piquero et al., 2016). The self-control training 
interventions reviewed in the present meta-analysis focus 
on repeatedly overriding dominant responses without 
teaching strategies on how to do so. This approach might 
be less effective to appreciably and enduringly improve 
self-control.

Previous Meta-Analyses

Two peer-reviewed meta-analyses have previously sum-
marized evidence relating to the self-control training 
hypothesis. The first meta-analysis included a total of 
nine published studies and revealed a large average 
effect of d+ = 1.07 (Hagger, Wood, Stiff, & Chatzisarantis, 
2010). Among these nine studies were three studies with 
exceptionally large effects sizes up to d+ > 8 (sic!) and 
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unclear methodology (Oaten & Cheng, 2006a, 2006b, 
2007), leading to a very wide 95% CI for the estimated 
average effect size [0.10, 2.03]. A more recent meta-
analysis excluded these 3 studies and included a total of 
10 published studies (Inzlicht & Berkman, 2015). Inzlicht 
and Berkman used the recently introduced p-curve 
method (Simonsohn, Nelson, & Simmons, 2014) to com-
pute two estimates of the meta-analytic self-control train-
ing effect size—one based on the first dependent variable 
reported for a given study, the other based on the last 
dependent variable reported. All other effects were dis-
carded. The first estimate was d = 0.17, CI95 [−0.07, 0.41], 
a small effect not significantly different from zero. The 
second estimate was d = 0.62, CI95 [0.13, 1.11], a stronger 
but also more volatile effect size.2

The Present Meta-Analysis

The present meta-analysis aims to deliver a comprehen-
sive summary of the published and unpublished evi-
dence and to considerably extend previous work. In 
particular, we pursued three goals: First, we aimed at 
estimating the average self-control training effect based 
on the most comprehensive data base possible. With 33 
studies (23 published, 10 unpublished), we included 
more than three times as many studies than the Hagger 
et al. (2010) and the Inzlicht and Berkman (2015) meta-
analyses. In addition, we based our estimates on all 
reported dependent variables, an issue of importance 
given that many of the original studies reported several 
dependent variables. In such cases, basing effect size 
estimates solely on the first and/or last reported effect 
(Inzlicht & Berkman, 2015) inevitably implies a loss of 
valuable information.

Second, we sought to conduct moderator analyses to 
elucidate boundary conditions of the self-control training 
effect. Moderator analyses can be crucially informative 
for both theory building and for applied purposes when 
designing self-control training procedures.

Finally, we sought to investigate the existence of small-
study effects and publication bias. Publication bias accrues 
when studies with a statistically significant result are 
more likely to be published than studies with a null 
result. Because publishing almost exclusively significant 
results is how the field worked for many years (Bakker, 
van Dijk, & Wicherts, 2012; Fanelli, 2012), meta-analyses 
tend to overestimate population effect sizes (Ioannidis, 
2008; Levine, Asada, & Carpenter, 2009).

Methods

The present review followed reporting guidelines for 
meta-analyses outlined in the PRISMA statement (Moher, 
Liberati, Tetzlaff, Altman, & The PRISMA Group, 2009). 

The study was preregistered under the international pro-
spective register of systematic reviews (PROSPERO; reg-
istration number CRD42016033917, http://www.crd.york 
.ac.uk/prospero/). Following recent recommendations for 
the reproducibility of meta-analyses (Lakens, Hilgard, & 
Staaks, 2016) and to facilitate future updates of this work, 
we made all data, code, full documentation of our proce-
dures, and additional supplementary analyses available 
on the Open Science Framework (https://osf.io/v7gxf/).

Inclusion criteria

Studies were eligible for inclusion if they (1) implemented 
at least one training procedure that contained the repeated 
control of dominant responses, (2) included at least one 
control group, (3) allocated participants randomly to con-
ditions, (4) measured at least one self-control-related out-
come variable in a different domain than the domain in 
which the training occurred, (5) assessed the outcome 
variable(s) at least 1 day after the last training session,3 and 
(6) included samples of mentally healthy adults. We 
decided to only include studies with random allocation to 
conditions because only random allocation allows for a 
causal interpretation of training effects. For studies that 
contained conditions and/or outcomes irrelevant to our 
research question, we only included the conditions and/or 
outcome variables that matched all criteria. In case of 
ambiguity about the relevance of the chosen outcome 
variable(s), we generally followed the arguments of the 
original study authors. For a detailed documentation of all 
decisions that were made, see the documentation available 
on the Open Science Framework (https://osf.io/v7gxf/).

Search strategy

We conducted a systematic literature search using three 
online citation-database providers—namely, EBSCO, Pro-
Quest, and ISI Web of Science. In EBSCO, we searched the 
databases PsycINFO, ERIC, PsycARTICLES, and PSYNDEX, 
using the exact search term (TI self regulat* OR TI self 
control OR TI inhibit* OR TI willpower) AND (TI training 
OR TI practic* OR TI exercis* OR TI improv*). For ISI Web 
of Science, the exact search term was TITLE: ([self regulat* 
OR self control OR inhibition OR willpower] AND [training 
OR practic* OR exercis* OR improv*]). This search was 
restricted to entries tagged as “psychology.” In ProQuest, 
we searched for ([“self regulat*” OR “self control” OR “inhi-
bition” OR “willpower”] AND [“training” OR “practice” OR 
“exercise”] AND “psychology”). All databases were searched 
from 1999 onward, the publication year of the first self-
control training study (Muraven, Baumeister, & Tice, 1999). 
Additionally, we issued calls for unpublished data through 
the mailing lists of three scientific societies (SPSP, EASP, 
SASP) and personally corresponded with researchers that 

http://www.crd.york.ac.uk/prospero/).
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are active in the field. Finally, the literature search was 
complemented by unsystematic searches and reference 
harvesting from included studies and relevant overview 
articles.

Screening

Titles and abstracts of 4,075 records were screened by 
the second author for relevance to the present work. Of 
these, 4,026 were excluded. Forty-nine full-text articles 
were assessed for eligibility according to the inclusion 
criteria. Twenty-eight were included in the final database. 
The PRISMA flow chart in Figure 1 provides details about 
these steps.

Study coding

We coded several potential moderator variables of self-
control training effects. One potential moderator pertains 
to the type of training that was implemented, some 

pertain to the study level, and some pertain to level of 
the outcome used. For further potential moderators and 
respective analyses, please see the Supplemental Material 
available online. The second author and a research assis-
tant coded all potential moderators explained in the 
remainder of this section (see documentation on the OSF 
for details). Interrater reliability was examined using 
intraclass correlation (ICC) for continuous moderators—
ICC(1,1) (Shrout & Fleiss, 1979) and Cohen’s Kappa for 
categorical moderators (Cohen, 1968). Interrater reliabil-
ity for the study coding was high by common standards 
(Cicchetti, 1994), mean κ = 0.83, mean ICC(1,1) = 0.92.

Treatment-level moderator
Type of training. Some training procedures may be 

more effective than others. For example, training proce-
dures that require more deliberate and effortful behav-
ioral control (e.g., repeatedly squeezing a handgrip over 
several weeks) may differ in effectiveness from training 
procedures that require more frequent but less rigorous 
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Fig. 1. PRISMA flow chart of the literature search and study coding.
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behavioral control (e.g., using one’s nondominant hand 
for everyday activities).

Study-level moderators
Length of training. Longer training procedures may 

lead to stronger training effects. Length of treatment was 
coded in days. Length of training was coded as a study-
level (instead of a treatment-level) moderator because in 
all studies with more than one treatment condition treat-
ment length was equal across conditions.

Publication status. Studies with statistically significant 
results are more likely to be published, possibly leading 
to an overestimation of the average effect size. Published 
and in press studies were coded as published and all 
others as unpublished. (For a more comprehensive treat-
ment of potential publication bias, see below.)

Research group. The self-control training hypothe-
sis was derived from the strength model of self-control 
(Baumeister et al., 2007). Perhaps researchers from this 
group are more experienced and more skilled at oper-
ationalizing relevant variables than other researchers. 
Alternatively, they may also be more biased in favor of 
the self-control training hypothesis. Given the criticisms 
to the strength model, it is also possible that researchers 
from other research groups are biased against the hypoth-
esis. Following Hagger et al. (2010), a study was coded 
“Strength model research group” if one of the authors or 
committee members of a dissertation or master’s thesis 
was Roy Baumeister or one of his known collaborators 
(alphabetically: DeWall, Gailliot, Muraven, Schmeichel, 
Vohs). All other studies were coded “other.”

Control group quality. Intervention effects that are 
based on comparisons of training conditions with inactive 
control groups can result from multiple different working 
mechanisms (e.g., demand effects, stronger engagement 
in the study in the intervention group, etc.). Active con-
trol groups narrow down the range of plausible work-
ing mechanisms and provide a more conservative test of 
the self-control training hypothesis. Control groups were 
coded as active when they worked on any task while the 
intervention group received treatment; all other control 
groups were coded as inactive.

Gender ratio. Meta-analytic evidence suggests that 
trait self-control is more strongly linked to the inhibi-
tion of undesired behaviors in males than in females (de 
Ridder, Lensvelt-Mulders, Finkenauer, Stok, & Baumeis-
ter, 2012). Thus, to the extent that self-control training 
improves trait self-control, training may show stronger 
effects in males than in females. We coded the gender 
ratio as the percentage of males in the sample.

Outcome-level moderators
Type of outcome. Training effects on some outcome 

variables may be stronger than on others. We grouped 
outcome variables into clusters representing differ-
ent content domains (e.g., physical persistence, health 
behaviors, academic behaviors).

Lab versus real-world behavior. For some outcomes, 
the relevant behavior is performed in the laboratory (e.g., 
computerized performance tasks). For others, the rele-
vant behavior refers to real-world behavior performed 
outside the laboratory (e.g., “How often have you done X 
during the last week?”) and may also be assessed outside 
the laboratory (e.g., daily diaries). Behavior assessed in 
the laboratory may provide more experimental control, 
and variables that reflect real-world behavior or experi-
ence may have higher external validity. Outcomes were 
coded as “lab behavior” or “real-world behavior.”

Stamina versus strength. Some outcomes were assessed 
without a preceding effortful task, others after an effortful 
task. Outcomes were coded as “self-control stamina” (i.e., 
resistance to ego depletion) when they were preceded 
by an effortful task and as “self-control strength” when 
they were not preceded by an effortful task.

Maximum versus realized potential. Some dependent 
variables require the participant to perform as well as 
possible (i.e., realize their full self-control potential; e.g., 
Stroop task or keep hand in ice water for as long as 
possible). When not prompted, people may not always 
access their maximum potential but realize only a part of 
it in a given situation. Self-control training may differen-
tially affect the maximum potential people can exert and 
the realized potential they do willingly exert.

Follow-up. Training effects may deteriorate with increas-
ing time between the end of training and outcome mea-
surement. Follow-up was coded as the number of days 
between the last day of training and the outcome mea-
surement. If the outcome measurement spanned across a 
period of time, the middle of this time period was used 
to calculate follow-up.

Effect size coding

We computed Hedges’ g effect sizes and respective vari-
ances (Varg) for all effects (Hedges, 1981). Hedges’ g is 
similar to Cohen’s d but corrects for small sample bias. 
Two design types were prevalent: pretest-posttest-control 
designs (PPC) and posttest-only-control designs (POC). 
For continuous dependent variables, we first computed 
Cohen’s d and its variance Vard and then applied Hedges’ 
correction factor for small sample bias to compute g and 
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Varg. For PPC designs, Cohen’s d was defined as the differ-
ence of mean improvement between the training group 
and the control group, divided by the pooled pretest 
standard deviation (SD):
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Thus, the numerator in the Cohen’s d fraction was a 
difference of differences—that is, the difference of the 
mean improvement (Mpost – Mpre) between the two condi-
tions. Standardizing by pooled pretest SD rather than 
pooled posttest SD or pooled total SD has been shown  
to yield a more precise estimate of the true effect, as 
interventions typically cause greater variation at posttest 
(Morris, 2008).

For POC designs, Cohen’s d was defined as the differ-
ence in means divided by the pooled posttest standard 
deviation.
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For noncontinuous variables, appropriate effect sizes 
for the respective scale level were computed and then 
transformed to Hedges’ g (Hedges, 1981). When possible, 
effect sizes were computed from descriptive statistics and 
sample sizes. We contacted the authors if required infor-
mation was missing in the manuscript. Eighteen out of 23 
responded to our inquiry. If authors did not respond or 
could not provide the required information, we approxi-
mated the effect size as closely as possible using the 
information provided in the original manuscript.

Some studies included more than one treatment group 
or control group (e.g., using self-control training tasks 
and/or control tasks from different domains). When mul-
tiple treatment and/or control groups were implemented, 
we compared each treatment group separately against 
each control group. For studies that included multiple 
outcomes, we computed one effect size per outcome for 
each comparison. For example, a study reporting two 
treatment groups, two control groups, and three outcomes 
would contribute a total of 12 effect sizes (2 treatments × 
2 controls × 3 outcomes). Some studies reported multiple 
measurements of the same outcomes after training. In 

these cases, we only included the measurement tempo-
rally most proximate to the training phase (exception: 
follow-up moderator analysis; see next paragraph).

For the moderator analysis “follow-up,” we contrasted 
outcome variables measured directly after the training 
(posttraining, see above) with later measurement occasions 
(follow-up). If a study included both posttraining and 
follow-up measurements, we included effect sizes for both 
time points. When multiple training and/or control groups 
were implemented, we combined them, respectively, before 
computing the effect sizes, as type of training/control group 
was not of interest in this particular analysis.

Meta-analytic procedure

We deviated from the path of data analysis outlined in 
the preregistration because we followed valuable reviewer 
suggestions made in the editorial process (i.e., reliance 
on the robust variance estimation, RVE, approach; see 
below). All analyses were conducted using random 
effects models because self-control training interventions, 
control groups, and outcome variables varied consider-
ably between studies. Hence, it was unreasonable to 
expect one true, “fixed” population effect.

Conventional meta-analytical techniques assume that 
effect sizes are statistically independent. Including multi-
ple effect sizes stemming from multiple outcomes or com-
parisons per study violates this assumption (Lipsey & 
Wilson, 2001). Several approaches have been proposed to 
address this issue and to arrive at a set of independent 
effect sizes (for an overview, see Marín-Martínez & 
Sánchez-Meca, 1999). One widely used approach aver-
ages and adjusts effect sizes based on the correlation of 
the combined effect sizes (Borenstein, Hedges, Higgins, & 
Rothstein, 2009). More specifically, the effect size variance 
estimate is more strongly reduced if the combined out-
comes are weakly correlated compared to when they are 
highly correlated. This reflects the idea that uncorrelated 
outcomes contain broader informational value than highly 
correlated outcomes. One downside of this approach is 
that averaging effect sizes leads to a loss of information 
because analyses on the level of effect sizes are no longer 
possible. To illustrate, consider a study reporting treat-
ment effects on reading and mathematics achievement. 
Averaging these effect sizes delivers one study summary 
effect. The single summary effect prohibits a moderator 
analysis investigating effects of the treatment on different 
outcomes such as reading versus mathematic achieve-
ment across several studies in the meta-analysis.

The recently developed RVE approach for meta-analysis 
(Hedges, Tipton, & Johnson, 2010) solves this issue. It per-
mits conducting random effects meta-regression on depen-
dent effect sizes, thus offering many advantages over the 
previously described averaging approach. Unfortunately, 



Meta-Analysis of Self-Control Training 1083

there are some drawbacks to RVE as well. First, RVE esti-
mates the correlation matrix of dependent effect sizes 
rather than accounting for it directly. It will therefore gen-
erally yield less precise results than approaches that 
incorporate the empirical correlation structure (e.g., the 
procedure proposed by Borenstein et al., 2009). Second, 
because the approach is relatively novel, the validity of 
some key meta-analytical techniques has not yet been 
validated in the RVE context, such as regression-based 
tests for small-study effects, Trim and Fill procedures, or 
power analyses. Third, although it is possible to calculate 
point estimates of true variance in the effect sizes in RVE 
(i.e., I2), there are currently no significance tests of these 
estimates available. Hence, researchers must rely on con-
ventions when interpreting the true variance of effect 
sizes (Higgins & Green, 2011).

Considering the respective (dis)advantages of the 
Borenstein approach and the RVE approach, we adopted 
the following threefold strategy for the present meta-
analysis: First, we computed the global summary effect of 
self-control training based on RVE and provide the paral-
lel estimate based on the Borenstein approach for con-
verging evidence. Second, all moderator analyses were 
run based on RVE. Third, all tests to detect and correct for 
small study effects were run based on the Borenstein 
approach, as the validity of these procedures has not yet 
been investigated in the RVE context. We also ran these 
analyses within the RVE approach for converging evi-
dence. These latter analyses should be interpreted with 
caution, however. Please refer to the Supplemental Mate-
rial available online for details of the Borenstein approach. 
We relied on the MAd package to implement the approach 
(Del Re & Hoyt, 2014).

RVE. All RVE models were fitted using the robumeta 
package for R (Fisher, Tipton, & Hou, 2016). We ran the 
RVE analyses with the following specifications: First, 
standard RVE has been shown to perform satisfactorily 
with a minimum of 10 studies when estimating summary 
effects and with a minimum of 20–40 studies when esti-
mating slopes in meta-regression (Hedges et al., 2010; 
Tipton, 2013). When the number of studies falls below 
these limits, significance tests tend to have inflated Type 
I error rates. We therefore implemented significance tests 
that incorporate small sample corrections for all RVE 
models (Tipton, 2015; Tipton & Pustejovsky, 2015). Spe-
cifically, we conducted Approximate Hotelling-Zhang 
tests for testing multiple parameters (Tipton & Pustejovsky, 
2015, abbreviated HTZ in the clubSandwhich package 
that we employed to run these analyses, Pustejovsky, 
2016) and t tests for single parameters (Tipton, 2015). 
Both HTZ and t values had small-sample-corrected 
degrees of freedom and adjusted variance-covariance 

matrices. It is important to note that the single-parameter 
t test (but not the multiple parameter HTZ test) may pro-
vide inaccurate results when degrees of freedom fall 
below df = 4. Consequently, we caution the reader to 
interpret the results when this was the case, and we 
refrained from reporting p values and confidence inter-
vals in the figures depicting analyses with df < 4.

Second, meta-analysts using RVE need to decide how 
to weight the effect sizes. Following recent recommenda-
tions (Tanner-Smith & Tipton, 2014), we set the weights 
to account for the type of dependence that is likely to be 
most prevalent in the dataset (i.e., dependence due to 
correlated rather than hierarchical effects). Third, we esti-
mated the average correlation of effect sizes by first aver-
aging all Fisher z-transformed outcome correlations per 
study, averaging these means across all studies, and then 
transforming the value back to a Pearson correlation. 
This procedure returned a mean outcome correlation of 
r = .18. We additionally conducted sensitivity analyses for 
all models by varying the correlation estimate from r = 0 
to r = 1 in steps of r = .2. This did not appreciably influ-
ence the conclusions drawn from the models. For exam-
ple, the overall mean estimate of self-control training 
effectiveness only changed by Δg = 0.0002 when going 
from r = 0 to r = 1.

In order to compute the overall summary effect, we 
fitted an intercept-only random-effects RVE model to the 
set of dependent effect sizes. The regression coefficient 
of this model can be interpreted as the precision-weighted 
mean effect size of all studies, corrected for effect-size 
dependence. The corresponding significance test probes 
whether the estimate is significantly different from zero. 
To estimate the variance of true effects, we computed T 2 
(DerSimonian & Laird, 2015), which estimates the true 
heterogeneity of effects in the same metric as the original 
effect size. For a more interpretable measure of heteroge-
neity, we also computed I2 (Higgins, Thompson, Deeks, 
& Altman, 2003), which reflects the estimated proportion 
of true variance in the total observed variance of effect 
sizes.

To examine the convergence of RVE and the more 
conventional approach (Borenstein et al., 2009), we also 
computed an overall summary effect from the set of inde-
pendent effect sizes by fitting a conventional random-
effects model to the data using the metafor package 
(Viechtbauer, 2010, 2016). To test the dispersion of observed 
effect sizes for significance, we computed Cochran’s Q 
(Cochran, 1954) that is defined as the ratio of observed 
variation to the within-study error. Q follows a χ2 distri-
bution. A significant Q value provides evidence that the 
true effects vary. We again computed T 2 and I 2 to esti-
mate true heterogeneity. The summary effect was com-
puted as the precision-weighted mean of all independent 
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effect sizes. Weights were set to the inverse of the sum of 
the respective effect size variance (Varg) and the esti-
mated true heterogeneity (T 2).

Moderation analyses. To test for moderation, we 
employed mixed-effects RVE models. RVE offers the 
advantage that several moderators can be analyzed 
simultaneously while taking dependence of predictors 
(moderators) and outcomes (effect sizes) into account. 
These models logically extend standard multiple regres-
sion to meta-analysis. Accordingly, methodological con-
cerns relevant in multiple regression are also relevant to 
meta-regression, especially overfitting of models, con-
founding among predictor variables, and low power. 
The number of studies and effect sizes was not large 
enough to include all coded moderators in a single 
model. We therefore followed a stepwise procedure to 
analyze the effect of moderators on the summary self-
control training effect. In a first step, we separately tested 
the bivariate relationship of each moderator with the 
effect sizes. Categorical predictors were dummy coded, 
and continuous predictors were entered without trans-
formation. This step delivers evidence for moderators 
without accounting for the influence of other, potentially 
correlated moderators.

In a second step, we entered multiple predictors 
simultaneously into the model to control for possible 
confounds between moderators. To avoid overfitting of 
the model, it was necessary to preselect predictors. 
Because we had no a priori theoretical rationale for the 
relative importance of the various moderators, we exam-
ined the converging evidence of a twofold strategy to 
determine the most suitable set of predictors. The first 
strategy was to select all moderators with p values of .100 
or smaller in the bivariate tests (see previous paragraph). 
The second strategy was to fit models for all possible 
combinations of predictor variables. From this set, we 
retrieved the 100 models that explained the largest 
amount of true heterogeneity in the effect sizes as indi-
cated by I2. Next, we scored the relative importance of 
each moderator according to the following rule: A mod-
erator received a score of 100 if it was included in the 
best model (i.e., the model explaining the largest amount 
of true heterogeneity), a score of 99 if it was included in 
the second best model, and so forth. Scores per modera-
tor were summed up to create indices of relative impor-
tance. Thus, the maximum importance score was 5,050 
for a moderator that was included in all of the hundred 
most potent models. We then chose moderators to be 
included in the model based on their importance indices. 
This approach should be less susceptible to chance pat-
terns in the data biasing the model than simply selecting 
the model with the single lowest I2 because relative 
importance across multiple models is taken into account. 
We developed this method of selecting predictors based 

on the idea of all-subsets methods in multiple regression 
(Hocking, 1976), as there are currently no other methods 
for model building in meta-analysis available.

Small-study effects and  
publication bias

Publication bias results if studies with certain characteris-
tics (e.g., significant effects, large effect sizes) are system-
atically more likely to be submitted for publication by 
authors and/or accepted for publication by journals than 
studies with nonsignificant or negligible effect sizes. If 
this happens, the published literature is not representa-
tive of the full body of research and overestimates the 
population effect size (Ioannidis, 2008). Publication bias 
is a pervasive problem in the social sciences including 
psychology (Bakker et al., 2012; Franco, Malhotra, & 
Simonovits, 2014, 2016).

When a given literature is affected by publication bias, 
there will likely be a negative relationship between stud-
ies’ effect sizes and their precision (or sample size): More 
precise studies with larger samples yield smaller effect 
sizes. This relationship is found in many meta-analyses 
(Levine et al., 2009). Small studies are more likely than 
larger studies to be excluded from the published litera-
ture due to nonsignificance or to be influenced by ques-
tionable data analysis methods that lead to significant 
findings at the cost of a factually increased Type I error 
(e.g., p-hacking; Simmons, Nelson, & Simonsohn, 2011). 
Therefore, several statistical methods to detect and cor-
rect for publication bias investigate the relation between 
effect size and precision. These assume that in an unbi-
ased literature small studies (on average) should be no 
more likely to deliver strong effects than larger studies.

It is important to note that a negative relationship 
between effect size and precision may also result from 
unproblematic causes other than publication bias. For 
example, smaller studies may have used other popula-
tions that may be more strongly affected by the interven-
tion. Further, it is possible that certain particularly effective 
interventions are more readily applied in small than in 
large studies. Also, experimental manipulations may be 
more rigorously (and therefore more effectively) applied 
in small than in large studies (Sterne et al., 2011). These 
kinds of small-study effects reflect true heterogeneity of 
effect sizes. This heterogeneity may be quantified and 
potentially explained by statistical analyses such as mod-
erator analyses. Importantly, they are not a problematic 
sign of publication bias. In case of an empirically nega-
tive association of effect size and study precision, meta-
analysts therefore need to reflect about possible reasons 
for this relationship with respect to the specific body of 
research that is being investigated.

We applied two methods to detect publication bias 
(Funnel plot, Egger’s regression test) and two further 
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methods to correct for publication bias (Trim and Fill; 
Precision Effect Estimation With Standard Error, PEESE). 
In the way they have been developed and validated, 
these techniques require statistical independence, so we 
applied them to the set of independent effect sizes 
(Borenstein approach). However, the logic of Egger’s 
regression test and PEESE can be readily extended to 
RVE. We report both approaches for these procedures, 
but caution is warranted in interpreting the RVE variants 
until the techniques have been thoroughly validated in 
RVE.

Funnel plot. A funnel plot provides a graphical depic-
tion of the relation between effect size and study preci-
sion. Effect size is plotted on the x axis and precision (as 
indicated by the standard error of the study effect size) 
on the y axis with highest precision on top. Funnel plots 
feature a triangle that is centered on the empirical fixed 
effect estimate. The width of the triangle is 1.96 standard 
errors to either side such that 95% of studies would be 
expected to fall within the triangle in the absence of 
small study effects and heterogeneity. Studies are expected 
to spread symmetrically around the estimated effect and 
increasingly closer to the actual population effect as pre-
cision increases. Asymmetry of the funnel plot indicates 
small study effects that may be indicative of publication 
bias. Importantly, the funnel plot assumes homogeneous 
effect sizes—that is, all interventions share the same 
underlying population effect size. This is an assumption 
that is unlikely for research in the social sciences (Boren-
stein et al., 2009). Under the more realistic assumption of 
a random-effects model and true heterogeneity, funnel 
plots may overestimate small study effects and, ultimately, 
publication bias (Lau, Ioannidis, Terrin, Schmid, & Olkin, 
2006).

Egger’s regression test. Egger’s regression test investi-
gates whether there is a statistically significant relation-
ship between effect sizes and study precision. The 
currently advocated variant is a random-effects meta-
regression of study effect size on study standard error 
with an additive between-study error component (Sterne 
& Egger, 2005). A significant regression weight for the 
studies’ standard error indicates the presence of small-
study effects and potentially publication bias. Similar to 
other regression-based methods, Egger’s regression test 
suffers from low statistical power when the number of 
studies is small (Kromrey & Rendina-Gobioff, 2006). The 
test also performs unsatisfactorily under conditions of 
heterogeneity. However, this downside is partly compen-
sated for by the advantage that the approach can incor-
porate other study characteristics (that may account for 
heterogeneity). This allows investigating whether a pos-
sible relation between study precision (as indicated by 

the study standard error) and effect size remains signifi-
cant after controlling for other potential influences on 
effect sizes (Sterne & Egger, 2005). Extending the idea of 
the test, we additionally investigated the relationship of 
effect size and standard errors in a mixed-effects RVE 
meta-regression with dependent effect sizes.

Trim and Fill. The Trim and Fill method (Duval & 
Tweedie, 2000a, 2000b) investigates asymmetry in a fun-
nel plot. The algorithm removes extreme studies until the 
funnel plot is symmetric, yielding (in theory) an unbiased 
overall effect size estimate. It then imputes mirror images 
of the trimmed studies to estimate the correct variance of 
the overall distribution of studies. The Trim and Fill 
method suffers from the funnel plot’s problematic 
assumption of truly homogeneous studies and a fixed 
effect size. In fact, simulation studies showed that Trim 
and Fill may even adjust for publication bias when factu-
ally none exists; reversely, it may adjust insufficiently 
when in fact publication bias is strong—especially when 
a few precise studies diverge from the overall meta-
analytic estimate (Inzlicht, Gervais, & Berkman, 2015; 
Moreno et al., 2009; Terrin, Schmid, Lau, & Olkin, 2003). 
Another problem is that the method assumes publication 
bias to be driven by weak effects, whereas indeed it is 
more likely that it is driven by statistical nonsignificance 
(Simonsohn et al., 2014). Large studies with significant 
results but weak effects are more likely to be published 
than smaller studies with big, but nonsignificant, effects.

PEESE. PEESE (Stanley & Doucouliagos, 2014) com-
putes a meta-regression in which the squared standard 
errors of the effect sizes (an indicator of precision) pre-
dict the effect sizes. If there is a significant relationship, 
this may indicate small study effects and potentially pub-
lication bias. The intercept of this regression line is 
thought to indicate the effect size of a “perfect” study 
with a standard error of zero that is used as an indicator 
of the bias-corrected overall meta-analytic effect size. 
Because PEESE is based on linear regression, it works 
best in meta-analyses with large numbers of studies. We 
fitted an additive error random-effects model to derive 
the intercept for PEESE.4 Additionally, we extended the 
logic of this test to RVE and investigated the intercept in 
a mixed-effects RVE model that regressed (dependent) 
effect sizes on squared standard errors.

Results

Characteristics of included studies

The search identified 4,075 articles, of which 28 were eli-
gible for inclusion, contributing a total of 33 studies. See 
Figure 1 for a PRISMA flow chart and the documentation 
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on the Open Science Framework (https://osf.io/v7gxf/)  
for (a) a list of excluded studies with reasons for exclusion 
and (b) full references for all included studies. Out of 
these 33 studies, 10 were unpublished as of December, 
14, 2016. Publication dates ranged from 1999 to 2016 
(Mdn = 2014). Self-control training was operationalized 
through a diverse set of training paradigms. For instance, 
participants were prompted to use their nondominant 
hand for everyday tasks, to complete multiple sessions of 
computerized inhibitory control tasks, or to control their 
diet. The majority of training procedures lasted 2 weeks 
(m = 19 effect sizes). In total, the analysis included data 
from 2,616 participants who were on average 21.63 years 
old. The average total sample size per study was n = 79, 
comprising mostly student samples (k = 27 studies) and 
females (Mfemale = 67%). A wide array of outcomes was 
used to measure self-control-related constructs after (k = 
16) or both before and after the training (k = 17). Nine 
studies also included a follow-up measurement. Training 
effects were predominantly evaluated through inhibitory 
control tasks (m = 18) or in the domains of physical per-
sistence (m = 15), health behavior (m = 16), and affect and 
well-being (m = 29).

Main analyses

Outlier treatment. Initial examination of the data 
showed that no effect deviated markedly from the rest of 
the distribution (zmin = −2.80, zmax = 2.78). Leave-one-out 
analyses showed that sequential removal of each effect 
size, respectively, did not strongly influence the RVE point 
estimate or precision of the summary effect (Δgmin = 
−0.022, Δgmax = 0.021, ΔI2

min = −2.09%, ΔI2
max = 1.24%). We 

therefore did not replace any effect sizes for the RVE 
analyses.

Examination of the independent study-level effect sizes 
(Borenstein approach) showed that one study (Davisson, 
2013; g = −0.67) deviated markedly from the rest of the 
distribution as indicated by several influence statistics, z = 
−2.61 (next closest: z = −1.27), rstudent = −3.53 (next clos-
est: rstudent = −1.13), DFFITS = −0.45 (clearly detached from 
the distribution), Cook’s D = 0.16 (clearly detached from 
the distribution). The study also had a strong influence on 
the heterogeneity estimate (ΔI2 = −12.21%). We therefore 
replaced this outlier effect size with the next most extreme 
effect size (g = −0.16) for all analyses based on indepen-
dent study-level effect sizes.

Summary effect. The RVE random-effects mean effect 
size of self-control training was g = 0.30, CI95 [0.17, 0.42], 
p < .001, a small to medium effect size according to the 
conventions by Cohen (1988). More than half of the vari-
ance in observed effect sizes was estimated to reflect true 
differences in effect sizes (I 2 = 59.13%, T 2 = 0.093). 

According to common conventions, this amount of het-
erogeneity can be classified as moderate-to-substantial 
(Higgins et al., 2003).

We also computed a summary effect from the set of 
independent effect sizes by fitting a conventional intercept-
only random-effects model (Borenstein approach). This 
analysis largely replicated the results of the RVE model in 
terms of the point estimate (g = 0.28, CI95 [0.19, 0.38], p < 
.001) and heterogeneity (I2 = 48.47%, Q[32] = 62.10, p = 
.001, T 2 = 0.032). Study statistics and results of this analysis 
are depicted in Figure S1 in the Supplemental Material 
available online.

Moderator analyses

Descriptive statistics, confidence intervals, and inferential 
statistics of all categorical moderator variables are pro-
vided in Table 1. Numbers of effect sizes per group (m) 
are provided in parentheses. Results of the meta-regressions 
for continuous moderators are provided in Table 2.

Treatment-level moderator
Type of training. Five types of training procedures 

were applied in at least five studies. The most effect sizes 
originated from studies that used repeated sessions of 
computerized inhibitory control training (g = 0.21, m = 
56), followed by training procedures prompting partici-
pants to use their nondominant hand for everyday tasks 
(g = 0.42, m = 49). Other common procedures required 
participants to repeatedly press and squeeze a hand 
strength training device until failure (g = 0.37, m = 21), 
to continuously regulate their posture by sitting and 
walking upright (g = 0.23, m = 11), or to continuously 
regulate their diet (g = −0.01, m = 8). Despite substantial 
descriptive differences, the overall analysis between the 
subgroups was not significant, HTZ(7.37) = 1.11, p = .421 
(Fig. 2).

Study-level moderators
Length of training. The majority of studies used a 

training procedure with a duration of 2 weeks (m = 19; 
58%). Thus, there was little variability in training dura-
tion, precluding a meaningful test of this moderator. Con-
sequently, there was no significant moderation effect of 
the length of the training duration, b1 = 0.003, t(4.01) = 
0.44, p = .682 (Fig. S2 in the Supplemental Material avail-
able online).

Publication status. On average, effect sizes were 
almost three times larger for published (g = 0.37, m = 
131) than for unpublished studies (g = 0.13, m = 27). 
This difference was close to conventional levels of statis-
tical significance, t(16.47) = 1.76, p = .098 (Fig. S3 in the 
Supplemental Material available online).
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Table 1. Results of Moderation Analyses for Categorical Moderators

Summary effect and 95% CI Test of moderation  

Moderator g LL UL t df p kstudy meffects Statistic df p I2

Treatment-level moderator  
 Type of training HTZ = 1.11 7.37 .421 54.85%
  Inhibitory control task 0.21 −0.02 0.44 2.04 9.41 .070 11 56  
  Handgrip 0.37 — — 5.21 3.66 — 5 21  
  Nondominant hand 0.42 0.25 0.59 5.58 9.25 <.001 11 56  
  Posture regulation 0.23 — — 2.55 2.53 — 4 11  
  Diet regulation −0.01 — — −0.02 2.61 — 4 28  
Study-level moderators  
 Publication status t = 1.76 16.47 .098 56.48%
  Published 0.37 0.24 0.51 5.83 20.53 <.001 23 131  
  Unpublished 0.13 −0.16 0.41 1.01 8.52 .338 10 27  
 Research group t = 2.49 12.53 .028 55.61%
  Strength model 0.51 0.29 0.74 5.42 7.20 <.001 9 22  
  Other 0.22 0.08 0.36 3.19 21.81 .004 24 136  
 Control group quality t = 1.73 20.79 .099 57.43%
  Active control group 0.23 0.08 0.39 3.10 19.70 .006 22 79  
  Inactive control group 0.43 0.23 0.64 4.68 11.02 <.001 13 79  
Outcome-level moderators  
 Type of outcome HTZ = 1.55 10.40 .259 62.76%
  Affect and well-being 0.30 −0.12 0.71 1.87 4.70 .124 6 29  
  Health behavior 0.12 −0.21 0.45 1.01 4.01 .368 6 16  
  Inhibition 0.17 −0.26 0.59 0.90 8.30 .395 11 18  
  In hibition after ego 

depletion
0.48 0.10 0.86 3.33 4.54 .024 6 9  

  Physical persistence −0.06 −0.42 0.29 −0.46 5.28 .665 8 15  
 Su bjectivity of outcome 

measurement
t = 0.30 26.07 .588 59.79%

  Other 0.32 0.13 0.51 3.50 21.90 .002 26 80  
  Subjective 0.26 0.14 0.39 4.44 13.93 <.001 18 78  
 La b-based versus  

real-world behavior
t = −0.88 16.32 .392 59.35%

  Lab-based 0.32 0.16 0.48 4.18 24.35 <.001 29 79  
  Real-world 0.23 0.05 0.40 2.93 10.00 .015 12 79  
 Stamina versus strength t = −2.84 17.52 .011 56.50%
  Stamina 0.60 0.33 0.87 4.83 11.79 <.001 16 29  
  Strength 0.21 0.07 0.34 3.14 23.92 .004 28 129  
 Maximum versus 

realized potential
t < 0.01 27.75 .997 59.36%

  Maximum 0.30 0.02 0.58 2.26 15.91 .038 21 54  
  Realized 0.30 0.19 0.40 5.91 19.74 <.001 23 104  
 Follow-up t = 1.12 9.69 .291 61.22%
  Follow-up 0.18 −0.02 0.39 2.16 6.74 .069 28 9  
  Posttraining 0.31 0.16 0.45 4.32 27.00 <.001 74 31  

Note: df = associated small sample corrected degrees of freedom; g = effect size; kstudy = number of studies that contributed to the respective 
moderator level; LL = lower limit of the 95% CI; meffect = number of effect sizes in the respective moderator category; p = p value associated 
with the t value and df in the same row; t = t value associated with the g value in the same row testing statistical significance in the respective 
moderator level; UL = upper limit of the 95% CI. Statistic (test of moderation): t value for single parameter tests or Hotelling-T-approximated 
(HTZ) test statistic for multiple parameter tests. Significant test statistics indicate significance of the overall model. I2 reflects the proportion of true 
variance in the total observed variance of effect sizes after accounting for the respective moderator. For some moderator models the values for 
I 2 can become be larger than for the global summary-effect model because of missing values or differences in effect size computation. Note that 
for three subgroups in the type of training analysis, degrees of freedom fell below 4. Significance tests for the summary effects should thus not be 
interpreted. Accordingly, we did not report CI95 and p values for the respective subgroups.
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Research group. Significantly larger effects were found 
by the “strength model research group” (g = 0.51, m = 22) 
compared to other research groups (g = 0.22, m = 136), 
t(12.53) = 2.49, p = .028 (Fig. 3).

Control group quality. Descriptively smaller effects 
were evident in studies with active control groups (g = 
0.23, m = 79) compared to studies with inactive control 
groups (g = 0.43, m = 79). The difference was close to 
statistical significance, t(20.79) = 1.73, p = .099 (Fig. S4 in 
the Supplemental Material available online).

Gender ratio. We imputed two missing values for this 
moderator by fitting the linear model based on all but 
the respective two effect sizes and then entering the two 
effect sizes in the regression equation, thus predicting 
the missing values from the effect sizes. The moderating 

effect of the percentage of males in the study samples was 
close to statistical significance, b1 = 0.008, t(13.27) = 2.02, 
p = .064, such that Hedges’ g was predicted to increase 
by Δg = 0.08 per 10% more males in the sample (Fig. 4). 
Percentages ranged from 0% to 64% across studies, so any 
interpretation of this slope should be limited to this range.

Outcome-level moderators
Type of outcome. In total, the included studies featured 

94 unique dependent variables. We grouped these vari-
ables into theoretically homogeneous clusters. Note that 
degrees of freedom for significance tests of subgroup sum-
mary effects are dependent on the number of studies and 
effect sizes within the respective cluster. Significance tests 
are only interpretable when df > 4 (Tipton & Pustejovsky, 
2015). Additionally, small clusters in subgroup analyses 
can bias tests of other clusters and the full model because 

Table 2. Results of Moderation Analyses for Continuous Moderators

Meta-regression Test of moderation  

Moderator Intercept Slope t df p I2

Study-level moderators  
 Length of training 0.25 0.003 0.44  4.01 .682 60.58%
 Gender ratio 0.04 0.008 2.02 13.27 .064 55.83%

Note: Test of Moderation, t value and corresponding small-sample corrected degrees of freedom. 
Significant t values indicate significant moderation. I2 reflects the proportion of true variance in the 
total observed variance of effect sizes. For some moderator models the values for I 2 can become be 
larger than for the global summary-effect model because of missing values or differences in effect 
size computation.

Fig. 2. Moderation by type of training, HTZ[7.37] = 1.11, p = .421. g = Hedges’ g summary effect within the respective subgroup; k = number 
of studies in a subgroup; m = number of effect sizes in a subgroup; p = p value testing Hedges’ g against zero. Black dots represent individual 
effect sizes. The thick black horizontal lines represent the meta-analytic summary effects within the subgroups. The thin black horizontal lines 
represent the borders of the 95% CI around the subgroup summary effect. The dashed grey horizontal line represents the null effect at g = 0. For 
informational purposes, the sample size that was used to calculate the respective effect size is depicted on the x axis, but the moderating role 
of this attribute is not investigated in this analysis. Circle size represents the weight of the respective effect size in the meta-analytic RVE mixed-
effects model depicted here. Diet: control one’s diet; handgrip: repeated use of a handgrip squeezer; inhibition: computerized inhibition control 
training procedures; non-dominant hand: use of non-dominant hand for everyday tasks; posture: keep an upright posture in everyday life. Note 
that for three subgroups in this analysis, degrees of freedom fell below 4. The corresponding significance tests for the summary effects should 
thus not be interpreted. Accordingly, we did not report CI95 and p values for the respective subgroups.
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they tend to increase imbalance in categorical predictors. 
Thus, it was necessary to exclude small clusters from the 
analysis to arrive at a model for which all parameters are 
interpretable. To do so, we sequentially removed clusters 
with the lowest degrees of freedom, until all degrees of 
freedom for the single parameter tests were four or larger. 
This procedure retained five outcome clusters in the final 
model. These were affect and wellbeing (g = 0.30, m = 29), 
inhibitory control (g = 0.17, m = 18), physical persistence 
(g = −0.06, m = 15), health behavior (g = 0.12, m = 16), 
and inhibitory control after depletion (g = 0.48, m = 9). 
The difference between these outcome clusters was not 
significant, HTZ(10.40) = 1.55, p = .259 (Fig. 5).

Lab-based versus real-world behavior. Effect sizes for 
outcomes that were measured in the lab (g = 0.32, m = 
79) were not significantly different from outcomes that 
reflect real-world behavior (g = 0.23, m = 79), t(16.32) = 
−0.88, p = .392 (Fig. S5 in the Supplemental Material avail-
able online).

Stamina versus strength. Effects for outcomes that 
were preceded by an effortful task (stamina; g = 0.60, 
m = 29) were remarkably larger than for outcomes that 
were not preceded by an effortful task (strength; g = 0.21, 
m = 129), t(17.52) = −2.84, p = .011 (Fig. 6).

Maximum versus realized potential. Whether out-
comes reflected maximum self-control potential (g = 0.30, 
m = 54) or realized self-control potential (g = 0.30, m = 
104) had no effect on effect sizes, t(27.75) < 0.01, p = .997 
(Fig. S6 in the Supplemental Material available online).

Fig. 3. Moderation by research group, t(12.53) = 2.49, p = .028. g = Hedges’ g summary effect 
in subgroup; k = number of different studies within subgroup; m = number of effect sizes 
within subgroup; p = p value testing Hedges’ g against zero. Black dots represent individual 
effect sizes. Thick black horizontal line, meta-analytic summary effect within subgroup; thin 
black lines, 95% CI; dashed grey line, null effect at g = 0. The associated sample size for each 
effect size is depicted on the x axis for informational purposes. Circle size represents effect size 
weight for the subgroup analysis.

Fig. 4. Moderation by gender ratio. The line represents the weighted 
RVE meta-regression of effect size on gender ratio, b1 = 0.008, t(13.27) = 
2.02, p = .064. Circle size represents effect size weight.
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Follow-up. The distribution of the time-lags between 
the last day of the training and the time of outcome mea-
surement was discontinuous with very large variance and 
therefore inept for a regression analysis. We therefore 
ran a categorical moderation analysis comparing post-
test shortly after training with follow-up measurements 
(see Effect Size Coding). The follow-up measurements 
took place Mdn = 9.5 days after the last day of train-
ing (M = 42, SD = 65, min. = 3.5, max. = 184). Outcome 

measures that were assessed directly after the training 
yielded descriptively larger effect sizes (g = 0.31, m = 
74) compared to outcomes measured at later time points 
(g = 0.18, m = 28). This difference was not significant, 
t(9.69) =1.12, p = .291 (Fig. S7 in the Supplemental Mate-
rial available online).

Multiple moderators. Testing multiple moderators 
simul ta neously allows estimating the unique moderating 

Fig. 5. Moderation by type of outcome, HTZ(10.40) = 1.55, p = .259. g = Hedges’ g summary effect in subgroup; k = number of different studies 
within subgroup; m = number of effect sizes within subgroup; p = p value testing Hedges’ g against zero. Black dots represent individual effect 
sizes. Thick black horizontal line, meta-analytic summary effect within subgroup; thin black lines, 95% CI; dashed grey line, null effect at g = 0. 
The associated sample size for each effect size is depicted on the x axis for informational purposes. Circle size represents effect size weight for the 
subgroup analysis.
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Fig. 6. Moderation by strength versus stamina, t(17.52) = −2.84, p = .011. g = Hedges’ g sum-
mary effect in subgroup; k = number of different studies within subgroup; m = number of 
effect sizes within subgroup; p = p value testing Hedges’ g against zero. Black dots, individual 
effect sizes; thick black horizontal line, meta-analytic summary effect within subgroup; thin 
black lines, 95% CI; dashed grey line, null effect at g = 0. The associated sample size for each 
effect size is depicted on the x axis for informational purposes. Circle size represents effect size 
weight for the subgroup analysis.
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Table 3. Summary of RVE Mixed-Effects Meta-Regression Model Predicting Effect 
Sizes From Multiple Moderators

Variable b SE(b) t df p

Intercept  0.175 0.169  1.04 13.57 .317
Control group quality (inactive)  0.207 0.116  1.78 16.25 .094
Stamina versus strength (stamina) −0.387 0.155 −2.50 13.20 .027
Research group (strength model)  0.205 0.114  1.80 12.17 .097
Self-control potential (realized)  0.174 0.146  1.20 16.84 .248
Gender ratio  0.006 0.004  1.45 13.71 .169

Note: Categorical predictors were dummy coded with 0 and 1. The moderator level coded 
as 1 is indicated in parentheses. b = regression coefficient; df = corresponding small-sample 
corrected degrees of freedom; p = p value associated with the t value and df in the same row; 
SE(b) = standard error of regression coefficient; t = t value testing whether the regression 
coefficient in the same row is significantly different from zero. The full model was significant, 
HTZ(13.46) = 3.32, p = .036, I2 = 45.24%.

role of each predictor while controlling for the overlap 
with other moderators. For this analysis, it was necessary 
to select a subset of moderators in order to avoid overfit-
ting the model. Several moderators had to be excluded 
a priori from this process (e.g., due to missing values or 
restricted variance; please see the Supplemental Material 
available online for a full list of excluded moderators and 
reasons for exclusion).

As outlined in the Methods section, we employed two 
approaches to select the most appropriate moderators for 
this combined analysis: One approach relied on the find-
ings from the bivariate moderator analyses; the second 
approach was a data-driven bottom-up approach seeking 
to explain a high degree of heterogeneity with a small 
number of predictors.

Results of the bivariate analyses suggested entering 
four moderators with p values of p = .100 or smaller in 
the respective bivariate analysis into the combined model: 
control group quality, stamina versus strength, research 
group, and gender ratio. The data-driven bottom-up 
approach delivered converging evidence: We fitted mul-
timoderator models for all possible combinations of pre-
dictor variables, resulting in 29 = 512 models, and 
retrieved the 100 models that explained the greatest 
amount of true heterogeneity (i.e., reduction in I2). Figure 
S8 in the Supplemental Material available online reports 
the relative importance of the nine examined moderators 
and can be interpreted akin to a Scree plot in factor anal-
ysis. There was a relatively large gap in importance 
between the fifth (gender ratio) and sixth (subjectivity of 
outcome measurement) most important moderators—
suggesting entering the first five moderators in the com-
bined analysis. Four of these five moderators match those 
identified in the bivariate analyses. Maximum versus 
realized potential emerged as an additional important 

moderator despite being far from significance in the 
bivariate analysis (p = .996). This suggests that this mod-
erator binds residual variation in the other predictors and 
thereby contributes to explaining heterogeneity (sup-
pression effect; Conger, 1974). In summary, the approach 
based on the bivariate analyses and the data-driven 
bottom-up approach provided converging evidence for 
the relevance of four moderators, and the latter approach 
unveiled the contribution of one additional moderator 
potentially acting as a suppressor variable.

The full model including all five predictors was signifi-
cant, HTZ(13.46) = 3.32, p = .036 (Table 3). The model 
explained ΔI2 = 13.87% more true effect size variance than 
the intercept-only model. The moderator stamina versus 
strength again emerged as significant (p = .027). For 
research group, there still was a trend toward significance 
(p = .097). The p value for control group quality was 
almost unchanged compared to the bivariate analysis (p = 
.097). By contrast, gender ratio did not border on signifi-
cance anymore (p = .169). The alleged suppressor vari-
able, maximum versus realized potential, was also not 
significant (p = .248). These findings suggest that three of 
the four moderators that were at least marginally signifi-
cant in the bivariate tests tended to explain unique por-
tions of effect size heterogeneity, even when controlling 
for the influence of the other most potent moderators.

Note that in this regression, shared variance between 
predictors contributes to the overall model fit but is not 
assigned to any predictor specifically. Hence, to the 
extent that a predictor has a causal claim for parts of the 
nonassigned shared variance, even nonsignificant predic-
tors may be important for the overall model. Nonsignifi-
cance of predictors should therefore not be overinterpreted 
as indicating that this predictor is unimportant in explain-
ing heterogeneity.
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Small-study effects and  
publication bias

Funnel plot. Visual inspection of the funnel plot for the 
set of independent effect sizes (i.e., Borenstein approach, 
not RVE) revealed that the effect sizes were relatively 
symmetrically distributed around the summary effect 
(Fig. S9 in the Supplemental Material available online). 
For perfect symmetry, a set of studies with small-to-
negative effect sizes and low precision was missing (see 
Trim and Fill below). Six studies fell out of the interval in 
that 95% of studies would be expected for any given level 
of precision. This analysis suggests a moderate degree of 
small-study effects and potentially publication bias.

Egger’s regression test. The slope for the meta-regression 
of independent effect sizes on standard errors was signifi-
cant, bse = 1.51, SE = 0.61, z = 2.49, p = .013, indicating a 
significant funnel plot asymmetry. We additionally entered 
covariates to examine whether standard errors had unique 
predictive value beyond other moderators (Sterne & Egger, 
2005). We considered all moderators that were included in 
the multiple-predictor model reported above but could 
only enter gender ratio and research group. For the remain-
ing moderators, several studies realized more than one 
moderator value, precluding this moderator from the anal-
ysis (e.g., featuring both an active and an inactive control 
condition). The effect of standard errors remained signifi-
cant when controlling for gender ratio and research group, 

bSE = 1.29, SE = 0.62, z = 2.08, p = .038. Thus, Egger’s regres-
sion test suggests a significant degree of small-study effects 
and potentially publication bias.

The RVE equivalent of Egger’s regression test showed a 
similar yet nonsignificant relationship between standard 
errors and effect sizes, bSE = 1.37, SE = 0.80, t(15.15) =1.70, 
p = .109. After reducing heterogeneity by controlling for all 
five moderators from the multiple moderator analysis 
reported above, the effect of standard errors was clearly not 
significant anymore, bSE = 0.36, SE = 0.70, t(11.86) = 0.52,  
p = .614. Follow-up analyses revealed that the notable 
change to the standard-error-only model in the p value was 
primarily due to the fact that effect sizes for self-control stam-
ina (vs. strength) and effect sizes for inactive (vs. active) con-
trol groups tended to have greater standard errors. When 
these two moderators were not controlled for, the p value of 
the standard error predictor remained largely unchanged 
compared to the standard-error-only model (p = .136).

Trim and Fill. After the previously reported bias-detection 
techniques, we turned to bias-correction techniques. The 
Trim and Fill method indicated that four studies were 
missing on the left of the mean meta-analytic effect size 
in order to obtain a fully symmetrical funnel plot (Fig. 7). 
Imputing these studies and adding them to the model 
delivered a bias-corrected random-effects summary esti-
mate of g = 0.24, SEg = 0.051, CI95 [0.14, 0.34], p < .001, 
that can be most adequately compared to the 
corresponding uncorrected summary effect size estimate 

Hedges' g

St
an

da
rd

 E
rr

or

0.
41

5
0.

31
1

0.
20

7
0.

10
4

0

−0.75 −0.5 −0.25 0 0.25 0.5 0.75 1 1.25

Fig. 7. Funnel plot after Trim and Fill bias correction. Note that this analysis is 
based on the study-level effect sizes (Borenstein approach). Compared to the origi-
nal funnel plot (see the Supplemental Material available online), four studies were 
imputed to achieve symmetry (i.e., white circles). This resulted in a bias-corrected 
summary effect size of g = 0.24, CI95 [0.14, 0.34] that is slightly smaller than the 
original (Borenstein approach) estimate of g = 0.28, CI95 [0.19, 0.38].
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based on independent effect sizes (g = 0.28). This analy-
sis suggests a moderate degree of small-study effects and 
potentially publication bias.

PEESE. The meta-regression of independent effect sizes on 
squared standard errors was significant, b1 = 3.41, p = .008. 
The intercept that is thought to reflect the unbiased true 
meta-analytic summary effect was close to statistical signifi-
cance, b0 = 0.13, SEb = 0.07, CI95 [−0.01, 0.27], z = 1.86, p = 
.064. This corrected estimate is less than half of the size of 
the uncorrected summary effect (g = 0.30 based on RVE, g = 
.28 based on the Borenstein approach). The PEESE analysis 
suggests substantial small-study effects and potentially pub-
lication bias. Regressing dependent effect sizes on squared 
standard errors in an RVE mixed-effects model yielded a 
nonsignificant intercept, b0 = 0.12, SEb = 0.11, CI95 [−0.12, 
0.36], t(16.31) = 1.08, p = .295.

Summary. Both the funnel plot as well as Egger’s 
regression test suggest that there are small-study effects 
in the dataset that may be indicative of publication bias. 
The Trim and Fill method delivered a moderately adjusted 
bias-corrected effect size estimate. By contrast, the bias-
corrected PEESE estimate was less than half of the initial 
summary effect and only marginally significant. Extend-
ing the logic of Egger’s regression test and PEESE to the 
RVE framework provided largely converging evidence, 
but the PEESE estimate for the summary effect was clearly 
nonsignificant. Taken together, all available evidence 
suggests that there are small-study effects that may at 
least partly reflect publication bias. Unfortunately, the 
severity of this bias is difficult to estimate based on cur-
rently available methods, especially because the available 
methods do not closely converge.

Discussion

The present meta-analysis summarized studies testing the 
hypothesis that practicing self-control in one domain will 
lead to benefits in self-control performance in other 
domains. A random-effects meta-analysis based on 33 
studies, 158 effect sizes, and more than 2,600 participants 
revealed an overall effect size of g = 0.30, CI95 [0.17, 0.42]. 
Three comparisons help putting this effect size into per-
spective: First, it ranges between a small (0.2) and a 
medium (0.5) effect size according to the conventions by 
Cohen (1988), gravitating more toward a small than to a 
medium effect. Second, the effect size found here is a little 
larger than half of the average effect size found in a meta-
analysis of 302 meta-analyses of a broad range of psycho-
logical, educational, and behavioral treatments (d = 0.50, 
Mdn = 0.47; Lipsey & Wilson, 1993). Third, the current effect 
size ranges between the fourth and fifth decile of effect 
sizes in social psychology according to a meta-analysis of 

322 meta-analyses in social psychology that revealed a 
mean effect of d = .43 (Mdn = .37; Richard, Bond, & Stokes-
Zoota, 2003). In sum, the present meta-analysis suggests 
that repeated practice improves self-control with an effect 
size that is somewhat smaller than common treatment 
effects in general and effects in social psychology in 
particular.

The analysis also revealed a moderate to high degree 
of heterogeneity, with about 60% of the variance esti-
mated to be due to real differences in effect sizes. What 
are the underlying moderators that account for these dif-
ferences? Training effects were stronger when they were 
assessed after performing an initial demanding self-control 
task, thus reflecting self-control stamina, as compared to 
assessments without such an initial task (reflecting self-
control strength). This finding suggests that self-control 
training effects may be more pronounced when self-control 
demands accumulate (i.e., ego depletion).

Effects were also stronger when proponents of the 
strength model were involved compared to those con-
ducted exclusively by other researchers. The origin of 
this effect is unclear. Possibly, proponents of the strength 
model operationalized treatments and instructed partici-
pants in particularly effective ways. Alternatively, strength 
model proponents may have been biased in favor of the 
hypothesis, or other researchers may have been biased 
against the hypothesis.

Effects also tended to be stronger in studies with inac-
tive control conditions. This finding is plausible consider-
ing that inactive control conditions allow all kinds of 
mechanisms to drive training effects, while active control 
conditions narrow down the range of possible driving 
mechanisms. Finally, self-control training tended to be 
more effective in males than in females. One reason for 
this effect could be that men have stronger potentially 
problematic behavioral impulses, as has been suggested 
by previous research (Baumeister, Catanese, & Vohs, 2001; 
de Ridder et al., 2012). Men may therefore profit more 
from improved self-control through self-control training.

In an analysis that examined the most potent modera-
tors simultaneously, stamina versus strength, control 
group quality, and research group remained at least mar-
ginally significant moderators. Gender ratio was no lon-
ger significant. Finally, it is noteworthy that even the 
comprehensive multimoderator model explained only a 
moderate amount of heterogeneity (ΔI2 = 13.89%, remain-
ing I2 = 45.24%). This suggests that we either missed 
plausible moderating factors or that the bulk of variance 
in effect sizes is study-specific and not systematic.

In the course of working on this meta-analysis, we 
learned about another team of researchers working on a 
non-peer-reviewed analysis focusing on the effectiveness 
of self-control training to change health behavior (Beames, 
Schofield, & Denson, in press). Their work is related to 
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the present analysis, as the databases overlap. Yet there 
are notable differences between the two projects: They 
rely on different meta-analytic approaches (RVE vs. con-
ventional random-effects meta-analysis), the calculation 
of effect sizes differs for some study designs, and they 
investigate different moderator variables. Despite these 
differences, it is noteworthy and reassuring that both anal-
yses arrive at similar estimates for the uncorrected mean 
effectiveness of self-control training (g = .30 in the present 
analysis vs. g = 0.36 in the work by Beames et al., in press).

Small-study effects and  
publication bias

The Trim and Fill method indicated a moderate degree of 
bias and delivered a corrected effect size estimate of g = 
0.24. By contrast, PEESE indicated a much greater degree 
of bias and delivered an estimate of g = 0.13 that was not 
significantly different from zero. Note that an association 
between effect size and study precision (as detected by 
Trim and Fill and PEESE) can result from publication 
bias, p-hacking, and other biases, but it may also partly or 
completely be due to mundane reasons that cause small-
study effects. For example, in the medical sciences, sam-
ples that are particularly receptive to an intervention due 
to a certain health condition may show particularly strong 
effect sizes. Such samples may also be difficult to recruit 
and therefore form smaller sample sizes than samples 
consisting of more readily available (and less susceptible) 
participants. Concerning the present database, we were 
unable to come up with analogous mundane reasons for 
small-study effects in the self-control training literature. 
Given how the field worked for many years (e.g., diffi-
culty to publish nonsignificant findings), we deem it likely 
that there is publication bias in the investigated literature, 
but the severity of this bias is difficult to estimate. This is 
because none of the currently available techniques per-
forms consistently well under conditions typical for (social) 
psychological literatures including heterogeneity and pub-
lication bias (Gervais, 2015; Inzlicht et al., 2015). Thus, the 
degree to which the bias-corrected estimates are biased 
themselves is unknown.

Mechanisms underlying  
training effects

The present meta-analysis suggests that self-control train-
ing may lead to slight improvements in self-control in 
other domains. The strength model postulates that the 
repeated control of dominant responses strengthens the 
“self-control muscle” (Baumeister & Vohs, 2016b). This 
metaphor is vivid and descriptive, but it is of limited 
explanatory value for the observed effects because it does 

not specify the psychological mechanisms explaining 
training success. What do we know about mechanisms 
underlying training effects? One may approach this ques-
tion from two perspectives. First, one may try to identify 
the crucial elements in a self-control training that make it 
effective. Second, one may think about the psychological 
processes that mediate self-control training effects.

The strength model claims that the repeated exertion 
of self-control by overcoming a dominant response is the 
driving “ingredient” of the self-control training. However, 
effect sizes stemming from studies with inactive control 
groups were almost 50% larger than those from studies 
with active control conditions. In studies with inactive 
control groups, various mechanisms besides the repeated 
control of dominant responses can cause an intervention 
effect (e.g., demand effects, greater engagement with the 
study by the active intervention group). What is more, 
even in the subset of studies with active control groups, 
few control groups closely matched the training condi-
tion, allowing for other than the focal mechanism to drive 
training effects. Thus, the net training effect due to the 
control of dominant responses may still be smaller than 
indicated by the training effect obtained for the studies 
employing active control groups (gactive = 0.23, CI95 [0.08, 
0.39]).

With regard to the mediating psychological processes, 
surprisingly little is known. Some studies investigated 
changes in self-efficacy, awareness of the concept of self-
control, and implicit theories about willpower as possible 
mechanisms but did not find evidence for mediation 
( Job, Friese, & Bernecker, 2015; Klinger, 2013; Muraven, 
2010a, 2010b). In one study, self-control training reduced 
academic effort avoidance in university students, which 
partly mediated the effect of training on participants’ 
grade point average ( Job et al., 2015). This study sug-
gests that motivational variables might play a mediating 
role. Future research has to test whether changes in effort 
avoidance may account for training effects in other 
domains than academic achievement.

One hitherto unexplored possibility is that training 
and control conditions differentially affect participants’ 
expectations, thus allowing for placebo effects without 
actual changes in the trained constructs (Boot, Simons, 
Stothart, & Stutts, 2013; Foroughi, Monfort, Paczynski, 
McKnight, & Greenwood, 2016). Expectations regarding 
possible improvements on the dependent variables may 
differ between groups if they are not measured or, better, 
experimentally controlled—even in studies with active 
control groups. Hence, more knowledge is needed about 
how participants believe the (training or control) inter-
vention is affecting them. What do participants believe 
their training regimen to be good for? What are their 
ideas about the researchers’ goals for the study, and 
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which expectations about improvement on the measured 
constructs do participants hold?

In sum, little is known about the crucial elements of a 
training intervention. The literature to date does not 
deliver conclusive evidence that exerting self-control by 
repeatedly overriding dominant responses is the domi-
nant causal mechanism that improves self-control over 
time and across domains. Even less is known about the 
psychological processes that are affected by a self-control 
training and lead to improved self-control performance.

How to move forward?

We will briefly discuss recommendations for future work 
concerning both methodological and theoretical devel-
opments. On the methodological level, future research 
should, first, conduct direct, high-powered, and preregis-
tered replications. The set of the present 33 studies is 
very diverse, containing no close replications that would 
bolster confidence in obtained findings. Second, it will be 
important to more consistently use pre-post designs to 
increase statistical power. Based on the mean parameters 
evidenced by the current meta-analysis (g = .30, Naverage = 
79, α = .05, rpre-post = .70 within control groups), power 
for studies with pre-post designs is adequate (1-β = .92). 
However, in post-only designs the same parameters result 
in a poor power of 37%, even with a one-tailed test. Note 
that it is possible that the true training effect is smaller 
than g = .30, which further increases demands on sample 
size. Third, future studies should employ (a) longer and 
(b) more varying training durations as well as (c) more 
consistently include follow-up measurements with (d) 
varying time lags. Only 9 of the analyzed 33 studies 
included a follow-up measurement (median time lag, 9.5 
days). Effect sizes posttraining were considerably larger 
(g = 0.31) than at follow-up (g = 0.18). Although nonsig-
nificant, this difference raises concerns about the practi-
cal utility of self-control training in the way it has been 
implemented to date. Researchers may want to consider 
ways to foster more sustainable self-control training, for 
example, by reminding participants of the training prin-
ciples or implementing brief training refreshments after 
the main training period.

On the theoretical level, self-control training should 
only lead to performance improvements in activities that 
actually require self-control for a given person. This is 
not the case if a person has no goal to control a behavior. 
In this case, enacting such behaviors does not constitute 
a self-control failure. People who strive to achieve a cer-
tain goal or change a specific behavior—but are unsatis-
fied with their success in doing so (e.g., alcohol or 
nicotine consumption, eating behavior)—are the ones 
who are most likely to profit from a self-control training. 
For these people, a self-control training may constitute a 

welcome means to work on the goal and provide a moti-
vational boost by conveying the possibility that the train-
ing may help to achieve the respective goal (even if the 
person has no elaborate idea about how the training may 
do so). Ideally, a training sets in motion recursive motiva-
tional processes that help to build and keep up adaptive 
routines that may then contribute to lasting changes in 
behavior (Walton, 2014).

In addition, it will be important to control for differ-
ences in expectations about the consequences of a train-
ing regimen because different expectations may drive 
training effects (Boot et al., 2013). Such placebo effects 
are interesting in their own regard, but they limit research-
ers’ ability to draw causal conclusions about a proposed 
working mechanism of self-control training. However, 
from the perspective of people who are interested in self-
control improvements, making progress toward goal 
attainment is more pressing than identifying the underly-
ing processes. If placebo effects do the trick and do so 
reliably, one may pragmatically advocate to let them do 
it. Researchers may interpret such, at first, poorly under-
stood effects as an opportunity to investigate the underly-
ing (motivational) processes in depth and apply this 
knowledge to new training interventions.

Limitations

The present work suffers from some limitations that future 
research may want to ameliorate. First, with 33 studies the 
available evidence on self-control training is still moder-
ate. In light of the analyses presented here, it is premature 
to draw far-reaching conclusions. Several moderator anal-
yses delivered substantial descriptive differences that did 
not reach significance, potentially due to low power.

A second limitation is that we could not calculate pub-
lication bias-corrected effect size estimates to the extent 
we had initially planned. Some techniques proved very 
unsatisfactory in simulation studies in that they severely 
underestimated true effect sizes under almost all realistic 
conditions (PET; Gervais, 2015; Inzlicht et al., 2015). 
Several other recently introduced techniques appear 
promising (Simonsohn et al., 2014; van Assen, van Aert, 
& Wicherts, 2015) but cannot be applied in a reasonable 
way to the current literature. These procedures rely 
exclusively on significant and published effect sizes with 
only one reported p value per study entering the compu-
tation. For the present meta-analysis, this would have led 
to an excessive loss of information (see Note 5). Also, 
they assume a homogeneous distribution of effect sizes, 
an assumption clearly not valid in the present literature. 
Future developments in meta-analytic techniques may be 
able to deliver valid publication bias-corrected effect size 
estimates for literatures with similar characteristics as the 
present one.
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Conclusion

Self-control is believed to be a domain-general capacity. 
The self-control training hypothesis suggests that practic-
ing self-control in one domain improves self-control in 
other domains as well. The present random-effects 
meta-analysis found a small-to-medium self-control train-
ing effect. Bias-corrected estimates indicate a smaller 
effect. The working mechanisms underlying these far-
transfer training effects are poorly understood and require 
further attention. We hope this meta-analysis will inspire 
researchers to further engage in this theoretically intrigu-
ing and practically relevant field of psychological research.
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Notes

1. Recently, there has been substantial debate about the mag-
nitude of the ego depletion effect (Baumeister & Vohs, 2016a; 
Carter, Kofler, Forster, & McCullough, 2015; Hagger et al., 2016; 
Inzlicht et al., 2015). Details of this debate are beyond the scope 
of the present meta-analysis, which is primarily concerned with 
the second implication of the muscle analogy, the trainability 
of self-control. 
2. Two further recent meta-analyses examined effects of com-
puterized inhibitory control (a central component of self-
control) training on health behavior (Allom, Mullan, & Hagger, 
2016; Jones et al., 2016). However, studies included in these 
meta-analyses typically measured the outcome variable(s) 
directly after the training, leaving the possibility of short-term 
carryover and demand effects on the outcome measurement. 
In addition, many studies employed training-specific outcomes 
(e.g., effects of training the inhibition of food-related reactions 

on subsequent eating behavior), whereas the current analysis 
focuses on far-transfer effects (i.e., practicing self-control in 
one domain and measuring effects in a different domain). In 
the studies included in the present analysis, these far-transfer 
effects were measured at least 1 day after the last training ses-
sion. Thus, the overlap between these analyses and the present 
work is small due to the different aims and scopes.
3. This criterion was added to exclude studies that measured 
dependent variables only directly after the last training session, 
raising the possibility of short-term priming or demand effects. 
We made one exception from the rule for the following rea-
sons: Lin, Miles, Inzlicht, and Francis (2016) measured various 
dependent variables repeatedly during a 30-day training period 
but not after the training period. We decided to include this 
study for two reasons: First, the study did not employ specific 
training sessions that would open the window for short-term 
priming and demand effects but employed a training procedure 
that instructed participants to use their nondominant hand for 
everyday life activities 5 days a week from 8 a.m. to 6 p.m. 
Second, the measurements (a) took place in a nonformalized 
context (online at home) and several dependent variables did 
not assess behavior or experience specific to the moment of 
assessment; instead, these outcome variables pertained to lon-
ger time spans (e.g., the previous week).
4. PEESE is often used together with a similar method called 
Precision Effect Test (PET; Stanley & Doucouliagos, 2014). 
Similar to Egger’s regression test, PET uses the effect sizes’ 
standard errors as predictors instead of the squared standard 
errors in case of PEESE. In Egger’s regression test, the regres-
sion weight of the standard error predictor is interpreted. PET 
interprets the intercept as the bias-corrected true effect size. 
PET has been heavily criticized based on evidence that the 
algorithm performs particularly poorly and severely underesti-
mates the true effect size under a range of conditions typical for 
social psychology (e.g., heterogeneity, small number of studies; 
Gervais, 2015, 2016; Inzlicht et al., 2015; Reed, 2015). We there-
fore refrained from using PET to correct for publication bias. 
Two other recently proposed methods to estimate true effect 
sizes in meta-analyses are p-curve and p-uniform (Simonsohn 
et al., 2014; van Assen et al., 2015). Both methods rely exclu-
sively on significant and published effect sizes. Also, only one 
p value per study may enter the computation. For the present 
meta-analysis, these rules would have led to a substantial loss 
of information, because a considerable part of effect sizes were 
nonsignificant and/or unpublished. In addition, many studies 
included more than one dependent variable, of which we could 
have included only one. Of the total of 158 effect sizes, less 
than 20 would have been available for the computation of the 
effect size estimates based on p-curve and p-uniform. We there-
fore refrained from applying these methods.
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Science depends on trustworthy evidence. If the 

published scientific record is biased, its value is 

seriously compromised: Researchers are led to believe 

in phenomena that are frail or might not even exist at 

all. Theory development is led astray. The ability to 

explain the world to the public is undermined, and 

public trust in science is compromised. In short: If 

science fails to deliver trustworthy, reliable evidence, a 

society may wonder why it should invest in scientific 

endeavors at all. 

In recent years, the trustworthiness of 

psychological science has been seriously questioned 

(Lilienfeld & Waldman, 2017). One important reason 

for the doubt and criticism has been the observation 

that many published psychological studies cannot be 

replicated in a straightforward fashion (e.g., Nosek & 

Lakens, 2014; Open Science Collaboration, 2015). 

Several problems that may contribute to this 

lamentable status have been identified, including low 

statistical power (Bertamini & Munafò, 2012; 

Maxwell, 2004), the use of questionable research 

practices (John, Loewenstein, & Prelec, 2012; 

Simmons, Nelson, & Simonsohn, 2011), publication 

bias (Bakker, van Dijk, & Wicherts, 2012; Fanelli, 
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2010), and hypothesizing after the results are known 

(HARKing; Kerr, 1998). Together, these problems 

may lead researchers to seriously overestimate the 

robustness of the cumulative evidence in a field of 

investigation. True effect sizes can be critically smaller 

and less stable than the available evidence suggests. As 

a consequence, Psychology has started to experience 

all of the detrimental consequences alluded to above.  

The most important methodological tool that can be 

used to quantitatively summarize the available 

evidence in a given research literature is a meta-

analysis (Borenstein, Hedges, Higgins, & Rothstein, 

2009; Gurevitch, Koricheva, Nakagawa, & Stewart, 

2018; Johnson & Eagly, 2014). Meta-analyses 

summarize the results of multiple studies addressing 

the same research question to reach an overall 

understanding of the state of the evidence. Thus, the 

unit of analysis changes from the individual level to the 

aggregated level—ideally, the complete body of 

evidence that has been collected with respect to a 

particular research question (Murad & Montori, 2013).  

Meta-analyses have several strengths. One salient 

strength is that due to the greater statistical power, 

meta-analyses can be conducted to reliably detect even 

small effects that are not as easy to detect with single 

primary studies. Meta-analyses can also be used to 

estimate (summary) effect sizes with greater precision 

(i.e., narrower confidence intervals) than single 

primary studies. Importantly, meta-analyses can also 

estimate variation in underlying true effects (e.g., when 

different populations are investigated across studies, 

different manipulations are employed, or different 

dependent variables are used) and shed light on 

moderating factors that may have been missed or were 

impossible to investigate in the primary studies. These 

and other properties make the meta-analysis a powerful 

tool that researchers can use to obtain a comprehensive 

overview of what is known and not yet known in a 

given field of research.  

In times of doubt about the replicability and 

robustness of individual primary studies, researchers 

are even more likely to rely on meta-analyses to obtain 

a trustworthy picture of the state of the evidence. 

Importantly, the validity of meta-analyses may also be 

threatened by the problems that lead to a lack of 

replicability and robustness in primary studies. For 

example, the quality of a meta-analysis crucially 

depends on the quality of the primary studies it is 

composed of. In a field featuring many poorly 

conducted studies, a meta-analysis may be unable to 

level out the biases of primary studies if these biases 

are systematic rather than unsystematic (Borenstein et 

al., 2009). Thus, it is imperative to examine the impact 

that various sources of bias can have on meta-analytic 

effect size estimates.  

In recent years, two problems in particular have 

received considerable attention as presumably the 

leading causes of deficient robustness in psychological 

science: Questionable research practices—often 

referred to as p-hacking—and publication bias (Bakker 

et al., 2012; Munafò et al., 2017; Nelson, Simmons, & 

Simonsohn, 2018). It is widely assumed that both p-

hacking and publication bias can seriously distort the 

cumulative evidence and consequently the meta-

analyses that are conducted to summarize this 

evidence.  

There has been an active meta-scientific debate 

about the prevalence of p-hacking and publication bias 

(e.g., Dubben & Beck-Bornholdt, 2005; Hartgerink, 

2017; Head, Holman, Lanfear, Kahn, & Jennions, 

2015; Kuhberger, Fritz, & Scherndl, 2014). What has 

been surprisingly neglected are the quantifiable 

consequences of p-hacking and publication bias with 

respect to cumulative knowledge formation. Some of 

the most important questions are: To what extent do 

different degrees of p-hacking and publication bias 

distort meta-analytic effect size estimates? What are 

the relative impacts of p-hacking and publication bias 

in bringing about these distortions? And how might the 

consequences of p-hacking and publication bias 

depend on the extent to which the other exists; that is, 

how might they interact to jointly distort cumulative 

scientific evidence? This knowledge is crucial: In order 

to implement the structural and procedural changes in 

research institutions, publishing, funding, and policy 

that promise the greatest progress for obtaining a 

realistic reflection of reality from the published 

literature, the field needs to know which problems 

cause the greatest harm under which circumstances.  

Here, we addressed these important questions about 

the quantifiable consequences of p-hacking and 

publication bias for cumulative knowledge formation 

by conducting a large-scale simulation study. In this 

study, we made no assumptions about the prevalence 

rates of p-hacking and publication bias. Rather, we 

simulated their consequences using a broad range of 

potential severities, thus accounting for (a) potential 

realities across a diverse array of research and (b) 

diverging assumptions about these prevalence rates by 

different researchers.  

What are p-Hacking and Publication 

Bias? 

Definition of p-hacking 

The concept of p-hacking refers to nonprincipled 

decisions during data analysis that are aimed at 

reducing the p-value of a significance test and thus 

make the data look more robust than they actually are. 

Examples are selectively excluding outliers, collecting 

additional data without controlling for inflated error 

rates, or selectively controlling for covariates (John et 

al., 2012; Simmons et al., 2011). Thus, although there 

are several different p-hacks, they all serve as 

functionally equivalent means to the same end: To 

reduce an originally nonsignificant p-value to 

significance. Such p-hacking can be caused by bad 
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intentions but may often be driven by good intentions 

to help the data reveal the insights that are presumably 

hidden in them and are otherwise not as clearly 

observable (Nelson et al., 2018). Also, it is likely that 

many researchers are not aware of the extent to which 

their data-analytic practices increase false-positive 

rates (Simmons et al., 2011).  

The prevalence of p-hacking in (psychological) 

science is a subject of debate (Fiedler & Schwarz, 

2016; John et al., 2012). Some researchers have argued 

that p-hacking is omnipresent and is so pervasive that 

it helps researchers get around a file drawer because 

they will p-hack (almost) any study into publishable 

significance (Nelson et al., 2018). Large-scale analyses 

have sought (and found) indirect evidence for p-

hacking by examining empirical p-value distributions 

in the published literature that suggested a cluster of p-

values just below .05 (e.g., Head et al., 2015; 

Masicampo & Lalande, 2012). These findings are 

consistent with the assumption that most p-hacking 

researchers stop once they reach an outcome that barely 

crosses the crucial .05 border. These analyses and their 

underlying assumptions have been criticized on 

methodological and logical grounds (e.g., Hartgerink, 

2017; Lakens, 2015). They might also not be specific 

enough because they lump together all p-values 

reported across a large array of publications, including 

the many for which there was little publication pressure 

(e.g., manipulation checks, sanity checks, follow-up 

analyses, nonfocal hypothesis tests) with the few focal 

tests for which there was publication pressure and 

therefore the incentive to p-hack. In sum, the true 

prevalence of p-hacking is unknown (Bruns & 

Ioannidis, 2016) and most likely varies across the 

different literatures.  

Definition of publication bias 

Publication bias occurs when many studies that did 

not produce the desired outcomes are not published 

(Fanelli, 2012; Franco, Malhotra, & Simonovits, 

2014). Authors are less likely to submit “failed” studies 

for publication, and if they do, reviewers and editors 

are less likely to support the publication of such studies 

compared with “successful” studies that produced 

statistically significant outcomes. As a result, most 

studies in Psychology that get published report 

hypotheses that “worked” (Fanelli, 2010; Sterling, 

1959; Sterling, Rosenbaum, & Weinkam, 1995).  

Publication bias is a major threat to the validity of 

meta-analytic results. To reflect the true state of the 

evidence, meta-analyses require access to the full 

evidence base, or at least a representative sample of this 

evidence. If studies with certain characteristics are 

more likely to be included in a meta-analysis than 

others, this introduces systematic bias that distorts the 

conclusions that will be drawn. Meta-analyses enjoy a 

good reputation and are particularly trusted by many 

researchers due to their often seemingly authoritative 

data base. If they paint a misleading picture of the 

evidence because the evidence base is biased, scientific 

progress may be hampered because incorrect theories 

and beliefs will remain popular (Ferguson & Heene, 

2012).  

There is little disagreement in the literature that 

publication bias exists, but the actual prevalence of bias 

has been debated and tends to vary across 

subdisciplines and different areas of research (Fanelli, 

Costas, & Ioannidis, 2017). Some analysts have 

suggested that publication bias is pervasive and 

particularly so in the Social Sciences such as 

Psychology (Bakker et al., 2012; Fanelli, 2010, 2012; 

Ferguson & Brannick, 2012).  

The Detrimental Impact of p-Hacking and 

Publication Bias 

There is a general consensus that both p-hacking 

and publication bias exist in the psychological 

literature. What is under debate and unknown is their 

factual prevalence rates in Psychology as a whole and 

its subdisciplines. For the present study, the actual 

prevalence rates of p-hacking and publication bias were 

not our primary interest (and we did not seek to 

determine the actual prevalence rates). Instead, we 

sought to model the consequences of p-hacking and 

publication bias in terms of meta-analytic effect size 

distortions as a function of wide ranges of potential 

severities of p-hacking and publication bias.  

How do p-hacking, publication bias, and their 

interplay distort meta-analytic effect size estimates? 

This can be conveniently illustrated with a funnel plot. 

Consider Figure 1. Let us assume researchers suspect a 

difference between two conditions but do not know 

whether or not this difference actually exists. Panel A 

depicts 1,000 simulated studies with a true population 

effect of zero. (Hence, in this example, the suspected 

difference does not exist.) Larger studies are located 

toward the top of the funnel and are more closely 

distributed around the true effect size. By contrast, 

smaller studies are located toward the bottom of the 

funnel and are more widely distributed around the true 

effect size. By definition, only 2.5% of all studies 

produce significant effects in the expected direction 

(genuine false positives) when a two-tailed 

significance test with α = .05 is applied (i.e., studies 

that fall outside the funnel and to the right). These 

significant findings that fall in the expected direction 

have a high probability of getting published. All other 

studies have a lower probability of getting published 

(Bakker et al., 2012; Fanelli, 2012; Sterling, 1959; 

Sterling et al., 1995). This also includes 2.5% of all 

studies that produce significant effects in the 

unexpected direction (i.e., studies that fall outside the 

funnel and to the left).  

The yellow-to-red colored dots on the right within 

the funnel represent studies that are “in danger of being 

p-hacked.” These studies revealed nonsignificant 



p-HACKING, PUBLICATION BIAS, AND META-ANALYTIC EFFECTS    4 

 

effects in the expected direction that researchers might 

be able to push below the significance level through p-

hacking. Panel B depicts the same funnel plot as Panel 

A with the exception that about 50% of the studies that 

were “in danger of being p-hacked” were hacked to 

significance with resulting p-values that fell between 

.05 and .001. For these studies, the effect sizes ended 

up being inflated. Such p-hacking may have occurred 

in a variety of ways (e.g., unplanned inclusion of 

covariates, flexible outlier treatment). For the present 

purposes, it is inconsequential which specific p-hacks 

were used. They all serve the same purpose: to reduce 

an originally nonsignificant p-value to significance. 

(Again, this does not necessarily imply intentionally 

inappropriate behavior but may occur when a 

researcher runs multiple analyses while searching for a 

coherent story that the data may tell and without a clear 

awareness of the extent to which this approach can 

increase the false positive rate.) 

The two funnel plots in Figure 1 reveal three 

important insights: First, imagine that researchers only 

had access to studies that fell outside the funnel to the 

right. All other studies would be lost to the file drawer. 

Summarizing this subset of studies in a meta-analysis 

(i.e., the only evidence available: only significant 

studies in the expected direction) would lead to a vastly 

exaggerated meta-analytic effect size estimate. This is 

the consequence of publication bias. Second, in this 

case, when only significant studies in the expected 

direction are available to summarize, it seems that it 

would not matter much whether a large number of these 

significant studies were p-hacked to significance 

(Panel B, black dots plus colored dots) or not (Panel A, 

only black dots): Both subsets of studies that fell 

outside the funnel to the right would cluster relatively 

closely together and therefore yield similar summary 

effect sizes. In other words, p-hacking would seriously 

increase the rate of false positive studies in Panel B 

(i.e., all colored dots outside the funnel in Panel B are 

false positives). However, despite the larger number of 

false positives, the estimated summary effect would not 

increase to a notable extent. Third, imagine there was 

no publication bias, and researchers had access to all 

1,000 studies in Figure 1. It would be obvious that this 

literature would reveal no effect. Again, it would not 

matter much whether p-hacking was absent (Panel A) 

or present (Panel B). In this case, there would simply 

be too many black-dot studies both inside and outside 

the funnel for the hacked colored-dot studies to make 

an appreciable impact on the meta-analytic effect size 

estimate.  

In summary, the visual inspection of Figure 1 

suggests that, perhaps surprisingly, p-hacking might 

not matter much for the estimation of meta-analytic 

effect sizes when the publication bias is close to 0% or 

close to 100%. Yet, what happens between these 

extremes is less clear. As the ratio of significant to 

nonsignificant studies changes, p-hacking may 

contribute additional bias.  

The Present Research 

We set out to formally examine these provisional 

observations in a large-scale simulation study. In this 

study, we generated sets of simulated studies and 

systematically varied the degrees of both p-hacking 

and publication bias. More specifically, we varied the 

probability with which a study in danger of being p-

hacked would actually be p-hacked to significance. 

This reflects the pervasiveness with which researchers 

in a field (intentionally or unintentionally) p-hack an 

originally nonsignificant p-value to significance if this 

is in principle possible. We also varied the degree of 

publication bias by moving different proportions of 

nonsignificant studies to the file drawer so that they 

would be unavailable for researchers interested in 

meta-analyzing the respective (simulated) literature. 

Finally, we conducted random-effects meta-analyses 

across the remaining (p-hacked and non-p-hacked) 

studies and calculated the meta-analytic effect sizes. In 

a real research literature, these meta-analytic effect 

sizes would be used to approximate the true sizes of the 

effects of interest in the population.   

Factors of influence 

Of course, meta-analytic effect size estimates in the 

actual literature are influenced by many more factors 

than p-hacking and publication bias. To generalize the 

findings from varying levels of p-hacking and 

publication bias, we also systematically varied several 

such factors of influence that may be present in the 

actual literature:  

(1) Danger zone: How many studies are “in 

danger of being p-hacked”? Some 

researchers may believe that it is only 

possible to p-hack relatively small 

original p-values to significance (e.g., p = 

.200). Everything else may be unfeasible 

and reminiscent of the intentional 

fabrication of data. However, other 

researchers may believe that it is possible 

to p-hack even very large original p-

values to significance (e.g., p = .800), for 

example, by employing complex 

combinations of various p-hacks (e.g., 

treatment of outliers, peeking at the data, 

inclusion of covariates).  

The larger the danger zone for original 

nonhacked p-values is, the greater the 

influence of p-hacking on meta-analytic 

summaries. This is because a larger 

danger zone encompasses a larger 

number of studies that can be hacked and 

that make a more extensive horizontal 

movement toward significance in the 

funnel (i.e., they particularly distort the 

meta-analytic summary effect). The 

actual size of a danger zone in a given 
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literature is impossible to know. It is 

therefore important to examine the 

influence of the size of the danger zone 

across a broad range of possible values.  

(2) True effect size: When there is a true 

effect, nonhacked studies falling outside 

the funnel to the right will not represent 

false positives but will instead provide 

evidence of a real effect. The larger the 

true effect, the larger this proportion of 

studies (Simonsohn, Nelson, & Simmons, 

2014a). Consequently, larger true effects 

should decrease the influence of p-

hacking because the proportion of p-

hacked studies in the set of all significant 

studies will be smaller than in a field with 

smaller true effects. Similarly, larger true 

effects will mean that publication bias 

will have less of an effect because, out of 

all the studies that were conducted, a 

larger proportion will be significant and 

will have a high probability of getting 

published.  

We examined a broad range of true effect 

sizes to allow for a comprehensive 

understanding of how the true effect size 

impacts the biases that p-hacking and 

publication bias exert.  

(3) Heterogeneity: In the psychological 

research literature, there is not one true 

fixed effect size. Instead, true effects 

vary: One manipulation of a construct 

may be more effective than another 

manipulation; the same manipulation 

may be more effective in one population 

of participants than in another population; 

one dependent variable used to measure a 

construct of interest may be more 

sensitive to an experimental manipulation 

than another dependent variable, and so 

forth (Borenstein et al., 2009). The funnel 

plot (and a meta-analysis for that matter) 

specifies one mean effect across all 

studies. If heterogeneity is acknowledged 

(random-effects model), the effect size 

estimate reflects the mean of the 

underlying true effects. Thus, 

heterogeneity increases the variability of 

studies on the x-axis in the funnel 

depicted in Figure 1. This may lead to a 

larger number of genuinely significant 

studies. A recent analysis of between-

study heterogeneity based on more than 

700 meta-analyses provided evidence for 

substantial heterogeneity in Psychology 

and variability in the levels of 

heterogeneity across the various research 

literatures (van Erp, Verhagen, Grasman, 

& Wagenmakers, 2017). It is thus 

important to consider a broad range of 

values of heterogeneity when examining 

the impact of p-hacking and publication 

bias.  

(4) Typical sample sizes: The more precise a 

study, the more accurately it can estimate 

the true underlying effect. Effect sizes 

based on smaller samples vary more 

strongly. Research literatures differ in 

how the sample sizes of individual studies 

are distributed: Some literatures typically 

feature larger, more precise studies than 

others (Marszalek, Barber, Kohlhart, & 

Cooper, 2011). This may influence the 

impact of p-hacking and publication bias, 

for example, because smaller studies 

require larger effect sizes to achieve 

statistical significance. Thus, it is 

important to consider the influence of 

various typical sample sizes when trying 

to understand the impact of p-hacking and 

publication bias on meta-analytic effect 

size estimates.  

(5) The probability that significant studies 

will be published: Studies with “positive” 

results (i.e., significant results in the 

expected direction) are more likely to be 

published than studies with “negative” 

(i.e., nonsignificant) results (Bakker et 

al., 2012; Fanelli, 2012; Sterling, 1959). 

However, not all studies that “worked” 

will be published. For example, authors 

may be reluctant to submit a study for 

publication if they feel the study did not 

provide strong enough evidence in 

support of the favored hypotheses (Giner-

Sorolla, 2012). Also, reviewers and 

editors may be reluctant to advocate the 

publication of studies that might not 

extend previous knowledge far enough to 

warrant publication (Nosek, Spies, & 

Motyl, 2012). Thus, there may be 

variability in a significant study’s 

probability of getting published.  

The lower the probability that significant 

studies will be published, the smaller the 

impact of p-hacking because, with a 

lower probability of publication, fewer of 

the p-hacked studies that could bias the 

meta-analytic estimate will be published. 

Also, the lower the probability of 

publication, the smaller the impact of 

publication bias because the distortion 

introduced by the nonpublication of 

nonsignificant results is offset to the 

extent that significant findings are also 

not published. (Everything else being 

equal, there would be no bias in the mean 

effect size estimate if the same 

proportions of significant and 
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nonsignificant findings were not 

published.) 

The interplay of p-hacking, publication bias, and all 

factors of influence can conveniently be graphically 

examined by means of two freely accessible interactive 

online applications that will be discussed in the Method 

section. Although we focused on the meta-analysis of 

two-group comparison designs using Cohen’s d as the 

measure of effect size (Cohen, 1988), we believe that 

the insights gained by our study can be readily applied 

to various kinds of meta-analyses using different effect 

sizes. 

Method  

We simulated the effects of varying degrees of p-

hacking and publication bias on the distortion of meta-

analytic effect size estimates as a function of the five 

factors of influence identified in the Introduction: 

danger zone, true effect size, heterogeneity, typical 

sample sizes, and the probability that significant 

studies will be published. Essentially, this process 

involved simulating many different versions of the sets 

of studies depicted in the funnel plots in Figure 1, 

henceforth referred to as configurations. Figure 1 

displays two of the many possible configurations. 

Simulating each configuration was a multistep process. 

In the first major step, studies were generated with 

varying levels of true effect sizes and heterogeneity and 

were based on different sample size distributions. In the 

second major step, varying levels of p-hacking and 

publication bias were introduced to the studies 

generated in the first step. In the third step, the meta-

analytic summary effects of the configurations (a 

precision-weighted average of all studies in a 

configuration) were graphically depicted in outcome 

figures that illustrate how the five factors of influence 

changed the interplay between p-hacking and 

publication bias in distorting the cumulative evidence 

base in our simulations. All simulations were 

conducted using R (R Core Team, 2017). The meta-

analytic models were fit using the rmeta package 

(Lumley, 2012). 

In total, we simulated 282,240 different 

configurations. For reasons of clarity, we cannot report 

the results of all levels of the factors of influence (and 

their various combinations). However, we offer two 

interactive online applications that provide visual 

representations of the effects of the simulations: 

Interactive online application 1 

(https://bit.ly/2LIvRX7) visually represents how the 

factors of influence impact the funnel plot depicted in 

Figure 1. Interactive online application 2 

(https://bit.ly/2Vno8gH) visually represents effects of 

the factors of influence on the graphical displays of the 

results akin to Figure 2. Both applications offer the 

opportunity to examine the results as a function of 

additional values of the factors of influence not 

reported in the manuscript (e.g., additional values of 

true effect sizes, danger zone, severity of p-hacking, 

heterogeneity).  

Study Generation  

The first step was to simulate individual studies in 

which two independent groups were compared. The 

true between-group mean difference per study was set 

to the sum of a fixed effect δ and a random effect τi, 

where values for τi were randomly drawn from a 

normal distribution with mean 0 and standard deviation 

τ. Fixed-effects models are based on the assumption 

that there is one true effect size underlying all studies 

included in a meta-analysis. By contrast, random-

effects models are based on the assumption that true 

effect sizes may differ across studies due to, for 

example, different effects in different populations or 

different experimental manipulations. In our 

simulation we simulated random-effects (by 

introducing heterogeneity) and accordingly used 

random-effects meta-analysis for modeling. We 

assume that for most of the psychological literature, a 

random-effects model is more plausible than a fixed-

effects model (Borenstein et al., 2009).  

The τ and δ values were varied across 

configurations. We entered 0, 0.2, or 0.5 for the δ 

values (true effect size, Factor 2 listed above) and 0.10, 

0.2, or 0.32 for the τ values (heterogeneity, Factor 3). 

Selected values for δ were based on Cohen’s 

conventions for small and medium effects (Cohen, 

1988). We assume that these cover the majority of 

effects in Psychology (e.g., Bosco, Aguinis, Singh, 

Field, & Pierce, 2015; Gignac & Szodorai, 2016; 

Richard, Bond, & Stokes-Zoota, 2003). According to a 

recent meta-analysis, our chosen  values for τ represent 

the 25%, 50%, and 75% quantiles in an empirical 

distribution of τ estimates in Psychology (van Erp et 

al., 2017). For additional values, see interactive online 

application 2. 

Samples sizes of individual studies were set to ni = 

mj + χi² * k, where χi² was randomly drawn from a χ² 

distribution with three degrees of freedom, k was set to 

8, and mj was varied across configurations. Values 

more than 80 points above mj were truncated (about 

1.9% of the distribution). The default value for mj was 

20. The resulting distribution was right-skewed, with 

skewness = 1.03, Mdn = 39, M = 42.61, SD = 16.80, 

Min = 20, Max = 100. Hence, the distribution included 

both small and large sample sizes, but small sample 

sizes were more prevalent. In addition to the default of 

mj = 20, we also realized configurations with mj = 10 

and mj = 50 (typical sample sizes, factor of influence 

4). Thus, we utilized sample size distributions with 

Mdn = 29, 39, and 79 per condition. This approach 

enabled us to shift the central tendency of the 

https://bit.ly/2LIvRX7
https://bit.ly/2Vno8gH
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distribution without changing its shape.1 See Figure S1 

in the supplemental materials for a graphical depiction 

of the three sample-size distributions. We preferred a 

synthetic sample-size distribution over an empirically 

derived distribution for two reasons. First, 

investigations of historical sample sizes in Psychology 

(e.g., Fraley & Vazire, 2014; Marszalek et al., 2011) 

typically do not report the study design, rendering it 

impossible to infer the typical sample size per 

condition. Second, sample sizes in Psychology are 

changing rapidly (Nelson et al., 2018; Sassenberg & 

Ditrich, 2019), and we aimed to make projections for 

the present (and future) rather than the past.  

For each configuration, we started with a set of 

1,000 simulated studies and computed the standardized 

mean difference (d, Cohen, 1988), the standard error of 

the standardized mean difference (SEd), and the p-value 

for each study.2  

Introduction of Biases 

Next, p-hacking and publication bias were applied 

to the set of studies.  

p-hacking 

Studies were defined as “in danger of being p-

hacked” if d was positive and the p-value fell above .05 

and below a predefined cut-off value. The upper border 

of this danger zone was linearly increased across the 

full range of standard errors so that the danger zone was 

smallest for studies with minimum SEd (top of the 

funnel, Figure 1) and largest for studies with maximum 

SEd (bottom of funnel, Figure 1). This approach 

resulted in the curved danger zone border visible in 

Figure 1. The danger zone is smaller for precise studies 

and larger for imprecise studies. For example, one 

danger zone we considered was .4/.6, such that studies 

with the lowest standard errors (i.e., the largest sample 

size in the set) were in danger if their p-values fell 

between .050 and .400, and studies with the highest 

standard errors (i.e., the smallest sample size in the set) 

were in danger if their p-values fell between .050 and 

.600. This reflects the fact that studies with small 

sample sizes are easier to p-hack compared with studies 

with larger sample sizes (Bakker et al., 2012). Note that 

the specific largest and smallest n per cell in a given 

 
1 The specific shape of the sample size distribution 

was arbitrary and based on plausibility assumptions. 

In additional simulations, we systematically varied df 

and k to ensure that our results were not artifacts of 

the shape of the selected sample-size distribution. 

This was the case. Variations in the shape of the 

distribution affected the results to a negligible extent. 
2 Note that the results for summary effect sizes, the 

primary outcome of our simulation, are independent 

of the number of simulated studies. This is the case 

configuration depends on which 1,000 values (for 

1,000 studies) are randomly selected from the sample 

size distribution and, of course, on the selected sample 

size distribution (small, standard, large). We report 

results for three levels of the danger zone factor: .2/.4, 

.4/.6, or .6/.8 (factor of influence 1). The effects of 

additional smaller and larger danger zones can be 

examined with interactive online application 2.  

Any study identified as in danger of being p-hacked 

was then hacked with a certain probability. It did not 

matter which specific p-hacking technique was used to 

reduce the p-value of a study because different p-hacks 

serve as means to the same goal, that is, to lower the p-

value of an originally nonsignificant study to 

significance. If a study was p-hacked, its p-value was 

replaced with a value randomly drawn from a 

triangular distribution with Max = 0.049, Mode = 

0.049, and Min = 0.001, thus satisfying the 

assumptions that (a) p-hacking leads to a left-skewed 

distribution of significant p-values (more p-values 

close to .05 than expected given a true effect; 

Simonsohn et al., 2014a; Simonsohn, Nelson, & 

Simmons, 2014b), and (b) some studies nevertheless 

achieve quite low p-values after hacking (Simonsohn, 

Simmons, & Nelson, 2015). (For robustness checks of 

this procedure, see the Discussion section.) For p-

hacked studies, d was then recomputed from the new 

p-value and the sample size. Average p-hacking 

probabilities were set to 0, 0.4 (only depicted in the 

illustrative example in Figure 2A) and 0.8 (p-hacking 

probability). Again, the choice of these values does not 

indicate that we deem these p-hacking probabilities 

particularly likely to reflect reality. Instead, we chose 

rather extreme values (no p-hacking at all, 80% of all 

studies in danger of being p-hacked were in fact 

hacked, respectively) and a moderate value to illustrate 

the potential range of influences that the probability of 

p-hacking can exert. (Although possible, we deemed p-

hacking probabilities even higher than 0.8 unlikely to 

be representative of the psychological research 

literature.) 

To account for the fact that p-values closer to p = 

.05 are easier to push over the significance threshold 

than larger p-values, we introduced a linear gradient to 

the probability of p-hacking: Values that fell exactly on 

the (horizontal) middle of the danger zone received the 

nominal average p-hacking probability (i.e., 80% at the 

0.8 level). Values that fell at either (horizontal) end of 

the danger zone, that is, almost exactly at the 

because simulated studies in the meta-analysis are 

independent, such that studies already existing in the 

set have no impact on new studies being added. Every 

simulated configuration can be viewed as a data-

generating mechanism with a specific underlying 

distribution of effect sizes. The presented results are 

estimates for the expected values (means) of the 

distributions. This expected value is the same, 

whether we draw k = 100, k = 1,000, or k = 10,000 

from the distribution.  
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significant threshold of p = .05 or almost exactly at the 

left-hand border of the zone, received p-hacking 

probabilities of 0.2 above and 0.2 below the nominal 

probability, respectively. The probability was linearly 

decreased from the left to the right border of the danger 

zone. In Figure 1, this is visually represented via the 

yellow-to-red color gradient. For simplicity, we refer 

to the p-hacking probabilities by their nominal (center) 

level. The gradient did not apply to p-hacking 

probabilities of 0 and 1 (only included in the online 

applications).  

Publication bias 

We distinguished between two different kinds of 

publication bias: First, the nonpublication of studies 

that “did not work.” Second, the nonpublication of 

studies that “worked.” Following common 

conventions, we reserve the term publication bias for 

the former and call the latter “the probability of 

publishing significant studies.”   

Publication bias was simulated by removing a 

random subset of studies that were either 

nonsignificant with positive d-values or had negative 

d-values. The severity of publication bias was 

operationalized by varying the percentage of studies 

removed in steps of 5% from 0% (no publication bias) 

to 100% (perfect publication bias).  

The probability of the publication of significant 

studies was modeled analogously. Specifically, 

significant studies with positive d-values were included 

in the final set with probabilities of 100%, 90%, or 80% 

(factor of influence 4). For the effects of a smaller 

probability of the publication of significant studies see 

interactive online application 2. 

 

 

Meta-analysis and graphical displays of the 

simulation results 

In total, we simulated 282,240 unique 

configurations. For each configuration, we fit random-

effects meta-analysis models. Because the simulations 

are probabilistic, running the same configuration twice 

never yields perfectly identical results. To stabilize the 

results, we ran all configurations reported in this article 

1,000 times and averaged the resulting estimates. All 

other configurations that are accessible in the 

interactive online application 2 were run 100 times. 

This procedure reduced the influence of chance to a 

negligible amount. Finally, the summary effects were 

retrieved, some of which are presented in graphical 

displays of the simulation results. 

Figures 2B-2F depict summary effects of 126 

configurations each (630 in total): Twenty-one levels 

of publication bias severity, two levels of p-hacking 

probability, and three levels of one selected factor of 

influence. All other factors of influence were held 

constant within each figure. In Figure 2A, all factors of 

influence were held constant at a set of default values.  

Results 

In a first step, we will expand on one representative 

example that illustrates how varying severities of p-

hacking and publication bias distort the meta-analytic 

effect size estimate of one hypothetical simulated 

literature (Figure 2A). In this example, the true effect 

was set to d = 0.2, heterogeneity was set to the median 

value in psychological science, τ = 0.2 (van Erp et al., 

2017), the danger zone was set to .4/.6, and the 

probability that significant studies would be published 

was set to 90%. Although the true values from any 

given area of the literature are unknown, this 

configuration was intended to reflect one plausible 

approximation of reality for some research areas. Many 

additional configurations are reported in the following 

section, and other ones can conveniently be examined 

with interactive online application 2.  

In a second step, we examined the unique effects of 

each of the five factors of influence—danger zone, true 

effect size, heterogeneity, typical sample sizes, and the 

probability of publishing significant studies—by 

separately varying the values of one factor while 

holding the other factors constant (Figures 2B-2F).  

Step 1: Illustrative Example 

The three lines in Figure 2A reflect the (biased) 

estimated meta-analytic effect size when p-hacking 

was absent (p-hacking probability = 0, solid line), 

moderate (p-hacking probability = 0.4, dashed/dotted 

line), and when p-hacking was severe (p-hacking 

probability = 0.8, i.e., 80% of all studies in the danger 

zone were p-hacked to significance, dashed line).  

The simulations revealed several interesting 

insights: First, in the absence of p-hacking (solid line), 

the effect size bias increased exponentially as the 

severity of publication bias increased. Even when 50% 

of all “failed” studies were lost to the file drawer, there 

was only a relatively small effect size bias (true effect 

d = 0.2, estimated effect dest = 0.26, effect size bias dbias 

= 0.06). This pattern changed dramatically as 

publication bias became very severe (e.g., 95%). When 

this happened, the estimated effect was dest = 0.50 (dbias 

= 0.30), indicating that researchers would conclude that 

this literature represents a robust phenomenon with an 

average effect size that is more than twice the size of 

the true effect. An implication of this observation is 

that even modest reductions in publication bias can 

greatly reduce the effect size bias in the literature when 

researchers suspect very severe publication bias. 
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Second, the effect of moderate p-hacking 

(dashed/dotted line, p-hacking probability = 0.4) was 

only modest compared with no p-hacking (p-hacking 

probability = 0). Even assuming that 80% of all studies 

in the danger zone would be p-hacked to significance 

(dashed line, p-hacking probability = 0.8) did not 

dramatically increase the effect size bias. In the latter 

case of p-hacking probability of 0.8, the additional bias 

due to p-hacking (and its interaction with publication 

bias) remained below dhack = 0.1 across the various 

levels of publication bias (dhack equals the difference 

between the solid and dashed lines; see Figure S2). At 

very high levels of publication bias (i.e., 90-100%), the 

additional bias due to p-hacking was negligible and 

even became negative (i.e., p-hacking led to a slight 

reduction in the overall degree of bias in these cases). 

Between 0% and approximately 80% of publication 

bias p-hacking had the greatest relative biasing effect 

(see Figure S2). 

A different way to interpret Figure 2A is to examine 

what it takes to produce a certain effect. For example, 

let us assume that a meta-analysis revealed an average 

effect of dest = 0.4. A researcher who is very 

experienced in the respective field may believe the true 

effect is d = 0.2 at best. This researcher is interested in 

what degrees of p-hacking and publication bias may 

have produced the supposedly biased effect size 

estimate of dest = 0.4. In the absence of publication bias 

(very left part of Figure 2A), p-hacking alone would be 

unable to even come close to a bias of dhack = 0.2. The 

actual effect size bias in the absence of publication bias 

would be only dhack = dbias = 0.01 (i.e., dest = 0.21) if 

40% of all studies in danger of being p-hacked were p-

hacked, and only dhack = dbias = 0.04 (i.e., dest = 0.24) 

even when 80% of all studies in danger of being p-

hacked were hacked. By contrast, in the absence of p-

hacking, publication bias alone would be able to 

seriously bias the estimated effect: It would take a 

severity of 85% publication bias to double the true 

effect size to an estimated dest = 0.40. Illustrating the 

interaction of p-hacking and publication bias, assuming 

a p-hacking probability of 80%, a publication bias of 

“only” 75% would also lead to a biased effect size of 

dest = 0.40. In sum, to introduce serious meta-analytic 

effect size bias into the literature, publication bias is 

necessary, but p-hacking is not. However, in 

combination with publication bias p-hacking may exert 

considerable effect size bias. 

Step 2: Factors of Influence 

Next, we examined the specific effects of each of 

the five factors of influence and how variations in these 

factors could affect the general conclusions drawn from 

the illustrative example. For ease of interpretation, we 

only considered the two most extreme values of p-

hacking probability for the following analyses (0% and 

80%). 

Danger zone 

The illustrative example was based on a danger 

zone of p = .050 to .400 (larger, more precise studies) 

to p = .050 to .600 (smaller, less precise studies). It is 

possible that p-hacking is less or more feasible, and, 

consequently, fewer or more studies are in danger of 

being p-hacked. Figure 2B depicts the results when the 

danger zone was set to .2/.4 (blue line), .4/.6 (black 

line), and .6/.8 (red line). Reducing the danger zone 

decreased the impact of p-hacking slightly; expanding 

the danger zone increased the impact of p-hacking 

slightly. However, even under the most severe 

circumstances (danger zone .6/.8, p-hacking 

probability = 0.8, red dashed line), the additional bias 

due to p-hacking (and its interaction with publication 

bias) remained smaller than Δdhack = 0.10 (difference 

between solid black and dashed red line, see also 

Figure S3). Overall, strongly varying the size of the 

danger zone from .2/.4 to .6/.8 had a modest impact on 

the effect size bias. Obviously, in the absence of p-

hacking (solid line), the size of the danger zones did 

not impact the estimated effect size. 

True effect size 

Figure 2C illustrates that in literatures with a true 

effect size of d = 0, the exponential relationship 

between publication bias and the estimated effect size 

was greatly amplified (Figure 2C, blue lines). At a 

publication bias of 90% and in the absence of p-

hacking, the estimated biased effect size was dest = dbias 

= 0.21; at a publication bias of 95%, it was already dest 

= 0.31. In addition, publication bias and p-hacking 

interacted more strongly than when the true effect was 

d = 0.2 as in the default example: The additional 

biasing effect of p-hacking was much stronger at high 

degrees of publication bias (e.g., 80% or 90%) than at 

low degrees of publication bias (e.g., 0% or 10%; 

difference between the solid and dashed blue lines; see 

also Figure S4).   

By contrast, in literatures with a true effect size of 

d = 0.5, the exponential relationship between 

publication bias and the estimated effect size was 

greatly dampened (red lines). In the absence of p-

hacking, extreme levels of publication bias (e.g., 90 or 

95%) still biased the effect size by approximately dbias 

 0.15, but the distortion was much smaller than at 

lower true effect sizes. At high levels of publication 

bias (e.g., 90 or 95%), severe p-hacking even had a 

slightly dampening influence on the estimated effect 

size, effectively leading to less biased effect size 

estimates.  

A true effect size of d = 0 may be regarded as 

deserving special attention because in this case, 

publication bias and p-hacking may “produce” an 

effect out of thin air. Figure 2C illustrates that the 

overall level of bias may be particularly large when d 

= 0. Therefore, we additionally explored the effects of 
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all factors of influence specifically for the case of d = 

0 (Figure S5). Results revealed that the particularly 

pronounced interaction between p-hacking and 

publication bias at d = 0 remained intact and the factors 

of influence exerted similar influences as in our 

illustrative example with d = 0.2. As before, the bias 

introduced by p-hacking alone was small, but the 

relative amount of bias attributable to p-hacking and its 

interaction with publication bias was noticeably 

increased for d = 0 compared to d = 0.2. 

Heterogeneity 

Lower heterogeneity (i.e., τ = 0.10, 25% quantile) 

slightly reduced the effect size bias at high levels of 

publication bias (Figure 2D, blue lines). Higher 

heterogeneity (i.e., τ = 0.32, 75% quantile) slightly 

increased the effect size bias at high levels of 

publication bias (red lines). Both effects were rather 

modest.  

Typical sample size 

Entering smaller (Mdn = 29 participants per 

condition, Figure 2E, blue lines) rather than standard 

sample sizes (Mdn = 39 participants per condition, 

black lines) into the simulation led to slightly stronger 

biasing effects of p-hacking and publication bias, 

especially at high levels of publication bias (> 80%). 

This was plausible because smaller samples require 

larger effect sizes to achieve statistical significance. 

Conversely, larger sample sizes (Mdn = 69 participants 

per condition, red lines) were associated with smaller 

effect size biases, especially at high levels of 

publication bias.  

Probability of publishing significant studies 

The assumption that 80% or 100% rather than 90% 

of all studies that “worked” would be published had 

only negligible effects on the estimated effect size 

(Figure 2F).  

Supplemental analyses 

We additionally explored the effects of publication 

bias and p-hacking on the number of studies in the 

meta-analysis (k, see Figure S6) and the precision of 

the summary effect (standard error, see Figure S7). 

Besides the switch of outcomes, Figures S6 and S7 are 

identical to Figure 2. The results for k are 

straightforward. The number of studies decreased 

linearly with increasing levels of publication bias, from 

1,000 studies at 0% publication bias to about 200 

studies at 100% publication bias in the default 

configuration. This effect was attenuated by p-hacking 

because studies were “saved” from ending up in the file 

drawer. At 80% p-hacking and 100% publication bias, 

about 500 studies remained, depending on the 

configuration.  

When standard errors were set as outcomes, an 

interesting pattern emerged. With increasing 

publication bias and no p-hacking, standard errors also 

increased. This is intuitive, because publication bias 

removes studies from the meta-analysis and smaller 

meta-analyses are less precise. However, when p-

hacking was added, this effect was effectively canceled 

out. When p-hacking was at 80%, increasing 

publication bias ded not decrease precision. Rather, 

precision remained approximately stable across the 

range of publication bias (0% - 100%). The 

cancellation effect occured because p-hacking shifts 

effect sizes to a relatively narrow corridor outside the 

border of the funnel, thus creating a tightly-packed 

cluster of effects that results in a high-precision 

estimate.  

When the true effect was zero (Figure S7C, solid, 

blue line) the impact of publication bias on precision 

was especially pronounced, because with no true effect, 

only 2.5 percent of studies reach significance by 

chance. Even here, adding p-hacking to the mix 

increased precision notably. By this way, publication 

bias and p-hacking were working in concert to create 

the illusion of a precise non-zero effect that was in truth 

zero.  

Discussion 

 Single studies are rarely conclusive. Therefore, 

scholars rely on meta-analyses that shift the focus from 

single studies to aggregated evidence: Different 

researchers contribute to the same research question 

through replication and extension. This collaborative 

approach to science holds great promise for the 

advancement of knowledge, but it is sensitive to 

distortions. If the cumulative evidence base is severely 

biased, researchers run the risk of drawing false 

conclusions. With the present simulations, we 

examined how a broad range of levels of severity with 

respect to p-hacking and publication bias could distort 

cumulative science as indicated by meta-analytic effect 

size estimates, considering broad variation in various 

factors of influence that are likely to exist in realistic 

research literatures. This study provides several key 

insights: First, p-hacking and publication bias interact: 

A high level of publication bias can greatly distort the 

available evidence base. At relatively low and high 

levels of publication bias, even severe p-hacking 

contributes little additional bias. At medium levels of 

publication bias, however, p-hacking can contribute 

considerable additional bias, especially when true 

effects are negligible or even approach zero.  

The reason underlying this interaction is simple: 

When publication bias is low, there are so many studies 

that contribute to a valid estimation of effect sizes that 

p-hacking is not able to seriously distort such a robust 
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body of evidence. When publication bias is high, effect 

sizes are already considerably distorted. Hacking some 

of the few remaining nonsignificant studies to 

significance only adds to the body of significant studies 

that already dominate the meta-analytic effect size 

estimate, but such p-hacking does not necessarily 

change the already biased mean estimate. When 

publication bias is not particularly low or high, 

however, considerable p-hacking will inflate the effect 

sizes of the originally nonsignificant studies so much 

that the overall effect size estimate will be more 

affected than under other circumstances. This is 

particularly the case when there is only a negligible or 

no true effect.  

Second, the factors of influence we considered 

impact the interplay of p-hacking and publication bias 

to varying degrees. No factor of influence 

fundamentally changes the general interaction pattern, 

but larger sample sizes, lower heterogeneity, and 

particularly larger true effects protect against the 

biasing influence of p-hacking and publication bias. 

We briefly elaborate on why this is the case.  

Smaller sample sizes are associated with stronger 

effect size biases because, in small samples, large 

effect sizes are needed to achieve statistical 

significance, leading to greater deviations from the true 

effect. Everything else being equal, p-hacking 

therefore contributes particularly much effect size bias 

in studies with small samples. By contrast, in larger 

samples, smaller effect sizes can achieve statistical 

significance, which is usually the critical threshold for 

publication.  

When heterogeneity is high, effect sizes are more 

widely dispersed around the mean effect. This implies 

that more results will achieve statistical significance 

(see interactive online application 1 for a graphical 

illustration). Of these, the ones that are significant in 

the expected directions will not be affected by 

publication bias. Instead, they will likely be published 

as evidence in support of the expected phenomenon. 

This leads to a greater effect size bias. Put differently, 

low heterogeneity offers partial protection against 

extreme effect size biases.  

By far, the strongest protective role against effect 

size bias emerged for larger true effects. Both the 

maximum level of bias introduced by publication bias 

alone and the maximum additional bias from p-hacking 

and its interaction with publication bias were strongly 

reduced as the true effects increased. The reason for 

this is simple: The stronger the true effect, the greater 

the number of studies that will achieve (high levels of) 

statistical significance even without any p-hacking 

(Simonsohn et al., 2014b). In this case, p-hacked 

studies contribute to this pool of significant studies 

without seriously changing the effect size (see 

interactive online applications). The large numbers of 

significant studies with substantial true effects offer 

another beneficial consequence: Even when 

nonsignificant studies are sent to the file drawer, this 

will not have as severe an impact on the overall effect 

size estimate because the large number of significant 

studies attests to the real effect size.  

These observations about large true effects have a 

flip side: Maximum bias is greatest when there is no 

true effect at all (d = 0). In this case, publication bias 

has the most leverage to distort meta-analytic effect 

size estimates, and p-hacking can add considerable 

additional bias when publication bias is high (e.g., 

higher than 50%). In other words, p-hacking and 

publication bias may produce seemingly robust meta-

analytic effects out of thin air when in reality the effect 

is zero.  

Taken together, the observations relating to 

variations in true effect sizes lead to a central and 

reassuring insight offered by the present simulations: 

Researchers working in areas involving phenomena 

with healthy, robust true effects need to worry much 

less about p-hacking and publication bias compared 

with those investigating small effects. In the case of 

strong effects, meta-analytic effect size bias will 

remain modest even under unfortunate conditions. 

Unfortunately, in many cases, researchers will not 

know with certainty whether or not an effect of interest 

has a robust or a negligible true effect before 

conducting a meta-analysis. 

In supplemental analyses, we investigated how p-

hacking and publication bias affect the precision of a 

summary effect. This analysis revealed that p-hacking 

can make meta-analytic estimates appear more precise 

than they actually are, because effect sizes are shifted 

into a narrow corridor just outside the significance 

border. 

The Role of p-Hacking 

Some researchers have intensively argued that p-

hacking—not publication bias—is the major threat to 

psychological science (e.g., Nelson et al., 2018; 

Simmons et al., 2011). Why do our simulations paint a 

more nuanced picture? The major difference between 

previous work on p-hacking and the present approach 

is that previous work focused on how dramatically p-

hacking increased the rate of false positives, whereas, 

with the latter, we focused on the distortion of meta-

analytic effect sizes. We argue that considering 

distortions of meta-analytic effect size estimates is 

important because not only false positives, but also 

substantial distortions in such estimates can impede 

scientific progress, lead researchers and practitioners 

astray, and result in a waste of resources if research is 

based on invalid inferences.  

Is this meant to imply that researchers should not 

worry about p-hacking and false positives? Not at all. 

False positives are a major concern and can exert 

detrimental influences: For example, in small, 

emerging literatures, a few prominently published false 

positives may prematurely lead to the impression of a 

robust phenomenon. Likely, the more abundant a 

research literature, the less influence will a handful of 
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prominent studies exert on the researchers in a field 

(provided there is no extreme publication bias). 

However, if—for whatever reason—a literature never 

develops to a substantial size, the detrimental influence 

of a few prominent false positive findings may remain 

strong for a long time.  

One reason why a literature might never develop to 

a substantial size is when the true effect is zero, and 

there is no p-hacking in that particular literature. In this 

case, researchers would not be likely to produce a large 

number of studies because it would quickly become 

clear that there is nothing to find. This would 

consequently affect the number of studies included in 

any meta-analysis of this literature or would even 

determine whether a meta-analysis gets conducted in 

the first place. If, however, there is p-hacking in a 

literature with a true null or a negligible effect then p-

hacking may make this literature appear as if there is 

something there. This may encourage other researchers 

to conduct further studies on this effect – a lamentable 

waste of resources. Preventing p-hacking would be an 

important prophylactic against the risk of contributing 

further confidence in a potentially non-existing effect 

and ultimately against conducting meta-analyses of 

many false-positive studies, because the literature 

would never develop to a substantial size if researchers 

gave up on effects that would rather consistently spread 

around null. Precluding p-hacking is therefore also 

important to avoid a literature to accumulate when 

there is no interesting effect.  

We emphasize that with the present work, we did 

not aim to question previous assertions about p-

hacking and its deleterious effect on the rate of false 

positives. In fact, our work corroborates them: In our 

illustrative example (Figure 2A), p-hacking added a 

large number of false positives: About 55% (!) of all 

significant studies were false positives due to p-

hacking. Nevertheless, in the absence of publication 

bias, p-hacking biased the effect size estimate only by 

dbias = 0.04. This demonstrates that the “rate of false 

positives” and “effect size bias” are two different ways 

to examine the consequences of p-hacking and 

publication bias. Both are important, but a high rate of 

false positives does not necessarily imply a strong bias 

in cumulative effect sizes.  

Implications 

The importance of preventing p-hacking has 

rightfully received considerable attention in recent 

years (Nelson et al., 2018), but the prevention of 

publication bias has not received as much attention. 

This needs to change. Both need to become top 

priorities in psychological research. Both an increase in 

false positives (the most tangible consequence of p-

hacking) and distortions of meta-analytic effect sizes 

(the most tangible consequence of publication bias) 

have potentially deleterious consequences for 

psychological science.   

Estimates of the prevalence of p-hacking vary 

widely (Fiedler & Schwarz, 2016; Hartgerink, 2017; 

Head et al., 2015; John et al., 2012; Nelson et al., 

2018). The severity of publication bias likely varies 

considerably by research area, but evidence suggests it 

may be high in general in Psychology (and higher than 

in many other sciences; Bakker et al., 2012; Fanelli, 

2010; Fanelli, 2012; Fanelli et al., 2017; Ferguson & 

Brannick, 2012). Therefore, the field may want to take 

a conservative position, assume drastic severities, and 

consider what should be done to curtail the 

consequences. The good news is: Even moderate 

reductions of a potentially strong publication bias will 

greatly reduce its biasing effects (see Figure 2). How 

can this be accomplished? We suggest four easy and 

cost-efficient solutions.  

First, funding institutions have a strong interest in 

their money being used in the most efficient way to 

foster scientific progress. Therefore, they may enforce 

the transparent reporting of data and the results of all 

studies that have been paid for by a grant. In the case 

that not all studies end up being published, the 

remaining studies could mandatorily be placed in 

repositories such as the Open Science Framework and 

made public after a certain period of time. Funding 

institutions could even go so far as to make the 

allocation of future grants partly contingent on such 

transparent reporting for studies paid for by past grants. 

Second, more journals should require authors to clarify 

whether they have conducted any additional studies 

that addressed the same research question. These 

should be reported, and the results and data should be 

made available (e.g., in a supplement, via a link to a 

data repository). Journals could introduce standardized 

tables in which authors report all studies that have been 

conducted and identify them as pilot studies, actual 

tests of the hypotheses, and so forth. Even if not all 

authors responded truthfully to these requirements, this 

measure alone would unearth a considerable share of 

otherwise hidden studies and thereby considerably 

improve the robustness and validity of meta-analytic 

findings. Third, registered reports lessen both p-

hacking and publication bias (Chambers, Dienes, 

McIntosh, Rotshtein, & Willmes, 2015; Jonas & 

Cesario, 2016). To the extent that more journals give 

this format ample journal space, publication bias will 

be reduced. Fourth, not only should preregistrations of 

studies (Nosek, Ebersole, DeHaven, & Mellor, 2018; 

van 't Veer & Giner-Sorolla, 2016) incentivize and 

regularly entail information about the study design, 

outcome variables, and analysis plans, but they should 

also encourage or even mandate to make the data 

public, even if the study remains unpublished. In this 

way, not only will preregistrations reduce p-hacking, 

but they will also make research discoverable for meta-

analysts, even if the data are never published in a 

journal. More generally, preregistration and adherence 

to open science standards that emphasize the unbiased 

access to materials, data and code will improve the 

replicability not only of individual studies but also of 



p-HACKING, PUBLICATION BIAS, AND META-ANALYTIC EFFECTS    13 

 

meta-analyses in the long run (Gurevitch et al., 2018; 

Nosek et al., 2018). In sum, the field needs a shift in 

culture. Researchers need to be aware not only of the 

detrimental consequences of p-hacking, but also 

publication bias, and they also need to be incentivized 

as well as required to minimize it. Minimizing 

publication bias comes with an extra premium: If all 

well-conducted studies are published independent of 

the outcome, incentives to p-hack will be drastically 

reduced. Preventing publication bias will indirectly 

reduce p-hacking as well.  

The present simulations reveal how strikingly a 

strong severity of publication bias may distort meta-

analytic effect size estimates even in the (albeit 

unrealistic) absence of p-hacking. One implication of 

these findings is that the field needs techniques that 

validly and reliably correct for the effects of 

publication bias under realistic circumstances (e.g., 

varying true effects, heterogeneity, scarcity of 

nonsignificant studies).  

Various techniques have been proposed to correct 

for publication bias (e.g., trim and fill, Duval & 

Tweedie, 2000; p-curve, Simonsohn et al., 2014; p-

uniform, van Assen, van Aert, & Wicherts, 2015; PET-

PEESE, Stanley & Doucouliagos, 2014; selection 

models, Iyengar & Greenhouse, 1988). Two recent 

large-scale simulation studies compared the 

performance of several methods in correcting for 

publication bias under conditions that were realistic in 

various psychological research literatures (Carter, 

Schönbrodt, Gervais, & Hilgard, 2019; Renkewitz & 

Keiner, 2018). Using slightly different approaches, 

both studies concluded that no single method 

consistently performed well under diverse 

circumstances and no method consistently 

outperformed the others (but see van Aert & van Assen, 

2018, for an advancement of the p-uniform method). 

Ideally, future versions of these techniques will also be 

suited for modern meta-analytic methods, such as 

robust variance estimation (Hedges, Tipton, & 

Johnson, 2010) or multilevel meta-analysis (Van den 

Noortgate & Onghena, 2003), which can account for 

effect size dependencies. These meta-analysis 

techniques are increasingly used with data sets that 

include more than one effect size from the same study, 

but as yet researchers using these methods have to 

resort to bias correction methods developed for 

traditional meta-analysis that only allows the inclusion 

of one effect size per study (e.g., Coles, Larsen, & 

Lench, 2019; Friese, Frankenbach, Job, & Loschelder, 

2017). 

For researchers who rely on meta-analyses, our 

findings provide a starting point from which to estimate 

the combinations of p-hacking, publication bias 

severity, and factors of influence that could produce a 

given meta-analytic effect size estimate. An expert in a 

given literature may be able to make informed guesses 

about realistic values of the factors of influence. Using 

interactive online application 2, a researcher may run 

sensitivity analyses of various values of the factors of 

influence to check which combinations of p-hacking 

and publication bias may realistically produce a given 

meta-analytic estimate.  

Potential Objections to the Simulations 

In this section, we address some arguments 

against some assumptions underlying the present study 

and the conclusions than can be drawn from it.  

The severity of p-hacking was overestimated 

Critics may argue that it is unrealistic to p-hack 

initial p-values of .8 to significance without 

deliberately manipulating the data and that assuming a 

prevalence rate of .8 for p-hacking—80% of all studies 

in danger are  in fact hacked—is far too pessimistic. In 

this case, the impact of p-hacking in our simulations 

would be overstated. In response, we refer to Figure 2, 

which illustrates that we simulated the impact of p-

hacking across a broad range of severities in terms of 

both the probability of p-hacking and the size of the 

danger zone. Our simulations are thus informative with 

respect to a broad range of potential realities in 

different research areas.   

The severity of p-hacking was 

underestimated 

One potential objection is that p-hacking was not 

modeled severely enough because researchers will 

basically do everything to avoid losing a study (and the 

resources they invested in it) to the file drawer (Nelson 

et al., 2018). Had p-hacking been modeled severely 

enough, the effects on meta-analytic effect size 

estimates would have been much stronger. The 

“severity of p-hacking” may refer to different aspects, 

either in isolation or together: (a) How many studies of 

those in danger of being p-hacked will in fact be p-

hacked? (b) How large is the “danger zone” of studies 

that can be p-hacked? (c) If researchers p-hack, how far 

below the .05 threshold do they p-hack their studies? 

The smaller the final p-value, the more strongly the 

effect size of this particular study will be biased (given 

a constant sample size).  

In response to the concern that p-hacking might not 

been modeled severely enough, we refer to Figure 2B, 

which (also) illustrates the effects of very severe p-

hacking: 80% of studies with original p-values of up to 

.800 will be p-hacked to significance. The results (red 

line) reveal considerable distortions caused by this very 

severe p-hacking, but much less than that caused by 

severe degrees of publication bias. Interactive online 

application 2 allows interested researchers to simulate 

the effects of even more severe p-hacking.  

A critic may go further and object that researchers 

will even p-hack studies to significance when they 

originally showed mean differences in the unexpected 
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direction. We argue that it is unlikely that this happens 

on a large scale. There will be both statistical and moral 

boundaries that prevent researchers from going this far. 

Even if it is technically possible in some cases, such 

behavior would more adequately be labeled fraud and 

data fabrication rather than p-hacking, and even 

pessimistic estimates have identified such misdeeds as 

very rare (John et al., 2012).  

Alternatively, might researchers p-hack original 

findings that went in the “wrong” direction so that they 

become significant in this unexpected direction and 

later claim this result was expected (Nelson et al., 

2018)? On the basis of individual studies, this may be 

possible. However, in taking the broader perspective of 

a cumulative literature, we deem this unlikely. Take 

studies on the contested stereotype threat effect as an 

example (Flore & Wicherts, 2015; Spencer, Logel, & 

Davies, 2016; Stoet & Geary, 2012). Any description 

of a study that was originally planned to examine 

stereotype threat will be identified as such with a 

decent probability. Any dependent variable included to 

indicate a stereotype threat effect will be difficult to 

defend as consistent with a priori assumptions if the 

result ends up going in the other direction. Dependent 

variables are selected for a purpose. We believe that in 

the long run, it is unlikely that just any effect on a 

dependent variable could be argued to be in line with a 

priori assumptions about a given phenomenon under 

investigation. After all, researchers do not only need to 

tell a coherent story across (potentially) several studies 

in a single manuscript, but their findings also have to 

be coherent over time with the authors’ other 

publications and the respective literature more 

generally.3    

Perhaps researchers regularly p-hack original 

findings that went in the “wrong” direction to force 

them to achieve significance and then come up with a 

new post hoc explanation that is void of any reference 

to the literature that was the starting point for the study 

(e.g., stereotype threat). Again, on the level of 

individual studies, this could conceivably happen 

(Kerr, 1998). However, on the level of a cumulative 

literature, this is more difficult to envision. If this 

process were to happen on a large scale, this would lead 

to highly diverse publication lists of researchers in 

terms of topics. According to this argument, (almost) 

every study that “did not work” would be used to tell a 

completely different story to avoid making reference to 

the initial research question. In reality, most 

researchers conduct research on a few focused areas 

rather than a wide variety of different research areas. 

This is an indirect indication that studies that “did not 

work” often end up in the file drawer rather than being 

p-hacked to just any publishable finding for addressing 

a randomly and a posteriori fitted research question.  

Finally, a critic may be concerned that if 

researchers p-hack, they will bring the p-value down to 

 
3 Note that we have no stakes in the debate about 

stereotype threat and do not take any position here. 

even smaller levels than modeled here. Remember that 

in the present studies, p-hacked p-values lay between 

.049 and a minimum of .001 (a triangular distribution 

with the mode at .049). According to this distribution, 

the p-values are three times more likely to fall between 

.05 and .025 than between .025 and .001. The general 

notion that hacked p-values are more likely to fall just 

below p = .05 is generally accepted and engrained in 

common bias detection methods such as a p-curve 

analysis (Simonsohn et al., 2014a, 2014b). To examine 

the consequences of this particular distribution of p-

hacked p-values, we ran sensitivity analyses. First, we 

re-ran the simulations with the same triangular 

distribution, but we set the lower end of the p-values to 

.000001 instead of .001. The results were nearly 

identical. Second, we changed the distribution of p-

hacked p-values from a triangular distribution to two 

uniform distributions ranging from .05 to .025 and 

from .025 to .000001, and we made the first uniform 

distribution twice as prevalent as the second. Even 

under these very conservative assumptions, the 

changes in the results were practically negligible and 

did not affect the conclusions in any way. Taken 

together, the presented results are remarkably robust 

even when assuming that p-hacked studies are very 

often p-hacked to excessively low p-values.  

Limitations 

In our simulations, we considered the effects of 

several different factors of influence that plausibly 

could have seriously affected the results of the study. 

This approach resulted in a comprehensive set of 

findings. However, it is impossible to map every facet 

of reality. Modeling inevitably requires a reduction in 

complexity compared with reality. In the following, we 

discuss some plausible deviations from reality.  

One limitation of the present work was that it was 

based on the assumption that all studies are valid 

observations of real (null) effects. In reality, low-

quality study designs and executions may lead to 

systematically or unsystematically biased estimates of 

true effects. The possibility of unsystematic bias was 

partially captured by heterogeneity as one factor of 

influence that introduced the possibility of more than 

one true effect in a given literature, but we did not 

explicitly model systematic bias (e.g., high-quality 

studies are more likely to reveal true effects). In a 

similar vein, some studies that we modeled as 

independent might in fact be partly dependent in 

reality, for example, because they were conducted in 

the same lab or drew participants from the same 

participant pool. As we explained in the discussion 

section on p-hacking, social factors more generally 

may contribute to the emergence of literatures with 

partly dependent studies. For example, if p-hacked 

This is only one of many examples for which this 

argument could be made.  
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studies appeared to elucidate an effect that in fact may 

not exist this may promote further studies on the effect 

that would likely not have been conducted had there 

been no p-hacking in the literature. These observations 

might not question the insights about the interplay of p-

hacking and publication bias revealed by the present 

study, but they highlight that some literatures plagued 

by p-hacked false positives might never accumulate 

and be meta-analyzed if p-hacking could be effectively 

prevented.  

A second limitation is that our results may be 

contingent on the assumption that the probability that 

“failed” studies will be published is independent of 

effect size. This assumption could be challenged. For 

example, it is reasonable to expect that studies that are 

significant in the opposite direction from what was 

predicted may be easier to publish than studies that 

found no difference whatsoever between conditions 

(Ioannidis & Trikalinos, 2005). The solutions to this 

problem mentioned earlier, such as registered reports 

or editors asking for additional studies, are focused on 

decoupling the probability of publication from the 

results, thereby ameliorating this problem. 

Third, we assumed that the probability that 

nonsignificant studies will be published is independent 

of sample size. This assumption may be challenged on 

the basis of the argument that large nonsignificant 

studies may have a higher probability of getting 

published than small nonsignificant studies because 

researchers have greater incentives to publish studies 

in which they invested many (as compared with little) 

resources.  

Finally, we operationalized p-hacking essentially as 

lowering an originally non-significant p-value to 

significance. However, how exactly researchers may 

end up with polished results that initially did not look 

as promising is not fully understood and could also 

entail processes not captured by our operationalization 

of p-hacking. For example, if multiple outcomes are 

assessed in a study, but only a subset of these is 

reported this does not fit our operationalization of p-

hacking.  

Mild forms of outcome selection, say, some 

researchers selecting from two or three outcomes, may 

be covered by the more extreme settings of the “danger 

zone” influence factor. With these settings, p-values 

shift from up to 0.8 to below 0.05. We may 

conceptualize the initial p-value as some average of 

multiple outcomes, while the final p-value stems only 

from a subset of outcomes. When outcome switching is 

more extreme, say, a substantial percentage of 

researchers consistently selected a small number of 

outcomes from an originally large number of 

outcomes, this go beyond the conceptual boundaries of 

our simulation. In this case, suppression of evidence in 

a literature would be so widespread that we would be 

hesitant to place the phenomenon under the conceptual 

umbrella of p-hacking. In fact, it would rather be a form 

of publication bias on the level of outcomes: Some 

outcomes are lost to the file drawer, others are reported. 

In a possible next step, should the selected original p-

values not be significant, they may undergo one or 

several treatments that let it drop under p = .05 as is 

assumed in the current study (e.g, by transformation of 

variables, recoding or exclusion of outliers etc.). Future 

studies may want to add selective reporting of 

outcomes as an additional separate step in the 

simulations that determines which outcomes (and their 

p-values) then undergo p-hacking in the way 

operationalized here and examine the consequences on 

meta-analytic effect size biases as a function of the 

number of assessed and selected outcomes. 

Conclusion  

Meta-analysis is an essential tool for scientific 

progress that is considered more trustworthy and robust 

against various biasing influences than individual 

studies (Gurevitch et al., 2018). However, the validity 

of meta-analyses is threatened by systematic sources of 

error. The present study highlighted how p-hacking and 

publication bias can interact to bias meta-analytic 

effect size estimates under a large number of 

circumstances. In recent years, the increase in false-

positive findings due to p-hacking and, in turn, ways to 

prevent p-hacking have rightfully received 

considerable attention. The present results highlight 

that in order to increase the trustworthiness of 

psychological science, the reduction of publication bias 

also needs to become a primary objective. Otherwise 

researchers would run the risk of drawing vastly 

incorrect conclusions from bodies of evidence. Such a 

trend would have significant implications for theories, 

the robustness of practical interventions, the allocation 

of resources in both research and practice, and, last but 

not least, trust in our discipline.  
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Figure 1. Funnel plots of 1,000 hypothetical studies with a true underlying effect size of zero. The outer dotted 

lines indicate the triangular region within which 95% of studies are expected to fall in the absence of p-hacking, 

publication bias, and heterogeneity. Effect sizes (Cohen’s d) are represented on the x-axis. Precision (SEd) is 

represented on the y-axis. The dashed red line indicates the left border of the p-hacking danger zone. Studies that 

fall between the dashed red line and the right border of the funnel are “in danger of being p-hacked.” The 

probability that a study that is in danger of being p-hacked is indeed p-hacked is indicated by color, such that the 

yellow colored studies are hacked with a probability of 0.3 and the red colored studies are hacked with a 

probability of 0.7. In Panel A, the probability of p-hacking is depicted for illustrative purposes only. In Panel B, 

the studies that are in danger have actually been hacked according to their assigned probability. Thus, most of the 

red studies but only a few of the yellow studies have been hacked. 
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A – Default Settings B - Danger Zone 

   

C - True Effect Size D - Heterogeneity 

   

E – Typical Sample Size F – Publication Probability 

   
 

Figure 2. Results of the full simulation. Figure 2A displays the results of the default configuration. The settings 

for this configuration are d = 0.2, τ = 0.2, and danger zone = .4/.6. Typical sample sizes per condition were drawn 

from the standard distribution. The default probability of the publication of significant studies was .9. The thin 
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horizontal black line represents the null effect. The dotted black line represents the true effect. The curved solid 

line represents the estimated biased effect dest at a p-hacking probability of 0. The curved dashed/dotted line 

represents the estimated biased effect dest at a p-hacking probability of 0.4. The curved dashed line represents the 

estimated biased effect dest at a p-hacking probability of 0.8. Figures 2B-2F display results when the five factors 

of influence were systematically varied. For these figures, all default settings were used and only the respective 

factor was varied. Different colors indicate different levels of the factors as described in the legend below each 

figure. Solid lines always indicate a p-hacking probability of zero, whereas dashed lines always indicate a p-

hacking probability of 0.8. Hacking probabilities of 0.4 are not depicted. 
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Figure S1. Density estimators of the sample size distributions (factor of influence 4, typical sample sizes). Per 

cell sample sizes for the simulation of each study were drawn from one of the depicted distributions. Measures of 

central tendency are M = 32.6, Mdn = 29 for Small, M = 42.6, Mdn = 39 for Standard, and M = 72.6, Mdn = 69 

for Large. 

 

 

 

 

 
Figure S2. Additional bias due to p-hacking and its interaction with publication bias at different levels of 

publication bias. The y-axis depicts the change in the estimated effect size when the average nominal p-hacking 

probability is raised from 0 to 0.8. The x-axis depicts levels of publication bias, indicated by the percentage of 

non-significant or negative studies removed from the simulated set of studies. All influence factors are set to the 

default values.  
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Figure S3. Additional bias due to p-hacking and its interaction with publication bias at different levels of 

publication bias. The y-axis depicts the change in the estimated effect size when the average nominal p-hacking 

probability is raised from 0 to 0.8. The x-axis depicts levels of publication bias, indicated by the percentage of 

non-significant or negative studies removed from the simulated set of studies. All influence factors are set to the 

default values, except that the danger zone is set to .6/.8 instead of .4/.6 (see Figure S1).  

 

 

Figure S4. Additional bias due to p-hacking and its interaction with publication bias at different levels of 

publication bias. The y-axis depicts the change in the estimated effect size when the average nominal p-hacking 

probability is raised from 0 to 0.8. The x-axis depicts levels of publication bias, indicated by the percentage of 

non-significant or negative studies removed from the simulated set of studies. All influence factors are set to the 

default values, except that the true effect size is set to d = 0 instead of d = 0.20 (see Figure S1).  
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Figure S5. Results of the full simulation for default settings with true effect size d = 0.2 (left column, taken 

from Figure 2) and d = 0 (right column). The thin horizontal black line represents the null effect. The dotted black 

line represents the true effect (only left column). The curved solid lines represent the estimated biased effect dest 

at a p-hacking probability of 0. The curved dashed lines represent the estimated biased effect dest at a p-hacking 

probability of 0.8. Figures S5A-D display results when the remaining four influence factors are systematically 

varied. For these figures, all default settings were used, the respective factor was varied, and the true effect was 

either set to d = 0.2 (left column) or d = 0 (right column). Different colors indicate different levels of the factors, 

as described in the legend below each figure.  

  



p-HACKING, PUBLICATION BIAS, AND META-ANALYTIC EFFECTS    27 

 

A – Default Settings B - Danger Zone 

   

C - True Effect Size D - Heterogeneity 

   

E – Typical Sample Size F – Publication Probability 

   
 

Figure S6. Results of the full simulation for the number of studies as main outcome variable. Figure S6A 

displays the results of the default configuration. The settings are identical to Figure 2. The thin horizontal black 

line represents the null effect. The dotted black line represents the true effect. The curved solid line represents the 

number of studies k at a p-hacking probability of 0. The curved dashed line represents the number of studies k at 

a p-hacking probability of 0.8. Figures S6B-S6F display results when the five factors of influence are 
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systematically varied. For these figures, all default settings were used and only the respective factor was varied. 

Different colors indicate different levels of the factors, as described in the legend below each figure. Solid lines 

always indicate a p-hacking probability of zero, dashed lines indicate a p-hacking probability of 0.8. 
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A – Default Settings B - Danger Zone 

   

C - True Effect Size D - Heterogeneity 

   

E – Typical Sample Size F – Publication Probability 

   
 

Figure S7. Results of the full simulation for standard errors as the main outcome variable. Figure S7A displays 

the results of the default configuration. The settings are identical to Figure 2. The thin horizontal black line 

represents the null effect. The dotted black line represents the true effect. The curved solid line represents the 
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number of studies k at a p-hacking probability of 0. The curved dashed line represents the number of studies k at 

a p-hacking probability of 0.8. Figures S7B-S7F display results when the five factors of influence are 

systematically varied. For these figures, all default settings were used and only the respective factor was varied. 

Different colors indicate different levels of the factors, as described in the legend below each figure. Solid lines 

always indicate a p-hacking probability of zero, dashed lines indicate a p-hacking probability of 0.8. 
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Part II, Paper 1: “Does neuroticism disrupt the psychological benefits of nostalgia? A meta-

analytic test.” 

  



Empirical Paper

Does neuroticism disrupt the
psychological benefits of nostalgia?
a meta-analytic test

Julius Frankenbach1, Tim Wildschut2, Jacob Juhl2 and
Constantine Sedikides2

Abstract

Nostalgia, a sentimental longing or wistful affection for the past, confers self-oriented, existential, and social benefits. We

examined whether nostalgic engagement is less beneficial for individuals who are high in neuroticism (i.e. emotionally

unstable and prone to negative affect). Specifically, we tested whether the benefits of experimentally induced nostalgia

are moderated by trait-level neuroticism. To address this issue, we conducted a high-powered individual participant data

meta-analysis (N¼ 3556, k¼ 19). We found that the benefits of nostalgia were not significantly moderated by neurot-

icism, as they emerged for both high and low neurotics. This finding upheld when the self-oriented, existential, and social

benefits of nostalgia were analysed jointly and when they were analysed separately. Taken together, individuals high and

low in neuroticism are equally likely to benefit psychologically from engagement in nostalgic reverie.

Keywords

nostalgia, neuroticism, autobiographical memory, meta-analysis

Date received: 12 June 2019; revised: 17 May 2020; accepted: 20 May 2020

In the 17th century, Swiss physician Johannes Hofer

coined the term nostalgia, a compound of the Greek

words ‘nostos’ (meaning homecoming) and ‘álgos’

(meaning pain). He used this term to describe the

adverse symptoms displayed by Swiss mercenaries

serving abroad (e.g. fainting, high fever, indigestion,

stomach pain, and insomnia; Sedikides, Wildschut, &

Baden, 2004). Although the view that nostalgia is

characterised by dysfunction and disorder prevailed

for centuries, recent research has led to a reappraisal

of the emotion as a useful resource that individuals

recruit to counter adversity (Sedikides, Wildschut,

Routledge, & Arndt, 2015). This research has shown

that nostalgia is a ‘self-conscious, bittersweet but pre-

dominantly positive and fundamentally social emo-

tion’ (Sedikides, Wildschut, Routledge, & Arndt,

2015, p. 190), which is prevalent in everyday life.

Indeed, in a sample of British undergraduates, 79%

reported experiencing nostalgia at least once a week

(Wildschut, Sedikides, Arndt, & Routledge, 2006).

Memories that evoke nostalgia are self-relevant, atyp-

ical, and positive and often include close others,

important events, or time periods, and also locations,

animals, or objects (Van Tilburg, Bruder, Wildschut,

Sedikides, & G€oritz, 2019; Wildschut et al., 2006).

Nostalgia is often triggered by external stimuli, such

as music (Nash, 2012; Routledge et al., 2011), scents
(Reid, Green, Wildschut, & Sedikides, 2015), or
tastes (Supski, 2013), and by internal stimuli, such
as negative affect (Wildschut et al., 2006), lack of
meaning in life (Routledge et al., 2011), or loneliness
(Zhou, Sedikides, Wildschut, & Gao, 2008). The
emotion is observed cross-culturally (Hepper et al.,
2014) and across ages (Hepper, Wildschut, Sedikides,
Robertson, & Routledge, 2020; Madoglou,
Gkinopoulos, Xanthopoulos, & Kalamaras, 2017).

Much of the literature reviewed above, and the
rehabilitation of nostalgia, is due to an experimental
approach. The emotion has been experimentally
induced, for example, by instructing participants to
recall and emotionally relive a nostalgic (vs. ordinary
or positive) autobiographical episode (Stephan,
Sedikides, & Wildschut, 2012; Wildschut et al.,
2006), listen to nostalgic (vs. cheerful) music
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(Routledge et al., 2011), or read nostalgic (vs. control)

song lyrics (Cheung et al., 2013). The most frequently
used induction method is the event reflection task

(ERT; Sedikides, Wildschut, Routledge, & Arndt,
2015; Wildschut et al., 2006), which relies on targeted

autobiographical recall. In the ERT, participants are
randomly assigned to recall either a nostalgic or ordi-

nary event from their past and to think about how it
makes them feel. Then, they list keywords that cap-

ture the gist of the event and, more often than not,

write a narrative account of their experience.
Experimental evidence reveals that nostalgia serves

three vital intrapersonal and interpersonal functions
(Sedikides, Wildschut, Routledge, & Arndt, 2015).

First, nostalgia fulfils a self-oriented function by aug-
menting self-esteem (Hepper, Ritchie, Sedikides, &

Wildschut, 2012; Wildschut et al., 2006), boosting
optimism (Biskas et al., 2019; Cheung et al., 2013),

and facilitating psychological growth and authenticity
(Baldwin, Biernat, & Landau, 2015; Baldwin &

Landau, 2014; Stephan et al., 2012). Second, nostal-
gia serves an existential function, as it sustains per-

ceptions of meaning in life (Routledge et al., 2011;

Routledge, Wildschut, Sedikides, Juhl, & Arndt,
2012; Sedikides & Wildschut, 2018; Van Tilburg,

Igou, & Sedikides, 2013) and instils self-continuity
(i.e. a sense of connection between one’s past and

present selves; Sedikides et al., 2015, 2016; Sedikides,
Wildschut, & Stephan, 2018; Van Tilburg, Sedikides,

Wildschut, & Vingerhoets, 2019). Third, nostalgia
enhances sociality by promoting social connectedness

(i.e. a sense of acceptance and belongingness; Sedikides
& Wildschut, 2019; Turner, Wildschut, & Sedikides,

2012; Wildschut, Sedikides, Routledge, Arndt, &
Cordaro, 2010; Zhou et al., 2008) and social action

tendencies (i.e. a social approach orientation;
Sedikides & Wildschut, 2020; Sedikides et al., 2018;

Stephan et al., 2014; Zhou, Wildschut, Sedikides, Shi,
& Feng, 2012). Indeed, a meta-analysis revealed robust

main effects of nostalgia on self-oriented (self-esteem

and optimism), existential (meaning in life and self-
continuity), and sociality (social connectedness) func-

tions, as well as on positive, but not negative, affect
(Ismail, Cheston, Christopher, & Meyrick, 2020).

Increasingly, however, researchers have been turning
their attention to the role of personality: Are certain

persons more capable of reaping the psychological
benefits of nostalgia than others?

Generality of nostalgia: the role of

personality traits

The lion’s share of attention has been enjoyed by a

small number of traits. Two studies have examined
the role of nostalgia proneness, the dispositional or

trait-level tendency to experience nostalgia (Barrett
et al., 2010; Wildschut & Sedikides, in press). In an

ERT experiment, Cheung, Sedikides, and Wildschut

(2016) assessed nostalgia proneness prior to the nos-
talgia induction. Recalling a nostalgic (compared
with ordinary) life event was more beneficial (i.e.
increased self-esteem, social connectedness, and opti-
mism) for participants who were high (compared with
low) in nostalgia proneness. Layous, Kurtz,
Wildschut, and Sedikides (2020) examined the role
of nostalgia proneness (assessed at baseline) in a
6-week ERT-based intervention study. Well-being
was assessed at the end of the 6 weeks and at a
1-month follow-up. The nostalgia intervention
increased well-being at both time points for partici-
pants who were high in nostalgia proneness but
decreased it for those who were low in nostalgia
proneness. These findings are consistent with the
person-activity fit principle in well-being interventions
(Lyubomirsky & Layous, 2013). Individuals who
experienced nostalgia regularly in their everyday
lives (i.e. those who were relatively more nostalgia
prone) benefitted the most from nostalgia inductions.

Two further studies examined individual differen-
ces that can be classified under the domain-level trait
of neuroticism or emotional instability in the Big Five
taxonomy of personality (John & Srivastava, 1999).
Neuroticism is the enduring tendency to experience
distress and negative emotions, such as fear, sadness,
anxiety, loneliness, worry, self-consciousness, or dis-
satisfaction (John, Naumann, & Soto, 2008), and is
considered a fundamental domain of human person-
ality (McCrae & Costa, 2003). Verplanken (2012)
assessed individual differences in habitual worrying
(i.e. the tendency to engage repetitively and persis-
tently in mental problem solving of uncertain or unre-
solved difficulties or challenges; Verplanken, Friborg,
Wang, Trafimow, & Woolf, 2007) prior to an ERT-
based nostalgia induction. Worry is a cognitive
marker of neuroticism (Segerstrom, Tsao, Alden, &
Craske, 2000) and is positively related to it (Muris,
Roelofs, Rassin, Franken, & Mayer, 2005). Results
revealed that nostalgia (compared with control)
increased positive mood irrespective of habitual wor-
rying. However, for participants scoring high (vs.
low) on habitual worrying, nostalgia (compared
with control) also increased feelings of anxiety and
depression. In an ERT experiment among Syrian ref-
ugees residing in Saudi Arabia, Wildschut et al. (2019)
assessed individual differences in resilience (i.e. the
ability, when meeting adversity, to maintain psycho-
logical equanimity and cope adaptively with stress;
Wagnild & Young, 1993) prior to the nostalgia induc-
tion. Vulnerability to stress is a core facet of neurot-
icism, and, accordingly, resilience is inversely related
to neuroticism (Campbell-Sills, Cohan, & Stein,
2006). Compared with high-resilience refugees, those
lacking resilience derived fewer psychological bene-
fits, and suffered greater psychological costs, from
the nostalgia induction.

There is a danger, when examining the moderating
role of personality traits, of becoming mired in a

250 European Journal of Personality 35(2)



piecemeal and atheoretical exploration of ‘the thou-
sands of particular attributes that make each human
being individual and unique’ (John & Srivastava,
1999, pp. 102–103). To avoid this trap, we adopted
a common, integrative framework that synthesises
diverse systems of personality description—the Big
Five taxonomy. To be precise, the specific findings
for habitual worrying (Verplanken, 2012) and resil-
ience (Wildschut et al., 2019) point to a particular
role of neuroticism. Our key objective, then, was to
examine if the psychological benefits of nostalgia
inductions depend on trait-level neuroticism.

The potential role of neuroticism

The postulated role of neuroticism as a suppressor of
nostalgia’s benefits is based on two premises. First,
despite being predominately positive, nostalgia com-
monly contains elements of negativity (Batcho, 2007;
Hepper et al., 2012; Hertz, 1990) and has a unique
bittersweet affective signature (Sedikides &
Wildschut, 2016; Van Tilburg, Bruder, et al., 2019;
Van Tilburg, Sedikides, & Wildschut, 2018). On the
one hand, the content of nostalgic narratives is more
positive than negative (Abeyta, Routledge, Roylance,
Wildschut, & Sedikides, 2015; Madoglou et al., 2017;
Wildschut et al., 2006), and nostalgia inductions typ-
ically (Hepper et al., 2012; Stephan et al., 2012;
Wildschut et al., 2006, 2010; Zhou et al., 2008,
2012, Study 1), but not always (Turner, Wildschut,
Sedikides, & Gheorghiu, 2013; Van Dijke,
Wildschut, Leunissen, & Sedikides, 2015; Zhou et
al., 2012, Studies 2-4), increase positive affect. On
the other hand, nostalgia is not devoid of negative
affect. Whereas nostalgia inductions tend to increase
positive affect, they typically do not reduce negative
affect (Cheung et al., 2013; Routledge et al., 2012;
Routledge, Arndt, Sedikides, & Wildschut, 2008;
Sedikides et al., 2016; Sedikides, Wildschut,
Routledge, & Arndt, 2015; Wildschut et al., 2006,
2010; Zhou et al., 2012). Analyses of laypersons’ con-
ceptualisation of nostalgia suggest that this negativity
comes from missing or longing for aspects of the past.
Specifically, laypersons regard ‘longing=yearning’,
‘missing’, and ‘wanting to return to the past’ as cen-
tral features of the construct ‘nostalgia’ (Hepper et
al., 2012, 2014). Second, neuroticism is linked to neg-
ative affectivity (Gray, 1981; Hamann & Canli, 2004;
Rusting & Larsen, 1998) and so may undermine nos-
talgia’s benefits through several mechanisms.
These are grounded in the availability, accessibility,
and processing of emotional memories.

We start by considering the availability of nostalgic
memories. Nostalgic memories can contain positive
aspects (e.g. momentous life events or meaningful
social interactions) and=or negative aspects (e.g. the
loss of a loved one; Wildschut et al., 2006). The rela-
tive degree of positivity and negativity differs across
memories and between individuals. Neuroticism is

associated with several negative life outcomes, such
as lower subjective well-being (Steel, Schmidt, &
Shultz, 2008), higher levels of psychopathology
(Malouff, Thorsteinsson, & Schutte, 2005), and
higher likelihood of criminal arrest (Huo-Liang,
2006). Thus, the pool of memories about which high
neurotics (compared with low neurotics) could be
nostalgic may be more negatively valenced on aver-
age. Indeed, high neurotics appear to report a larger
proportion of negative autobiographical memories
(Denkova, Dolcos, & Dolcos, 2012).

Additionally, irrespective of the availability of cer-
tain memories, neuroticism may entail a tendency to
draw upon nostalgic memories that are more nega-
tively valenced and thus have lower potential to
convey psychological benefits. That is, there may be
systematic differences between those high and low in
neuroticism with respect to the accessibility of mem-
ories that they select for nostalgic reflection.
Consistent with this, high neurotics (compared with
low neurotics) are more likely to retrieve affectively
negative content in cued or free recall tasks (Rusting
& Larsen, 1998). Further, research on life stories (i.e.
top-level narratives that people construct from per-
sonal experiences to derive and maintain a sense of
self) indicates that high neurotics are more likely to
include affectively negative content in their life stories
(McAdams, Reynolds, Lewis, Patten, & Bowman,
2001; Raggatt, 2006; Thomsen, Olesen, Schnieber, &
Tønnesvang, 2014) and to revive especially bitter
memories (Cappeliez & O’Rourke, 2002).

Finally, in regard to the third and perhaps most
important mechanism, individuals with elevated levels
of neuroticism may process nostalgic memories differ-
ently. The same emotional memory may convey psy-
chological benefits for someone low in neuroticism
but may be costly for someone high in neuroticism.
High neurotics (compared with low neurotics) may
benefit less from nostalgic engagement, because their
dispositional style of emotional processing could
exacerbate the negatives inherent to the nostalgic
experience that are otherwise reappraised or out-
weighed by the positives. That is, they may be partic-
ularly sensitive to the negative aspects of the nostalgia
experience. Research on the functioning of neuroti-
cism in the broader context of autobiographical
memory indicates that high neurotics (compared
with low neurotics) experience autobiographical
memories as more emotionally and physiologically
intense, rehearse them more, and see them as more
central to their identity (Rubin, Boals, & Hoyle, 2014;
Rubin, Dennis, & Beckham, 2011; Sutin, 2008).
Boelen (2009) found that high neurotics (compared
with low neurotics) who lost a loved one are more
likely to perceive the event as central to their identity
and suffer more severe psychological harm. Similarly,
Ogle, Siegler, Beckham, and Rubin (2017) reported
that highly neurotic individuals suffer more serious
consequences from traumatic events, because they
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respond more emotionally to traumatic memories,
rehearse them more, and perceive them as more cen-
tral to their identity.

Overview

We conducted a comprehensive meta-analysis to test
whether neuroticism attenuates the psychological
benefits of nostalgia. Although meta-analyses typical-
ly aim to summarise an existing literature, we relied
on meta-analysis here to address a focused question.
As such, we searched for studies (publishes or unpub-
lished) that measured trait neuroticism and experi-
mentally manipulated nostalgia. We derived the
effect sizes of interest using raw data from these pri-
mary studies. This approach is sometimes referred to
as two-step individual participant data meta-analysis
(Riley, Lambert, & Abo-Zaid, 2010). We considered a
wide range of dependent variables encompassed by
the tripartite (self, existential, and social) taxonomy
of nostalgia’s psychological benefits. That is, we
examined whether the effects of nostalgia on these
three domains are smaller for high neurotics than
low neurotics. Additionally, we explored whether
the effects of nostalgia on positive affect and negative
affect differ as a function of neuroticism.

Method

We used the R environment for statistical computing
(R Core Development Team, 2017) to process and
analyse all data. We fit robust variance estimation
(RVE) models using the robumeta package (Fisher,
Tipton, & Zhipeng, 2017). Effect-size data and anal-
ysis scripts are publicly available at osf.io=sfx6h. The
study was not preregistered.

Inclusion criteria and data collection

Studies were eligible for inclusion in the meta-analysis
if they (i) experimentally manipulated nostalgia, (ii)
contained at least one control condition, (iii) random-
ly assigned participants to conditions, (iv) measured
trait neuroticism, and (v) measured at least one out-
come that could be classified as a self-oriented, exis-
tential, or social autobiographical-memory function.
Some studies that met these criteria also contained
positive and=or negative affect as outcomes. For
these studies, we also analysed positive and negative
affect. However, we excluded studies that assessed
exclusively positive and negative affect, as this was
not our focus. We only included studies for which
we had access to the primary (or raw) data. To iden-
tify relevant studies, we contacted active researchers
in the area of nostalgia. We further sent queries for
data through mailing lists of the Society of
Experimental Social Psychology and the Society for
Personality and Social Psychology. Additionally, we
conducted an electronic literature search of the Web

of Science Core Collection (in October, 2019), search-

ing all fields for the terms ‘nostalg* AND (neurotic*
OR personality OR big five)’. For all relevant articles,

we requested full data sets as well as any available
materials and documentation. When information

was missing or unclear, we consulted the primary
authors to resolve ambiguities.

Data preparation

We applied a standardised data-processing protocol to

all studies to make effect sizes comparable. We coded
the nostalgia manipulation as 0 for the control condi-

tion and 1 for the nostalgia condition. For studies that
used multiple controls, we included the most neutral

one. For example, if an experiment used both
ordinary-memory and positive-memory control condi-

tions, we calculated an effect size for the comparison
between nostalgia and ordinary memory. We standar-

dised neuroticism scores and all outcome variables by

calculating z scores (M¼ 0, SD¼ 1). In supplementary
analyses, we converted neuroticism scores to a 5-point

scale to enable comparisons of the mean level and dis-
persion of neuroticism across studies. We reverse

scored all dependent variables that reflected negative
outcomes (except negative affect), so that higher scores

indicated more beneficial outcomes. For example, we
reverse scored the No Meaning in Life Scale

(Kunzendorf, Moran, & Gray, 1995) for higher
scores to reflect greater sense of meaning in life.

Finally, we estimated scale reliability by computing

Cronbach’s alphas for neuroticism and all outcomes.

Effect-size computation

We computed three effect sizes for each outcome per

study: (i) nostalgia main effect, (ii) neuroticism main
effect, and (iii) Nostalgia�Neuroticism interaction.

We used Cohen’s d for all effect sizes. For the main
effects of the nostalgia manipulation, we computed

Cohen’s d effect sizes as the mean difference between
the nostalgia and control conditions divided by the

pooled standard deviation. Higher values indicate

higher means in the nostalgia condition. For neurot-
icism main effects, we calculated Pearson correlations

(r) between neuroticism and the respective outcome
variable. We then transformed all correlations to

Cohen’s d (Borenstein, Hedges, Higgins, &
Rothstein, 2009). For interactions, we fitted a multi-

ple regression model for each outcome per study, pre-
dicting the respective outcome (z-standardised,

Mean¼ 0, SD¼ 1) from neuroticism (z-standardised),
nostalgia (0¼ control, 1¼ nostalgia), and the

Nostalgia�Neuroticism interaction. We then

retrieved the regression coefficients and standard
errors of the interaction term from each analysis.

The regression coefficient indicates the predicted
change in the nostalgia main effect when levels of

neuroticism in the sample increase by one standard
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deviation. The metric of the nostalgia main effect is
standard deviations, so the regression coefficient is
also in the metric of Cohen’s d.

We considered a range of outcomes. Analysing
these diverse outcomes involves a trade-off between
construct validity and statistical power. Power is
maximised when all outcomes are synthesised into a
single summary effect. However, this may entail com-
bining psychologically distinct constructs. On the
other extreme, construct validity is maximised when
outcomes reflecting the exact same construct (e.g. self-
esteem) are aggregated separately. This, though, may
yield small subgroups of outcomes, and so statistical
power to detect effects within these subgroups may be
low. Taking this trade-off into account, we adopted a
sequential procedure.

We started by synthesising all outcomes to arrive
at a single summary effect (prioritising statistical
power over construct validity). Next, we grouped out-
comes in terms of the three previously established
superordinate autobiographical-memory functions
of nostalgia: selforiented, existential, and social
(Sedikides, Wildschut, Routledge, & Arndt, 2015).
Subsequently, we calculated summary effects for
these three superordinate categories (striking a bal-
ance between construct validity and power). Finally,
we divided outcomes within the three superordinate
categories into subcategories according to the psycho-
logical construct they reflected (yielding seven subca-
tegories: self-esteem, optimism, inspiration, meaning
in life, self-continuity, social connectedness, and
social action tendencies—see below for details), and
then we derived summary effects for these specific
subcategories (prioritising construct validity over sta-
tistical power). We analysed positive and negative
affect separately in subgroup analysis.

Study coding

We coded for a range of study and outcome charac-
teristics. We included some for descriptive purposes
and others for examination as meta-moderators of
the Nostalgia�Neuroticism effect size in meta-
regression analyses. We reasoned that these
meta-moderators may account for variation in the
magnitude of the Nostalgia�Neuroticism effects
across studies and outcomes.

Type of nostalgia induction. The magnitude of the
Nostalgia�Neuroticism interaction effect may
depend on type of nostalgia induction. For instance,
manipulations may differ in the degree of negativity
they induce, and thus the degree to which their effects
are moderated by neuroticism could differ. We coded
whether nostalgia was induced by the ERT or music.

Type of control condition. Several control conditions
have been used in the nostalgia literature. For the
ERT, procedures that involve the recollection of

ordinary events are advantageous, because they pro-
vide a neutral reference point. Thus, the comparison
of a neutral control condition and a nostalgia condi-
tion allows all psychologically active components of
nostalgia to contribute to the effect. More stringent
control conditions have also been implemented to iso-
late incremental effects of nostalgia manipulations.
For example, in some studies participants in the con-
trol condition listened to happy music, which allowed
researchers to examine the effects of nostalgia above
and beyond positive mood. We coded whether the
control condition was intended to be neutral or
non-neutral.

Type and reliability of neuroticism scale. Neuroticism scales
differ in several ways. First, measurement reliability
may vary depending on number and type of items
included in the scale. We expected for more reliable
neuroticism scales to yield stronger interaction effects.
Second, scales may assess distinct components of neu-
roticism, and some components may interact with nos-
talgia more strongly than others. We therefore coded
for type of neuroticism scale and its reliability (indexed
by Cronbach’s alpha). We set the reliability of single-
item scales to the minimum of all reliability estimates in
the meta-analysis, as a conservative lower-bound esti-
mate. Additionally, and in an effort to mark the relative
length of neuroticism scales, we coded studies that used
the Big Five Inventory (BFI—eight items; John et al.,
2008) as ‘long’, and we coded studies that used either
the Ten-Item Personality Inventory (TIPI—two items;
Gosling, Rentfrow, & Swann, 2003) or the TIPI-
Revised (TIPI-r—one item; Denissen, Geenen,
Selfhout, & van Aken, 2008) as ‘short’.

Publication status. We coded all studies that were pub-
lished in peer-reviewed journals as ‘published’. We
coded the remaining studies as ‘unpublished’. Two
(out of 19) studies were published, and both were
reported by Cheung et al. (2013).

Mean sample age. We calculated participants’ average
age, separately for each study. Doing so enabled us to
examine whether focal effects varied as a function of
the mean age within a sample.

A utobiographical-memory functions and type of affect. We
only included studies reporting at least one outcome
that was classifiable as self-oriented, existential, or
social. Some of these studies also measured positive
affect or negative affect as outcome variables. We
coded all studies in terms of these five outcome cate-
gories. We tested whether the moderating role of neu-
roticism differed among the outcome categories.

Outcome subcategory. Within the three major outcome
categories (self-oriented, existential, and social), effect
sizes could be further classified into subcategories. For
the self-oriented category, subcategories comprised
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self-esteem (e.g. state version of the Rosenberg Self-
Esteem Scale; Rosenberg, 1965; e.g. ‘I feel that I’m a
person of worth, at least on an equal basis with
others’), optimism (e.g. Life Orientation Test-
Revised; Scheier, Carver, & Bridges, 1994; e.g. ‘In
uncertain times, I usually expect the best’), and inspi-
ration (e.g. Inspiration Scale; Thrash & Elliot, 2003;
e.g. ‘I feel inspired’). For the existential category, sub-
categories comprised meaning in life (e.g. Meaning in
Life Questionnaire; Steger, Frazier, Oishi, & Kaler,
2006; e.g. ‘I understand my life’s meaning’) and self-
continuity (e.g. Self-Continuity Index; Sedikides,
Wildschut, Routledge, Arndt, Hepper, & Zhou, 2015;
e.g. ‘There is continuity in my life’). For the social
category, subcategories comprised social connected-
ness (e.g. ‘Right now, I feel connected to loved ones’;
Wildschut et al., 2006) and social action tendencies
(e.g. ‘Thinking about this nostalgic event makes me
want to join a student group made up of a wide
range of people I don’t know’; Stephan et al., 2014).
As we mentioned above, positive affect and negative
affect were separate categories and were typically mea-
sured with the Positive and Negative Affect Schedule
(Watson, Clark, & Tellegen, 1988).

Outcome measurement reliability. Interaction effects are
dependent on the correlation of the predictors with
the outcome, which in turn is dependent on the reli-
ability of the outcome measurement. We computed
Cronbach’s alpha as estimates of reliability for all
outcomes. For single-item measures, we entered the
lowest reliability observed across all studies included
in the meta-analysis. We expected that more
reliable outcomes would register larger Nostalgia�
Neuroticism interaction effects.

Meta-analytic procedure

Meta-analytic modelling. The analyses included various
neuroticism scales, experimental procedures, and out-
come variables. It is therefore unrealistic to treat the
effect sizes as being drawn from the same population.
Accordingly, we conducted all analyses using
random-effects models. One central assumption of
conventional random-effects meta-analytic models is
statistical independence of effect sizes. This assump-
tion is violated when multiple effect size from the
same study are included. There are several
approaches to addressing this issue. First, researchers
often maintain independence by including only one
effect size per study. However, this entails a consid-
erable loss of information and comes with a risk of
bias in the selection process. Second, researchers may
aggregate all effect sizes stemming from the same
study into a composite. One variant of this approach
involves adjusting effect-size variances of the compos-
ite based on the correlation structure of the aggregat-
ed effect sizes (Borenstein et al., 2009). Specifically,
variances are more strongly reduced if outcomes are

less correlated, reflecting the idea that less correlated
outcomes provide more unique information, and con-
sequently more precise estimates. Although this pro-
cedure reduces the risk of bias, it also entails a loss of
information because different constructs are com-
bined into a composite that may be difficult to inter-
pret. Third, Hedges, Tipton, and Johnson (2010)
recently proposed an RVE approach for meta-analy-
sis. This approach permits fitting random-effects or
mixed-effects meta-analytical models to sets of depen-
dent effect sizes without a need for selection or aggre-
gation. RVE estimates the covariance structure of
effect sizes and adjusts standard errors accordingly.
This approach, however, has two drawbacks. To
begin, although it is possible to derive point estimates
for true effect-size heterogeneity in RVE (I2), signifi-
cance tests for this estimate are currently unavailable.
Moreover, procedures for power analysis in RVE
have not yet been developed. Considering the (dis)
advantages of the three approaches outlined above,
we implemented RVE for all analyses. To evaluate the
magnitude of true effect-size heterogeneity, we
resorted to rules of thumb (Higgins & Green, 2011).
We estimated statistical power by applying power
analysis for conventional meta-analysis as an upper
bound estimate.

Robust variance estimation. Before conducting RVE, we
considered three issues (TannerSmith & Tipton,
2014). First, we needed to determine if the number
of studies sufficed to obtain accurate model estimates.
Standard RVE performs satisfactorily with a mini-
mum of 10 studies when estimating summary effects
and with a minimum of 40 studies when estimating
slopes in meta-regression (Hedges et al., 2010; Tipton,
2013). However, when the number of studies falls
below these limits, significance tests are plagued by
inflated Type I error rates. Recently, small sample
corrections have been developed for single and mul-
tiple parameter tests in RVE that account for inflated
error rates (Tipton, 2015; Tipton & Pustejovsky,
2015). We implemented these corrections for all
RVE models. Specifically, we computed regression
coefficients using adjusted covariance matrices. We
tested single regression coefficients using t-tests with
Satterthwaite-adjusted degrees of freedom (Tipton,
2015) and multiple regression coefficients with the
approximate Hotelling-Zhang test (AHZ; Tipton &
Pustejovsky, 2015). Second, we needed to decide
how to weigh the effect sizes in the summary effect.
Following relevant recommendations (Tanner-Smith
& Tipton, 2014), we set the weights to account for
dependence due to correlated, rather than hierarchi-
cal, effects, because this type of dependence was likely
to be more prevalent in the data set. Third, we needed
to estimate the average correlation between effects
sizes. We estimated this value by averaging all out-
come correlations per study and then averaging these
means across studies. This procedure returned a mean
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outcome correlation of r¼ 0.45. We conducted a sen-

sitivity analysis for all models by varying this estimate

from .10 to .90. In no case did r considerably influ-

ence any conclusions drawn from the models.

Meta-moderation analyses. To examine whether the

magnitude of the Nostalgia�Neuroticism interaction

is moderated by study characteristics (e.g. type of nos-

talgia induction, mean sample age), we entered these

characteristics as predictors in meta-regression. Meta-

regression is analogous to linear regression in primary

studies, with the exception that effect sizes

(rather than participant-level outcomes) are regressed

on predictors. The meta-moderation analyses focused

on accounting for variation in the Nostalgia�
Neuroticism interaction effect—the main focus of

this meta-analysis. We report meta-moderation anal-

yses for the nostalgia and neuroticism main effects in

the Supporting Information. Given that all music-

induction studies used a non-neutral control condi-

tion, and all but one ERT-induction studies used a

neutral control condition, the type of nostalgia induc-

tion and type of control condition are confounded.

Therefore, results for type of nostalgia induction and

type of control condition are similar or, in most cases,

identical.

Results

We identified k¼ 19 eligible studies and obtained raw

data for all of them, totalling m¼ 155 effect sizes and

N¼ 3556 participants (Figure S1). One hundred

sixteen effect sizes related to the three autobiograph-

ical-memory functions and 39 related to positive and

negative affect. Sample sizes ranged from 48 to 647

(Md¼ 121), and studies contributed between three

and 17 outcomes (Md¼ 9). Seventeen studies were

unpublished as of June 2019 (89%). The most prevalent

nostalgia induction was the ERT (kERT¼ 16,

kmusic¼ 3). Control conditions were mostly neutral

(kneutral¼ 15, knon-neutral¼ 4). Neuroticism was typically

measured by the BFI (k¼ 12), followed by the TIPI

(k¼ 4) and the TIPI-r (k¼ 3). Among the three super-

ordinate autobiographical-memory functions, outcomes

measuring the self-oriented function were overrepresent-

ed (self-oriented, 43%; existential, 30%; social, 27%).

All but two studies measured positive affect and nega-

tive affect. The total sample comprised 62% women,

and the median age was 22 years (M¼ 29.94,

SD¼ 15.45, min¼ 14, max¼ 85). Figure S2 displays a

histogram of the age distribution. We summarise key

information about the included studies in Table 1.

Nostalgia functions

Nostalgia main effect. The overall nostalgia effect

across self-oriented, existential, and social functions

was significant, d¼ 0.284, SE¼ 0.044, p< .001,

CI95[0.190, 0.377]. Nostalgia manipulations induced

an average increase of 0.284 standard deviations

across the three superordinate autobiographical-

memory functions.

Table 1. Study overview

ID N m Scale Published Induction

Control

condition Outcomes

Mean

age Date Country

Corresponding

author

1 59 7 BFI No ERT Neutral 1, 2, 3, 4 23.83 2005 UK T. Wildschut

2 122 12 BFI No ERT Neutral 1, 2, 3, 4, 5, 6, 7, 8, 9 19.73 2007 UK=USA T. Wildschut

3 442 12 BFI No ERT Neutral 1, 2, 5, 6, 7, 8, 9 50.13 2008 UK E. G. Hepper

4 127 12 BFI Yes ERT Neutral 1, 2, 4, 5, 6, 7, 8, 9 18.95 2012 USA W.-Y. Cheung

5 95 8 BFI No ERT Neutral 1, 2, 8, 9 17.02 2004 UK T. Wildschut

6 98 4 BFI No ERT Neutral 2, 5, 8, 9 24.35 2005 UK T. Wildschut

7 50 9 BFI No ERT Neutral 1, 2, 4, 5, 6, 8, 9 19.94 2006 UK C. Routledge

8 195 9 TIPI No ERT Neutral 2, 3, 5, 6, 7, 8, 9 20.14 2014 USA J. D. Green

9 100 2 BFI No ERT Non-neutral 7 19.28 2012 UK J. Juhl

10 121 10 TIPI No ERT Neutral 2, 5, 6, 7, 8, 9 20.21 2014 UK J. Juhl

11 252 7 BFI No ERT Neutral 1, 2, 5, 6, 7, 8, 9 36.82 2014 USA J. Juhl

12 161 4 TIPI No ERT Neutral 5, 7, 8, 9 19.31 2016 UK J. Juhl

13 130 9 TIPI No ERT Neutral 1, 2, 3, 5, 6, 7, 8, 9 19.78 2014 UK J. Juhl

14 647 10 TIPI-r Yes Music Non-neutral 1, 2, 3, 5, 6, 7, 8, 9 36.68 2012 Netherlands W.-Y. Cheung

15 139 10 TIPI-r No Music Non-neutral 1, 2, 3, 5, 6, 7, 8, 9 37.58 2013 Netherlands T. Wildschut

16 48 10 TIPI-r No Music Non-neutral 1, 2, 3, 5, 6, 7, 8, 9 41.02 2015 Netherlands T. Wildschut

17 72 6 BFI No ERT Neutral 2, 5, 6, 7, 8, 9 18.72 2012 Ireland W. A. P. Van Tilburg

18 589 6 BFI No ERT Neutral 2, 5, 6, 7, 8, 9 26.36 2012 Ireland W. A. P. Van Tilburg

19 109 8 BFI No ERT Neutral 1, 2, 3, 5, 6, 7, 8, 9 19.91 2014 UK E. G. Hepper

Note: Outcomes: 1, optimism; 2, self-esteem; 3, inspiration; 4, social action tendencies; 5, self-continuity; 6, social connectedness; 7, meaning; 8, positive

affect; 9, negative affect. Date, date of data collection. Both published studies were reported by Cheung et al. (2013), as Study 2 (ID 4) and Study 3 (ID

14), respectively. N for ID 14 (647) is lower than reported by Cheung et al. (664), because some participants did not complete the TIPI-r.

ID, study identification number; m, number of effects per study; Scale, neuroticism scale; BFI, Big Five Inventory; ERT, event reflection task; TIPI, Ten-

Item Personality Inventory; TIPI-r, TIPI-Revised.
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There was a substantial amount of effect-size het-

erogeneity, I2¼ 72.85, s2¼ 0.063. I2 is interpreted as

the percentage of true effect-size variance in the total

variance. s2 reflects the true variance of effect sizes in
the metric of the effect size (i.e. one standard devia-

tion). To test if the magnitude of the nostalgia effect

differed between the three superordinate functions,

we dummy coded the functions (self-oriented,

existential, and social) and entered them as predictors

in the model. Results of this analysis revealed that the

nostalgia effect differed significantly among the three

domain-level functions, AHZ(14.57)¼ 9.02, p¼ .003,

remaining I2¼ 67.23 (Figure 1a). Although the nos-

talgia effect was larger for the existential and social

functions than the self-oriented function, it was sta-

tistically significant for all three of them (self-

Figure 1. Nostalgia main effects (a), neuroticism main effects (b), and Nostalgia�Neuroticism interaction effects (c) for autobio-
graphical-memory functions. d, summary effect size; m, number of effect sizes per autobiographical-memory function. Effect-size
magnitude is depicted on the y-axis, and the associated sample size for each effect size is depicted on the x-axis. Larger points indicate
more weight. The thick black horizontal line represents the summary effect for the given autobiographical-memory function. Thin
black horizontal lines represent the boundaries of the 95% confidence interval of the summary effect. The dashed grey line represents
the null effect.
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oriented, d¼ 0.15, p¼ .006; existential, d¼ 0.38,
p< .001; social, d¼ 0.35, p< .001). We summarise
results of the subgroup analysis for autobiographi-
cal-memory functions in Table 2.

Next, we partitioned the superordinate functions
into subcategories (e.g. self-oriented partitioned into
self-esteem, inspiration, and optimism) and again
applied subgroup analysis. The nostalgia main effect
differed significantly across the subcategories, AHZ
(7.89)¼ 10.03, p¼ .002, remaining I2¼ 65.15. We pre-
sent the nostalgia main effects within subcategories in
Table 3. The nostalgia effect was significant for each
outcome subcategory, except self-esteem (marginal)
and social action tendencies. The latter subcategory
was very small (m¼ 6).

Neuroticism main effect. The overall neuroticism effect
across self-oriented, existential, and social functions
was significant, d¼�0.405, SE¼ 0.060, p< .001,
CI95[�0.530, �0.279]. High (vs. low) neuroticism
decreased scores across the three superordinate
autobiographical-memory functions. Results revealed
considerable effect-size heterogeneity, I2¼ 84.30,
s2¼ 0.135. To examine if the magnitude of the neu-
roticism effect varied among the self-oriented, existen-
tial, and social domains, we entered these superordinate
functions in the model as dummy-coded predictor

variables. The neuroticism effect differed significantly
among the domain-level functions, AHZ(15.15)¼ 5.43,
p¼ .017, remaining I2¼ 81.72 (Figure 1b). Neuroticism
was most negatively related to the self-riented function,
yet all neuroticism effects were significant (self-oriented:
d¼�0.62, p< .001; existential: d¼�0.25, p< .001;
social: d¼�0.29, p¼ .004; Table 2).1

Partitioning the functions further into subcatego-
ries again revealed significant differences among the
subcategories, AHZ(8.12)¼ 5.96, p¼ .012, remaining
I2¼ 78.59. We present the neuroticism main effects
within subcategories in Table 4. The neuroticism
effect was significant (and negative) for each outcome
subcategory, except inspiration (marginal) and social
action tendencies. The null effects of nostalgia and
neuroticism on social action tendencies stand in con-
trast to the robust and consistent effects on other out-
comes, pointing to idiosyncrasies in this particular
outcome subcategory.

Nostalgia�Neuroticism interaction. We now turn to our
primary objective: the meta-analysis of Nostalgia�
Neuroticism interaction coefficients. We found no
evidence for a Nostalgia�Neuroticism interaction
effect across the self-oriented, existential, and social
autobiographical-memory functions, d¼ 0.030,
SE¼ 0.033, p¼ .382, CI95[0.101, �0.042]. Hence,

Table 2. Summary effects by nostalgia functions.

Type of effect Function d SE P CI95 [LL, UL] k m

Nostalgia main effect Self-oriented 0.15 0.05 .006 [0.05, 0.26] 17 50

Existential 0.38 0.07 <.001 [0.23, 0.52] 17 35

Social 0.35 0.06 <.001 [0.20, 0.49] 15 31

Neuroticism main effect Self-oriented �0.62 0.11 <.001 [�0.85, �0.39] 17 50

Existential �0.25 0.04 <.001 [�0.35, �0.16] 17 35

Social �0.29 0.08 .004 [�0.47, �0.12] 15 31

Nostalgia�Neuroticism Self-oriented 0.05 0.04 .224 [�0.04, 0.14] 17 50

Existential 0.00 0.03 .871 [�0.06, 0.07] 17 35

Social 0.04 0.05 .451 [�0.07, 0.15] 15 31

Note: d, summary effect size; p, p-value testing the respective summary effect against zero; SE, standard error; CI95, limits of the 95% confidence

interval of the summary effect; k, number of studies in the subgroup; m, number of effect sizes in the subgroup.

Table 3. Summary effects for the main effects of the nostalgia manipulation by outcome subcategory.

Subcategory d SE LL UL t df P k m

Self-esteem 0.08 0.04 �0.00 0.17 2.16 12.11 .052 17 25

Optimism 0.22 0.07 0.07 0.36 3.34 9.58 .008 12 17

Inspiration 0.29 0.07 0.13 0.46 4.24 6.39 .005 8 8

Meaning in life 0.32 0.06 0.18 0.46 5.21 8.19 .001 15 17

Self-continuity 0.44 0.10 0.21 0.67 4.23 10.94 .001 16 18

Social action tendencies 0.37 0.18 �0.23 0.97 2.09 2.66 .139 4 6

Social connectedness 0.34 0.07 0.19 0.49 5.03 9.74 .001 14 25

Negative affect 0.22 0.06 0.09 0.35 3.62 14.02 .003 17 17

Positive affect 0.22 0.06 0.09 0.35 3.73 14.37 .002 17 22

Note: d, summary effect size; LL, lower limit of the 95% confidence interval (CI); UL, upper limit of the 95% CI; t, t-value associated with the d-value in

the same row testing statistical significance in the respective subcategory; p, p-value associated with the t-value in the same row; df, degrees of freedom

associated with the t-value in the same row; k, number of studies in the respective subcategory; m, number of effect sizes available for the respective

subcategory.
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there is no general support for the idea that individ-

uals who are high (vs. low) in neuroticism derive less

psychological benefit from nostalgia inductions.
Effect-size heterogeneity was small to moderate,

I2¼ 25.69, s2¼ 0.008. To test if the Nostalgia�
Neuroticism effect size differed among the self-oriented,

existential, and social functions, we again entered these

superordinate functions as dummy-coded predictor

variables. The size of theNostalgia�Neuroticism inter-
action did not differ significantly among functions,

AHZ(11.06)¼ 0.69, p¼ .522, remaining I2¼ 26.80.

Furthermore, the Nostalgia�Neuroticism interaction

was not significantwithin any of the three superordinate

functions (ps> .224; Table 2, Figure 1c).
Partitioning the superordinate functions into sub-

categories revealed no significant differences among

the subcategories, AHZ(6.53)¼ 0.34, p¼ .895,

remaining I2¼ 28.60. We present the Nostalgia�
Neuroticism interaction effects within subcategories

in Table 5. The interaction effect was not significant

for any of the subcategories (ps> .195). In light of the

strong and consistent main effects of nostalgia and

neuroticism, these unequivocal null results for the

Nostalgia�Neuroticism interaction cannot be attrib-

uted simply to methodological issues (e.g. failed

experimental manipulations, and unreliable or invalid

measurement).

Positive and negative affect

The nostalgia manipulations significantly increased
both positive affect (d¼ 0.220, p¼ .002) and negative

affect (d¼ 0.220, p¼ .003). Neuroticism was negative-

ly associated with positive affect (d¼�0.380,

p< .001) and positively associated with negative

affect (d¼ 0.670, p< .001). Finally, the Nostalgia�
Neuroticism interaction effect was not significant

for either positive affect (d¼ 0.050, p¼ .414) or neg-

ative affect (d¼ 0.030, p¼ .502). In summary, nostal-

gia manipulations increased both positive affect and

negative affect, whereas high (vs. low) neuroticism
predicted decreased positive affect and increased neg-

ative affect. We again obtained null results for the

Nostalgia�Neuroticism interaction.

Meta-moderation by study characteristics

Next, we conducted meta-moderation analyses to
examine if the Nostalgia�Neuroticism interaction

varied as a function of study characteristics. (We

report meta-moderation analyses for the nostalgia

and neuroticism main effects in Tables S1 and S2.)
We tested the association between the

Nostalgia�Neuroticism effect size and the following

study characteristics: (i) type of nostalgia induction,

(ii) type of control condition, (iii) type of neuroticism

Table 4. Summary effects for the main effects of neuroticism by outcome subcategory

Subcategory d SE LL UL t df P k m

Self-esteem �0.80 0.11 �1.04 �0.56 �7.19 12.52 <.001 17 25

Optimism �0.50 0.11 �0.76 �0.25 �4.39 9.76 .001 12 17

Inspiration �0.16 0.07 �0.33 0.01 �2.32 6.62 .055 8 8

Meaning in life �0.27 0.05 �0.39 �0.16 �5.48 7.63 .001 15 17

Self-continuity �0.23 0.05 �0.34 �0.12 �4.45 11.24 .001 16 18

Social action tendencies �0.10 0.13 �0.54 0.34 �0.74 2.73 .517 4 6

Social connectedness �0.33 0.09 �0.53 �0.12 �3.57 10.04 .005 14 25

Negative affect 0.67 0.13 0.39 0.96 5.02 15.35 <.001 17 17

Positive affect �0.38 0.07 �0.52 �0.24 �5.78 15.53 <.001 17 22

Note: d, summary effect size; LL, lower limit of the 95% confidence interval (CI); UL, upper limit of the 95% CI; t, t-value associated with the d-value in

the same row testing statistical significance in the respective subcategory; p, p-value associated with the t-value in the same row; df, degrees of freedom

associated with the t-value in the same row; m, number of effect sizes available for the respective subcategory.

Table 5. Summary effects for the Nostalgia�Neuroticism interaction effects by outcome subcategory

Subcategory d SE LL UL t df P k m

Self-esteem 0.06 0.05 �0.06 0.18 1.10 10.70 .294 17 25

Optimism 0.06 0.04 �0.04 0.15 1.40 8.93 .195 12 17

Inspiration 0.02 0.05 �0.11 0.14 0.32 5.18 .759 8 8

Meaning in life 0.01 0.03 �0.07 0.09 0.33 8.50 .746 15 17

Self-continuity �0.00 0.04 �0.08 0.08 �0.06 9.71 .953 16 18

Social action tendencies �0.04 0.07 �0.29 0.20 �0.63 2.65 .580 4 6

Social connectedness 0.05 0.05 �0.07 0.17 0.91 7.83 .389 14 25

Negative affect 0.03 0.04 �0.06 0.11 0.69 12.19 .502 17 17

Positive affect 0.05 0.05 �0.07 0.16 0.84 12.53 .414 17 22

Note: d, summary effect size; LL, lower limit of the 95% confidence interval (CI); UL, upper limit of the 95% CI; t, t-value associated with the d-value in

the same row testing statistical significance in the respective subcategory; p, p-value associated with the t-value in the same row; df, degrees of freedom

associated with the t-value in the same row; m, number of effect sizes available for the respective subcategory.
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scale (BFI, TIPI, and TIPI-r), and (iv) mean sample

age. There were too few published studies (k¼ 2) to

examine publication status as a meta-moderator. We

found no evidence that the magnitude of the

Nostalgia�Neuroticism interaction depended on

type of nostalgia induction, type of control condition,

type of neuroticism scale, or mean sample age for any

of the outcome subcategories (Table 6).

Sensitivity analyses

A common concern in meta-analysis is the presence

of publication bias. Meta-analyses may overestimate

effects, because studies reporting small,

non-significant effect sizes are less likely to be submit-

ted to, and published by, scientific journals

(Ioannidis, 2008). We think it is unlikely that publi-

cation bias affected our findings, because only two of

the included studies (out of 19) were published as of

June 2019. For completeness, we applied a test for

detecting small-study effects in the dataset (Sterne &

Egger, 2005). For this test, effect sizes are regressed

on standard errors of effect sizes in metaregression.

A significant, positive slope indicates that effects are

larger for smaller studies, which is often, but not

always, due to publication bias. The test was non-

significant for nostalgia main effects (b¼�0.05,

p¼ .945), neuroticism main effects (b¼�1.44,

p¼ .173), and Nostalgia�Neuroticism interaction

effects (b¼ 0.60, p¼ .337). These results should, how-

ever, be treated with caution. Although the underly-

ing logic is applicable, tests for small-study effects

have not yet been validated within the RVE

framework. Finally, we concluded the analysis with

a visual inspection of the scatter plots for the

autobiographical-memory functions (Figure 1).

There were no signs of anomalies in the data. As

would be expected, effects were more variable, but

not consistently larger, for smaller studies.
Another potential source of bias is low quality in

the primary studies. Not all studies included in our

analysis have undergone peer review, so potential

errors in experimental design and psychometric mea-

surement may have gone unnoticed. We address four

potential quality issues in the primary studies. (i) It is
possible that the experiments were inadequately
designed and conducted. However, we observed reli-
able main effects of the nostalgia inductions, which
corresponded to those reported in the peer-reviewed
literature (Sedikides, Wildschut, Routledge, & Arndt,
2015). (ii) It is possible that psychometric measure-
ment of the outcomes was inadequate. Yet, across
all studies, outcome measurements were highly reli-
able (Malpha¼ 0.87, Mdalpha¼ 0.89, SDalpha¼ 0.14)
and sensitive to nostalgia inductions. (iii)
Neuroticism measurements may have been inade-
quate. Still, neuroticism measures had adequate reli-
ability (BFI: Malpha¼ 0.80, Mdalpha¼ 0.79,
SDalpha¼ 0.05; TIPI: Malpha¼ 0.68, Mdalpha¼ 0.66,
SDalpha¼ 0.04) and were robustly associated with
the outcome variables. (iv) Primary studies could
have inadvertently recruited samples that were
uncommonly high or low in neuroticism (i.e. produc-
ing ceiling or floor effects, respectively). Overall, how-
ever, neuroticism scores (on a scale from 1 to 5) fell
close to the scale midpoint (M¼ 2.81, Md¼ 2.81,
SD¼ 0.14), and there were no signs of range restric-
tion. The overall standard deviation within studies
(MSD¼ 0.79, MdSD¼ 0.77) was comparable with
standard deviations reported in the literature (e.g.
SD¼ 0.82 in a large study by Srivastava, John,
Gosling, & Potter, 2003). It is thus unlikely that neu-
roticism levels in the included samples were too
extreme to detect moderation effects. In summary,
we found no reason to suspect that Nostalgia�
Neuroticism interaction effects were systematically
masked or attenuated owing to poor data or study
quality.

Finally, the analysis may have insufficient statisti-
cal power. Accepting the null hypothesis is only war-
ranted when the power to detect theoretically or
practically relevant effect sizes is sufficient. Meta-
analyses typically have higher power than primary
studies (Borenstein et al., 2009) and should have a
high probability of detecting even small effects.
Methods to estimate power for RVE meta-analysis
are currently unavailable, but we can make an
approximation under certain assumptions. Power in

Table 6. Summary of significance tests for meta-moderation of the interaction effects

Outcome category
Type of nostalgia manipulation Type of neuroticism scale Type of control condition Mean sample age

t df P t df P t df P t df P

Self-related 0.58 2.19 .617 1.02 8.04 .337 0.58 2.19 .617 �2.48 3.75 .072

Existential 1.68 2.10 .229 1.34 6.91 .223 1.03 2.81 .382 �0.70 3.76 .527

Social 0.33 2.55 .764 0.56 9.56 .587 0.33 2.55 .764 �2.00 4.21 .113

Positive affect �0.56 2.37 .626 0.71 11.34 .493 �0.56 2.37 .626 �2.58 4.01 .061

Negative affect 1.88 2.00 .201 0.07 8.94 .942 1.88 2.00 .201 0.99 3.50 .387

Note: The values t, df, and p denote statistical significance tests testing whether interaction effect sizes of the respective outcome category vary as a

function of a study-level meta-moderator. Positive t-values indicate smaller effects in the reference category (coded as 0). Reference categories were

‘ERT’ for type of nostalgia manipulation (versus ‘music’), ‘long’ (versus ‘short’) for type of neuroticism scale, and ‘neutral’ (versus ‘non-neutral’) for type

of control condition.
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conventional meta-analysis model is based on a test
statistic Z for the summary effect, computed as the

summary effect divided by the standard error of the

summary effect (Borenstein et al., 2009, p. 268). If we
assume that Z follows a standard normal distribution

when standard errors from RVE models are entered,
we can compute a priori power for small (d¼ 0.2),

medium (d¼ 0.5), and large (d¼ 0.8) effects.2 For

example, the standard error for the interaction
summary effect for the existential function is 0.03

(Table 2). For a small effect (d¼ 0.2), the correspond-
ing Z value is Z¼ 6.83, and power is 1�b> .99. We

summarise results for power analyses at the level of

autobiographical-memory functions in Table 7.
Power was consistently high. Crucially, power was

very high even for small interaction effects.
In addition to power analysis, we conducted an

equivalence test for meta-analysis to probe whether

the interaction effect is practically equivalent to zero

(Rogers, Howard, & Vessey, 1993), where ‘practically
equivalent with zero’ was defined as effects that fall in

the range between d¼�0.2 and d¼ 0.2 (small effects).
The hypothesis of non-equivalence is rejected if the

90% confidence interval around the summary effect

includes either the lower (d¼�0.2) or upper (d¼ 0.2)
boundary of this range. For the summary effect of the

interaction across all functions (d¼ 0.030), the confi-
dence interval CI90[0.084, �0.024] does not include

either boundary. We therefore conclude that the

effect is practically equivalent to zero. These results
and the findings from the power analysis are consis-

tent with the conclusion that neuroticism does not

moderate the beneficial effects of nostalgia
inductions.

Discussion

Scrutinising the interplay between traits and experi-

mentally induced states is promising in advancing

theory and understanding of person-situation interac-
tions. Yet comprehensive meta-analyses of study-level
interactions are rare owing to inherent difficulties in
comparing interactive patterns across different stud-
ies. We aimed to test the generalisability of nostalgia’s
psychological benefits by examining whether they are
qualified by trait-level neuroticism. More precisely,
we examined whether individuals high (vs. low) on
neuroticism derived fewer psychological benefit from
nostalgia. In a high-powered meta-analytic test
(N¼ 3556, mfunctions¼ 116, maffect¼ 39), we found
that neuroticism did not moderate the experimental
influence of nostalgia on autobiographical memory
functions (i.e. self-oriented, existential, and social)
or on positive and negative affect. High statistical
power, careful examination of potential bias, and
high data quality lend confidence to this conclusion.

Beyond turning to the possibility that the psycho-
logical benefits of nostalgia are contingent upon neu-
roticism, we provided a synthesis of nostalgia’s main
effects on said benefits. Although the synthesis was
incomplete, as it was limited to studies that included a
measure of neuroticism, it was nevertheless consistent
with the literature (Ismail et al., 2020; Sedikides,
Wildschut, Routledge, & Arndt, 2015). As per our
findings, nostalgia’s self-oriented (inspiration and
optimism), existential (meaning in life and self-
continuity), and social (social connectedness) benefits
were small to medium in magnitude and statistically
significant. The influence of nostalgia on social action
tendencies was small to medium, but not significant.
However, this estimate was imprecise owing to the
small number of pertinent effect sizes.

We note two other findings. First, the effect of
nostalgia on self-esteem was small and marginal
(d¼ 0.08, p¼ .052). This is surprising in light of
prior evidence for nostalgia’s positive impact on
self-esteem (Cheung et al., 2013; Hepper et al., 2012;
Stephan et al., 2014; Wildschut et al., 2006, 2010) but
suggests that this effect is less robust than previously
thought or is highly qualified. Consistent with the
latter possibility, an ERT experiment by Cheung et
al. (2016) showed that nostalgia increased self-esteem
only among individuals who were high in disposition-
al nostalgia proneness, but not among those low in
nostalgia proneness. Second, the meta-analytic effect
of nostalgia on negative affect was significant
(d¼ 0.220, p¼ .002). This was partly due to three
large studies in which participants listened either to
a nostalgic or happy song (Table S1); the nostalgic
song gave rise to more negative affect than the happy
song (dmusic¼ 0.51, pmusic< .001). In ERT studies
with a neutral control condition, the nostalgia-
induced rise in negative affect was smaller but also
significant (dERT¼ 0.11, pERT¼ .005). To achieve
80% power for detecting an effect of this magnitude
(twotailed, a¼ .05), 2597 participants are required. It
is therefore unsurprising that such a small effect
would remain undetected in primary studies.

Table 7. Statistical power for small, medium, and large effects
at the level of nostalgia functions

Type of effect Function

Power

(d¼ 0.2)

Power

(d¼ 0.5)

Power

(d¼ 0.8)

Nostalgia

main effect

Self-oriented 0.99 >0.99 >0.99

Existential 0.85 >0.99 >0.99

Social 0.87 >0.99 >0.99

Neuroticism

main effect

Self-oriented 0.47 >0.99 >0.99

Existential >0.99 >0.99 >0.99

Social 0.69 >0.99 >0.99

Nostalgia�
Neuroticism

Self-oriented >0.99 >0.99 >0.99

Existential >0.99 >0.99 >0.99

Social 0.99 >0.99 >0.99

Note: Power is calculated based on two-sided tests using standard

errors from RVE models.
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Finally, we conducted a meta-analysis of the neu-
roticism main effects (i.e. the bivariate correlations of
trait-level neuroticism scores with the state-level out-
comes that were assessed following the nostalgia
manipulation). High neurotics (compared with low
neurotics) reported significantly lower self-esteem,
inspiration, optimism, self-continuity, meaning in
life, and social connectedness. Correlations were the
strongest with constructs pertaining to the self-
oriented function and weaker for the existential and
social functions. Further, neuroticism was associated
with less positive affect and more negative affect.
These findings should be interpreted with caution,
however, because they are based exclusively on stud-
ies that experimentally manipulated nostalgia and
pertain exclusively to state-level (i.e. transient or
momentary) outcomes.

Limitations and future directions

In recent years, the question of generality in the nos-
talgia literature has attracted increasing attention:
Are nostalgia inductions more beneficial to some indi-
viduals than to others due to systematic variation in
personality traits? Our decision to focus on the Big
Five trait of neuroticism was, in part, predicated on
prior evidence for the moderating roles of habitual
worrying (Verplanken, 2012) and resilience
(Wildschut et al., 2019). Worry is a cognitive
marker of neuroticism and is positively associated
with it (Muris et al., 2005; Segerstrom et al., 2000).
Resilience entails reduced vulnerability to stress and,
given that such vulnerability is a core facet of neurot-
icism, resilience is inversely related to neuroticism
(Campbell-Sills et al., 2006). Yet whereas previous
research directly implicated neuroticism, past findings
involving worry and resilience seemingly misalign
with ours. This apparent discrepancy has several
implications for future research.

First, the large bandwidth of the Big Five traits
comes at the cost of fidelity; information is lost as
one moves up to hierarchy from specific traits (e.g.
habitual worrying and resilience) to domain-level
traits (John & Srivastava, 1999). Perhaps, then, the
generality of nostalgia’s benefits should be explored at
lower, more specific levels in the hierarchy of person-
ality descriptors. For example, resilience, rather than
merely reflecting the absence of neuroticism, captures
flexible and successful adaptation to stress and
trauma (Bonanno, 2004; Rutter, 1987). Stressful and
traumatic events thus represent trait-expressive situa-
tions (Fleeson, 2007) that catalyse the manifestation
of trait-level resilience in an individual’s thoughts,
feelings, and actions. Highlighting the differences
between neuroticism and resilience in this regard,
Campbell-Sills et al. (2006) demonstrated that high
(compared with low) resilience attenuated the link
between childhood emotional neglect and current
psychiatric symptoms, whereas low (compared with

high) neuroticism did not. Resilient individuals’ abil-
ity to withstand adversity may derive in part from
their capacity to harness positive autobiographical
memories so as to self-generate positive emotions in
the context of experiences that induce sadness and
anxiety (Philippe, Lecours, & Beaulieu-Pelletier,
2009). The capacity, under challenging circumstances,
to draw strength from one’s memories may explain
why a nostalgia induction was more beneficial (and
less costly) to forcibly displaced Syrian refugees who
were high (compared with low) in resilience
(Wildschut et al., 2019). The implication is that, to
achieve maximum precision, future research should
be concerned not only on specific (rather than
domain-level) traits but, simultaneously, with the spe-
cific trait-expressive situations in which they are man-
ifested most clearly.

Alternatively, rather than being too general, perhaps
our focus was not general enough. Research on the
interrelations among the Big Five traits indicates that
they are subordinate to two higher-order meta traits:
the Big Two (DeYoung, 2006; Digman, 1997). The
first, labelled stability, captures the Big Five traits of
neuroticism (reversed), agreeableness, and conscien-
tiousness. The second, labelled plasticity, includes extra-
version and openness. They refer, respectively, to the
ability ‘to maintain stability and avoid disruption in
emotional, social, and motivational domains’, and ‘to
explore and engage flexibly with novelty, in both behav-
ior and cognition’ (DeYoung, 2006, p. 1138). Although
our unequivocal finding that neuroticism did not mod-
erate the benefits of nostalgia inductions casts doubt on
a potential role for the higher-order stability factor, it
does not rule out this possibility. Still, the plasticity
factor may offer a more promising target for future
research, for two reasons. First, habitual worrying is
indicative of a repetitive and automatic cognitive pro-
cess (Verplanken et al., 2007), pointing to an inverse
relation with plasticity. Resilience, in contrast, reflects
flexibility in enhancing and suppressing emotional
expression (Bonanno, Papa, Lalande, Westphal, &
Coifman, 2004) and is positively associated with extra-
version and openness— the constituent domain-level
traits of plasticity (CampbellSills et al., 2006). Thus,
prior evidence pertaining to the dependence of nostalgia
effects by habitual worrying (Verplanken, 2012) and
resilience (Wildschut et al., 2019) implicates plasticity.
Second, examining plasticity may shed light on the find-
ing that nostalgia inductions are more beneficial (and
less costly) for individuals who are high (compared with
low) in nostalgia proneness. Nostalgia proneness has
also been linked with higher levels of both plasticity
components: extraversion (Stephan et al., 2014) and
openness (Newman, Sachs, Stone, & Schwarz, 2020).
The plasticity meta trait, then, offers a tantalising pros-
pect of broad theoretical and empirical integration.

An unanswered question relates to the availability,
accessibility, and processing mechanisms that provid-
ed the theoretical foundation for the postulated
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Nostalgia�Neuroticism interaction effect. On the
one hand, our failure to detect evidence for this inter-
action effect casts doubt on the proposed mecha-
nisms. On the other hand, the highly robust
neuroticism main effects lend them support, if one
assumes (as the data indicate) that high neurotics
(compared with low neurotics) were equally impaired
when recalling nostalgic and ordinary autobiograph-
ical events. Future research could offer a more defin-
itive answer by assessing the three mechanisms—for
example, by coding the content and=or emotional
tone of retrieved memories.

Our work is not without limitations. To begin, all
participants were members of Western cultures.
Despite the panculturality of nostalgia per se
(Hepper et al., 2014), future research will need to
test the generalisability of our findings in non-
Western cultures. Also, our meta-analysis included
mostly younger participants (in total: 30% over 33
years old, 20% over 44, 10% over 53, and 5% over
62; Figure S2). Our findings revealed that age did not
moderate the effects of nostalgia or nostalgia’s inter-
active effect with neuroticism, and prior research has
suggested that psychological benefits of nostalgia (e.g.
well-being) generalise across age (Hepper et al., 2020).
Still, follow-up work will need to provide a more fine-
grained analysis as to whether our findings are equal-
ly applicable to older and younger persons.

Our meta-analysis focused exclusively on studies
that implemented experimental inductions of nostal-
gia. Irrespective of neuroticism, these brief nostalgia
inductions had positive immediate effects, but a ques-
tion arises about the duration of such effects.
Recently, researchers have begun to address this ques-
tion by focusing on implications of nostalgia in nat-
uralistic settings (Kersten, Cox, & Van Enkevort,
2016; Iyer & Jetten, 2011; Newman et al., 2020; Van
Dijke, Leunissen, Wildschut, & Sedikides, 2019; Wohl
et al., 2018). For example, in a longitudinal study of
students entering university, Iyer and Jetten (2011)
showed that perceived identity continuity moderated
the effects of nostalgia. Students who experienced
high identity continuity (‘I have maintained strong
ties with the same groups I belonged to before
coming to university’) perceived fewer academic
obstacles when nostalgia for their community was
high (compared with low). However, when students
experienced low identity continuity, they perceived
more academic obstacles when nostalgia was high
(compared with low). Future work would do well to
test systematically moderation hypotheses in experi-
mental and naturalistic contexts for safeguarding
both internal and external validity.

Coda

Nostalgia comprises negative components, such as
longing, loss, and wanting to return to the past.
Neuroticism entails sensitivity to negativity and is

strongly linked with psychopathology. Nonetheless,

nostalgia yields key psychological benefits even for

individuals high in neuroticism.
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Notes

1. We repeated the meta-analyses for main effects of neu-

roticism and nostalgia using partial beta coefficients

from the interaction models. We specified the models

as described in the Method section, except that we

coded the nostalgia manipulation as —1 (control condi-

tion) and 1 (nostalgia condition), rather than 0 and 1.

We again z-standardised neuroticism and outcome vari-

ables. We summarise the results in Table S3.
2. See Tipton (2015) for a discussion why this assumption

may sometimes be violated.
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Corrigendum

Corrigendum to: Does neuroticism
disrupt the psychological benefits of
nostalgia? a meta-analytic test

Frankenbach J, Wildschut T, Juhl J and Sedikides C (2021) Does neuroticism disrupt the psychological benefits of
nostalgia? a meta-analytic test. European Journal of Personality, 35: 249–266. DOI: 10.1002/per.2276

Tables 3, 4, and 5 in the above article contained errors in the printed and original online issue version.

The row labels for ‘Positive Affect’ and ‘Negative Affect’ were reversed owing to an error in the code that
generated the tables. The error only affects the presentation in the tables, the authors report and interpret the
correct values in the text of the article. The corrected tables appear below.

The authors apologise for this error.

Table 3. Summary effects for the main effects of the nostalgia manipulation by outcome subcategory.

Subcategory d SE LL UL t df P k m

Self-esteem 0.08 0.04 �0.00 0.17 2.16 12.11 .052 17 25

Optimism 0.22 0.07 0.07 0.36 3.34 9.58 .008 12 17

Inspiration 0.29 0.07 0.13 0.46 4.24 6.39 .005 8 8

Meaning in life 0.32 0.06 0.18 0.46 5.21 8.19 .001 15 17

Self-continuity 0.44 0.10 0.21 0.67 4.23 10.94 .001 16 18

Social action tendencies 0.37 0.18 �0.23 0.97 2.09 2.66 .139 4 6

Social connectedness 0.34 0.07 0.19 0.49 5.03 9.74 .001 14 25

Negative affect 0.22 0.06 0.09 0.35 3.62 14.02 .003 17 17

Positive affect 0.22 0.06 0.09 0.35 3.73 14.37 .002 17 22

Note: d, summary effect size; LL, lower limit of the 95% confidence interval (CI); UL, upper limit of the 95% CI; t, t-value associated with the d-value in the

same row testing statistical significance in the respective subcategory; p, p-value associated with the t-value in the same row; df, degrees of freedom associated

with the t-value in the same row; k, number of studies in the respective subcategory; m, number of effect sizes available for the respective subcategory.

Table 4. Summary effects for the main effects of neuroticism by outcome subcategory

Subcategory d SE LL UL t df P k m

Self-esteem �0.80 0.11 �1.04 �0.56 �7.19 12.52 <.001 17 25

Optimism �0.50 0.11 �0.76 �0.25 �4.39 9.76 .001 12 17

Inspiration �0.16 0.07 �0.33 0.01 �2.32 6.62 .055 8 8

Meaning in life �0.27 0.05 �0.39 �0.16 �5.48 7.63 .001 15 17

Self-continuity �0.23 0.05 �0.34 �0.12 �4.45 11.24 .001 16 18

Social action tendencies �0.10 0.13 �0.54 0.34 �0.74 2.73 .517 4 6

Social connectedness �0.33 0.09 �0.53 �0.12 �3.57 10.04 .005 14 25

Negative affect 0.67 0.13 0.39 0.96 5.02 15.35 <.001 17 17

Positive affect �0.38 0.07 �0.52 �0.24 �5.78 15.53 <.001 17 22

Note: d, summary effect size; LL, lower limit of the 95% confidence interval (CI); UL, upper limit of the 95% CI; t, t-value associated with the d-value in

the same row testing statistical significance in the respective subcategory; p, p-value associated with the t-value in the same row; df, degrees of freedom

associated with the t-value in the same row; m, number of effect sizes available for the respective subcategory.

Table 5. Summary effects for the Nostalgia�Neuroticism interaction effects by outcome subcategory

Subcategory d SE LL UL t df P k m

Self-esteem 0.06 0.05 �0.06 0.18 1.10 10.70 .294 17 25

Optimism 0.06 0.04 �0.04 0.15 1.40 8.93 .195 12 17

Inspiration 0.02 0.05 �0.11 0.14 0.32 5.18 .759 8 8

Meaning in life 0.01 0.03 �0.07 0.09 0.33 8.50 .746 15 17

Self-continuity �0.00 0.04 �0.08 0.08 �0.06 9.71 .953 16 18

Social action tendencies �0.04 0.07 �0.29 0.20 �0.63 2.65 .580 4 6

Social connectedness 0.05 0.05 �0.07 0.17 0.91 7.83 .389 14 25

Negative affect 0.03 0.04 �0.06 0.11 0.69 12.19 .502 17 17

Positive affect 0.05 0.05 �0.07 0.16 0.84 12.53 .414 17 22

Note: d, summary effect size; LL, lower limit of the 95% confidence interval (CI); UL, upper limit of the 95% CI; t, t-value associated with the d-value in

the same row testing statistical significance in the respective subcategory; p, p-value associated with the t-value in the same row; df, degrees of freedom

associated with the t-value in the same row; m, number of effect sizes available for the respective subcategory.
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Past puberty, few spheres in human life are as 

universally relevant as sexuality. Sexual experiences 

can bring about intense emotions, positive and 

negative alike. They can create intense intimacy, 

feelings of lust and love, but also sadness and anger. 

Sex can deepen or destroy romantic relationships. In 

short, sexuality impacts people’s everyday lives in 

myriad ways by influencing their thinking, feeling, 

and behavior.  

A crucial aspect of human sexuality concerns 

individuals’ sex drive. People arguably differ in their 

dispositional sexual motivation. As a result, 

scientific research and party conversations alike 

have long been drawn to the question of whether 

there is a gender difference in human sex drive.1 In 

fact, this question has spurred a vigorous debate, 

with some authors claiming that there is compelling 

evidence that men have a stronger sex drive than 

women (for a review, see Baumeister et al., 2001). 

Others doubt the validity of this evidence and 

assume that empirical differences are due to various 

biasing factors. For example, some have argued that 

empirically observed gender differences in sex drive 

may be attributable to factors that are not specific to 

sex drive, such as socially desirable self-

presentation tendencies or a problematic choice of 

sex drive indicators (Conley et al., 2011; Dawson & 

Chivers, 2014).   

The current research seeks to make two 

contributions. First, we provide a conceptualization 

of sex drive grounded in psychological theorizing 

that has clear implications for what constitutes an 

adequate indicator of sex drive and what does not. 

Second, based on this theoretical conceptualization, 

we conduct a comprehensive meta-analytic review 

of gender differences in sex drive. Our aims with this 

meta-analysis are threefold: First, we seek to 

quantify the overall effect: Do men and women 

differ in sex drive, and if so, in which direction, and 

how strongly? Second, we address critical validity 

concerns. Could potential gender differences in sex 

drive be the result of biased responding or 

methodological artifacts (e.g., how participants were 

compensated or whether the study was advertised as 

a study on sexuality)? If bias is present, to what 

degree can it account for potential gender 

differences? Finally, we investigate the issue of 

generality. If gender differences exist, do they vary 

depending on other individual characteristics, such 

as age, sexual orientation, or relationship status?  

The question of whether there is a gender 

difference in sex drive has substantial practical and 

theoretical implications. In monogamous 

relationships, differences in sex drive within a 

 
1 We note that the term “gender” typically refers to whether 

people self-identify as men, women, or other, whereas “sex” 

typically refers to biological sex assigned at birth. Using these 
terms with precision is especially important when making a 

distinction between acculturative versus biological factors. For 

sex drive, we presume that both biological and cultural influences 

couple may manifest in sexual desire discrepancy, 

leading to an interdependence dilemma in which 

both partners may feel that they need to leave their 

comfort zone. Partners with a lower sex drive may 

engage in sex more often than they would like; 

partners with a stronger sex drive may end up having 

sex less often than they would like. As a result, both 

partners may question their compatibility with their 

partner in a potentially key aspect of their 

relationship. Not all couples manage to successfully 

resolve this interdependence dilemma and avoid its 

negative consequences (Day et al., 2015). Although 

research on differences in sex drive and resultant 

desire discrepancies in intimate relationships is still 

scant, preliminary findings suggest that it may lead 

to negative consequences such as increased conflict, 

reduced relationship satisfaction, and lower 

relationship stability (Mark, 2015). Given that many 

relationships are heterosexual, knowledge about a 

potential gender difference in sex drive is of great 

concern.  

If an average gender difference in sex drive large 

enough for people to discern in their everyday lives 

were to exist, societies would be likely to pick up 

this difference and incorporate it into their typical 

gender roles, which are socially shared (Eagly & 

Wood, 1999). Also, people may form beliefs about 

characteristics that they perceive to typically go 

along with a stronger versus weaker sex drive and 

make corresponding inferences about members of 

each gender. In this way, gender roles may shape 

expectations about gender-typical communication, 

interaction patterns, and behavior in interpersonal 

relationships, thereby potentially reinforcing and 

bolstering the gender difference beyond factually 

existing differences.  

Aside from these and other practical 

implications, on which we elaborate in the 

discussion, the question of whether there is a true 

gender difference in sex drive also has pronounced 

theoretical implications: Whole theories are built on 

the assumption that such a gender difference exists. 

For example, a fundamental premise of sexual 

economics theory is that men have a stronger sex 

drive compared to women (Baumeister & Vohs, 

2004). In an analogy to an economic market, men’s 

stronger sex drive places them in the societal role of 

‘buyers’, who invest resources to acquire sex from 

women, who take on the role of ‘sellers’ in this 

theory. If the premise that men have a stronger sex 

drive than women have does not hold, the theory no 

longer has ground to stand on and would need to be 

abandoned or considerably revised.  

may be at play. Thus, both the term “sex differences” and the term 

“gender differences” may apply. For simplicity, we refer to 

differences between men and women as “gender differences”, 
although this is not meant to imply that any alleged differences 

are solely caused by cultural influences.  



GENDER DIFFERENCES IN SEX DRIVE                                                                         3 

 

Previous Empirical Evidence for Gender 

Differences in Sex Drive 

Twenty years ago, a widely received narrative 

review addressed the question whether men and 

women differ in their sex drive (Baumeister et al., 

2001). The authors narratively reviewed a large 

number of outcomes indicative of sex drive, 

including thoughts and fantasies, spontaneous 

arousal, desired frequency of sex, the desired 

number of sex partners, masturbation, willingness to 

forego sex, initiating versus refusing sex, enjoyment 

of various sexual practices, sacrificing resources to 

get sex, favorable attitudes toward sex, the 

prevalence of low sexual desire, and self-rated sex 

drive. Men showed evidence of stronger sexual 

motivation on each of these indicators. The authors 

concluded that men have a stronger sex drive than 

women, a pivotal finding that has since been 

incorporated into theorizing in related fields (e.g., de 

Ridder et al., 2012; Schmitt, 2005).  

The review by Baumeister and colleagues (2001) 

strongly focuses on directional evidence to shed 

light on the question of whether one gender has a 

stronger sex drive than the other. With the present 

work, we aim to reconsider these findings 

quantitatively and extend them by addressing some 

questions left open by the review’s narrative nature, 

especially regarding the extent of gender differences 

as well as moderating factors that may influence 

when the gender difference is more versus less 

pronounced. In addition, 20 years have passed since 

the publication of this review. Cultural changes in 

some societies may have altered average levels of 

sex drive, how women and men typically respond to 

questions indicative of sex drive, or both.  

Despite a host of research providing directional 

evidence on possible gender differences in sex drive, 

studies that explicitly seek to quantify this difference 

are relatively rare. For instance, Ostovich and Sabini 

(2004) proposed a four-item scale to assess sex 

drive, asking participants how often they 

experienced sexual desire, orgasmed, masturbated, 

and how they would compare their sex drive to the 

average person of the same age and gender. They 

examined gender differences and found a large 

effect, according to common conventions (Cohen, 

1988), indicating a stronger sex drive in men than in 

women (d = 1.20). In three studies (total N > 3,600), 

Lippa (2006) found gender differences in the same 

direction ranging from d = 0.58 to d = 0.84. In two 

of these studies, participants responded to a single 

item (“I have a strong sex drive”), while a third study 

included four additional items (“I frequently think 

about sex”; “It doesn’t take much to get me sexually 

 
2 When we talk about sex drive, we are referring to 

motivation for sexual experiences and sexual pleasure as an end 
in itself. The goal is sexual experience and pleasure, not other, 

potentially (un)related goals. There are many reasons why people 

may seek out sexual experiences besides the sexual experience 

excited”; “I think about sex almost every day”; 

“Sexual pleasure is the most intense pleasure a 

person can have”). The largest single published 

study (N > 200,000 across 53 nations; Lippa, 2009) 

asked two questions to assess sex drive (“I have a 

strong sex drive; It doesn’t take much to get me 

sexually excited”) and found an average gender 

difference of d = 0.62.  

Taken together, then, evidence from these and 

other studies seeking to quantify a potential gender 

difference in sex drive suggests a moderate-to-large 

gender difference, with men having a stronger sex 

drive than women.  

An important observation is that the previous 

review of the literature (Baumeister et al., 2001) 

included a diverse array of outcomes as indicators of 

sex drive. These outcomes cover a considerably 

broader theoretical scope than the rather focused 

attempts to directly assess sex drive in the just 

reviewed studies. At the same time, not all of these 

outcomes may be equally valid. Even the 

comparatively focused studies that sought to 

measure sex drive directly did so in quite different 

ways. Sometimes a scale comprising several items 

was used, sometimes only two items or even a single 

item. In some studies, cognitive aspects such as 

thoughts and fantasies about sex were focal, in 

others affective aspects such as sexual desire. These 

domain-specific estimates were occasionally 

accompanied by global self-ratings of sex drive 

strength or self-rated comparisons of one’s own sex 

drive with that of other people. Both domain-

specific estimates and global self-ratings left open 

what precisely was meant by the term ‘sex drive’.  

One reason for the large variability in employed 

indicators for sex drive may be that they were not 

derived from a coherent theoretical 

conceptualization of the construct. Instead, they 

appear to have been created based on face validity 

considerations. In each case, it is difficult to know 

why a particular indicator was (not) chosen. What 

seems missing from the literature is a coherent 

theoretical conceptualization of sex drive that also 

has clear implications for the question of which 

outcomes are best suited to indicate the strength of 

an individual’s sex drive.  

Theoretical Conceptualization: What is 

Sex Drive?  

Sex drive is an individual’s intrinsic sexual 

motivation—the driving force to obtain sexual 

experiences and pleasure (Baumeister et al., 2001).2 

Although momentary sexual motivation, or state sex 

itself (e.g., stress relief, procreation, emotional closeness to 

another person, see Meston & Buss, 2007). We are not referring 
to these instances, in which sex is a means to achieve other ends. 

Instead, our definition is confined to intrinsic sexual motivation 

where sexual experiences are an end in themselves. 
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drive, clearly varies within persons over time, the 

present research concerns stable individual 

differences between persons. Some people are 

consistently more eager for sexual experiences than 

others. We are thus interested in sex drive as a trait, 

where traits are understood as (inter-)individual 

differences in tendencies to show relatively 

consistent patterns of thoughts, feelings, and 

behaviors (Johnson, 1997; McCrae & Costa, 2003; 

Roberts, 2009).3 People high in trait sex drive think 

about sex more often (thoughts/cognition), desire 

sex more often (feelings/affect), and are sexually 

active more often (behavior) compared to people 

lower in trait sex drive.   

The seeming conundrum between 

intraindividual state variability on the one hand and 

temporal stability of interindividual trait differences 

on the other can be elegantly solved by 

understanding traits as ‘density distributions of 

states’ (Fleeson, 2001, 2004). This perspective 

assumes that for any personality trait, a 

corresponding personality state exists with the same 

cognitive, affective, and behavioral content as the 

corresponding trait, thereby constituting the 

personality an individual manifests from moment to 

moment (Fleeson & Jayawickreme, 2015). States 

vary over time within an individual as situational 

cues interact with disposition, but they vary in 

consistent, predictable patterns. Specifically, the 

distribution they form over time is stable with regard 

to its central tendency and dispersion (Fleeson, 

2001). Traits are thus dispositions, not absolute 

determinants. Someone high in trait extraversion, 

for instance, does not act in an extraverted way all 

the time, highlighting the influence of situational 

circumstances. However, over a longer period, an 

extraverted person will more often act in an 

extraverted way compared to someone less 

extraverted and this interindividual difference will 

reliably emerge across several such extended 

periods. This illustrates the influence of the trait. In 

sum, this understanding of traits explains the 

temporal consistency of psychological patterns that 

vary between individuals, but also explicitly 

incorporates the notion of cross-situational 

variability within individuals (Fleeson, 2001; 

Fleeson & Jayawickreme, 2015; Johnson, 1997; 

Roberts, 2009).  

 
3 We use the term sex drive and sexual motivation 

interchangeably. The term ‘sex drive’ has been criticized as 
problematic by some theorists (Beach, 1956; Singer & Toates, 

1987), especially the notion that an innate need for sex arises 

independently of external stimuli and builds up over time. In 
contrast to food, water, or sleep, deprivation of sex is not fatal or 

directly harmful. We acknowledge these shortcomings of the 

term. Our use of it is not intended to reflect biological drives akin 
to those for food, water, or sleep. The reason we retain the term 

sex drive is that it is widely used and understood in the literature 

and the general population. Although failure to satisfy one’s sex 
drive is not harmful to an individual, it appears appropriate to say 

that people may have a drive to pursue certain (sexual) goals or 

activities.  

Based on this understanding, we can define 

(trait) sex drive more explicitly as the central 

tendency of the distribution of state sex drive, or 

momentary sexual motivation, across time and 

situations. Put more simply, a person’s sex drive is 

their average sexual motivation over time. We 

conceptualize state sex drive as a latent concept that 

is manifested or reflected in how often people 

experience three kinds of events: sexual cognitions 

(e.g., thoughts, fantasies), sexual affect (e.g., desire 

to have sex), and sexual behavior (e.g., 

masturbation). The probability that a manifest 

sexual event occurs at a given point in time will 

depend on the level of state sex drive at that time 

(which in turn depends on the interplay between a 

person’s trait sex drive and situational cues).  

We illustrate this conceptualization of sex drive 

in Figure 1. Let us assume that state sex drive varies 

along an arbitrary scale, roughly between -4 and +4, 

where 0 represents the average population level. The 

data presented in Figure 1 have been randomly 

generated under our assumptions for a hypothetical 

person whose (trait) sex drive is 0, that is, exactly 

average. This is illustrated in Panel A1. The density 

distribution (dashed line) for our hypothetical 

individual centers directly on zero. Panel A2 

illustrates how this person’s state sex drive 

fluctuates over time, while still centering around 

zero. The “observed” distribution (grey histogram in 

Panel A1) will never perfectly match the expected 

distribution for a finite sample of observations, but 

the correspondence is evident. Panel C illustrates the 

occurrence of sexual events. Yellow rectangles 

illustrate that a sexual cognition occurred at a certain 

point in time, blue rectangles illustrate sexual affect, 

and red rectangles illustrate sexual behavior. The 

association of sexual events and state sex drive is 

visible: After about half the time (x-axis), there is a 

noticeable dip in state sex drive and 

correspondingly, fewer sexual events occur. The 

relationship between state sex drive and the 

frequency of sexual events, or Panels A1 and C, is 

depicted in Panel B. The probabilities for the 

occurrence of sexual events displayed in Panel B are 

a direct function of the corresponding level of state 

sex drive at that time.4 When state sex drive is 

relatively low, the probability of sexual events is 

also low, and fewer events occur. The reverse is true 

4 For illustration purposes, we assumed that probabilities for 

sexual behavior are generally lower than for cognition and affect, 
and that probabilities for sexual affect are generally lower than 

for sexual cognition. This, as well as the exact nature of the 

relationship between state sex drive and the probability of sexual 
events, currently remains subject of speculation, albeit, in our 

view, useful speculation. While this is beyond the scope of the 

present work, future research could seek to devise ways to test 
and parametrize this model. For example, a recent longitudinal 

study found that sexual cognition occurs more frequently than 

sexual affect, and that sexual affect occurs more frequently than 
sexual behavior, providing tentative evidence for the differential 

average probabilities we assumed (Weber et al., 2022a).  
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when state sex drive is high. In line with recent calls 

to incorporate more formal modelling into 

psychology (Guest & Martin, 2020), we enclosed a 

preliminary mathematical definition of our 

conceptualization of sex drive in the supplemental 

materials.  

To summarize what we have described in the 

previous sections and illustrated in Figure 1, we 

conceptualize sex drive as average sexual 

motivation over time, formally described by density 

distributions of state sex drive. State sex drive, or 

momentary sexual motivation, manifests in sexual 

events, specifically sexual cognition, affect, and 

behavior, that occur more or less frequently, 

depending on the level of state sex drive. According 

to this definition, persons high in trait sex drive 

experience events characterized by sexual thoughts 

and fantasies, feelings such as desire, and behaviors 

(or any combination thereof) more often in their 

daily lives compared to people low in trait sex drive. 

In other words, people high in trait sex drive think 

about sex more often (cognition), feel a desire for 

sexual pleasure more often (affect), and are more 

often sexually active (behavior) compared to people 

lower in trait sex drive. This notwithstanding, even 

someone with a strong sex drive will not constantly 

think about sex, desire to have sex, or engage in 

sexual activity. Sex drive strongly varies within 

persons over time due to stress, time of day, 

availability of a partner, presence of other persons, 

conversations, media depictions, sexual satisfaction, 

and many other factors. Thus, while often influenced 

by sex drive, sexual experience and behavior can 

also be driven by other factors. For instance, the 

relative role of sex drive compared to other 

contextual variables may by attenuated in romantic 

relationships, where sexual manifestations such as 

sexual desire may become a function of each 

partner’s characteristics and characteristics of the 

relationship itself (e.g., Impett et al., 2008; Regan, 

2000). Someone high in sex drive will not always 

have consistently strong desire for their partner(s), 

and conversely, a person with a below-average sex 

drive is not generally incapable of developing sexual 

desire in a relationship. 

Note that our definition of trait sex drive says 

nothing about the origin of these individual 

differences and potential gender differences in sex 

drive. Sex drive (and gender differences in sex 

drive) may be the result of a complex interplay of 

various cultural and biological influences. Social 

roles (Eagly & Wood, 1999) and social learning 

experiences (Bussey & Bandura, 1999) may 

contribute to these differences alongside genetic 

influences. The presence of genetic influences 

would in turn suggest that sex drive may also be 

heritable to some extent, similar to other traits 

(Polderman et al., 2015). We are agnostic towards 

the respective contributions of these and other 

possible origins of (gender differences in) trait sex 

drive. While discussions of the etiology of gender 

differences in sex drive, that is, how they are shaped 

by biological and/or social factors, can be found 

elsewhere (Lippa, 2009), the present work is 

concerned with the phenomenology of the trait. We 

neither intend to nor are we able to elucidate the 

underlying causes of sex drive variability across 

persons in the present analysis. 

Sex Drive versus Sexual Desire 

We understand sexual desire as an emotion, a 

feeling of wanting sex or sexual pleasure. Sexual 

desire takes a primary role among the affective 

manifestations of sex drive. Some scholars have 

adopted broader definitions that emphasize 

motivational aspects. Levine (2003) defines sexual 

desire as “the sum of the forces that lean us toward 

and away from sexual behavior” (p. 280). Spector 

and colleagues (1996) proposed “interest in sexual 

activity” (p. 178) as a working definition of sexual 

desire. Brezsnyak and Wishman (2004) define 

sexual desire as “a motivation to seek out, initiate, 

or respond to sexual stimulation or the pleasurable 

anticipation of such activities in the future” (p. 199). 

Sexual desire according to these views seems 

closely related to our understanding of sex drive as 

intrinsic motivation for sexual experiences and 

pleasure. The definition of Diamond (2004), “a need 

or drive to seek out sexual objects or to engage in 

sexual activities” (p. 116), includes an explicit 

reference to “drive”. Notably, these definitions do 

not define sexual desire as either a trait or a state, yet 

previous research has suggested that this 

differentiation is important in regard to gender 

differences (Dawson & Chivers, 2014). However, 

our conceptualization of sex drive (Figure 1) which 

rests on established frameworks specifying the 

relation berween states and traits (e.g., Fleeson, 

2001; Roberts, 2009) proposes that this is not an 

either-or-question, but that trait sex drive manifests 

in patterns of states of sex drive that are variable 

across time, but consistent when considering longer 

periods of time. Our view classifies sexual desire 

into the affective facet of the triad of sexual 

cognition, affect, and behavior, and reserves the 

terms sex drive/sexual motivation for the 

superordinate construct.  

Indicators of Sex Drive 

Previous work on sex drive has used a large 

number of indicators. Without a coherent and 

theoretically grounded conceptualization of the 

construct, it is difficult to decide what may or may 

not qualify as a suitable indicator. The psychological 

conceptualization of trait sex drive put forward here 

has clear implications for what does and does not 

constitute a suitable indicator of sex drive.  
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According to the present conceptualization, the 

frequency of sexual cognitions (e.g., thoughts, 

fantasies, daydreams), sexual feelings (e.g., desire, 

craving, lust), and sexual behavior (e.g., 

masturbation, self-stimulation) constitute valid 

indicators of sex drive. These indicators can thus be 

directly derived from our sex drive 

conceptualization. All of them have been used as 

indicators of sex drive before (Baumeister et al., 

2001). Throughout the manuscript, we collectively 

refer to these three sex drive indicators, that is, the 

triad of sexual cognition, affect, and behavior, as 

“facets” of sex drive.  

For several reasons, we confine the behavioral 

facet to solitary sexual activities (i.e., masturbation, 

self-stimulation) and do not include sex with a 

partner. First, sex with a partner depends not only on 

a person’s intrinsic sexual motivation, but also 

strongly depends on other influences such as the 

availability of a partner, their sexual motivation, or 

interpersonal dynamics between the partners (e.g., 

desire to feel close and connected to the partner, 

desire to please the partner). Second, by simple 

arithmetic, there cannot be a true, objective gender 

difference in this variable for heterosexual persons 

on the population level. Every time a woman has 

sex, a man also has sex, and vice versa. Any 

appreciable reported difference is likely due to 

(motivated or otherwise) biased responding. Thus, 

in line with the present conceptualization, only 

solitary events can be a meaningful behavioral 

indicator of gender differences in intrinsic sexual 

motivation. 

The conceptualization of sex drive directly 

suggests the frequency of sexual cognition, affect, 

and behavior as suitable indicators of sex drive, 

because they are measurable manifestations of 

latent, momentary sexual motivation. We refer to 

these three indicators as “manifestations of sex 

drive” throughout the manuscript. Our 

conceptualization also suggests another group of 

indicators, namely, measures that may directly 

reflect the latent level. In our survey of the literature, 

we identified two sets of questions that could serve 

this function: self-rated sex drive (e.g., “I have a 

strong sex drive”) and intensity of sexual affect (e.g., 

“My desire for sex is strong”). Self-rated sex drive 

may indicate latent sex drive at the highest level of 

abstraction (Panels A1 and A2 in Figure 1). Intensity 

of sexual affect may indicate latent sex drive at a 

more intermediate level as a latent state that is 

already somewhat differentiated towards sexual 

affect. We refer to these two indicators collectively 

as “indicators of latent sex drive” in this study. In 

our analyses, we will prioritize the sex drive 

manifestations over the indicators of latent sex drive, 

because the former are directly suggested by our 

conceptualization (Figure 1). For the indicators of 

latent sex drive, more detailed psychometric 

analyses may be needed before concluding that these 

measures do indeed reflect latent variables 

according to our conceptualization.  

The present conceptualization of sex drive also 

identifies concepts that have been used as indicators 

of sex drive in the past, but do not align with our 

view. For example, favorable attitudes toward sex 

may or may not be influenced by sex drive, but they 

are evaluations of sex that are likely influenced by 

all sorts of cultural and social influences. The 

frequency of sexual cognitions, affect, and behavior 

constitute manifestations of sex drive, not 

individuals’ subjective evaluation of sexuality. 

Second, previous research has utilized the desired 

number of sex partners as an indicator of sex drive, 

with higher numbers of desired partners indicating a 

stronger sex drive. However, in addition to a true 

impact of latent sex drive, the (reported) number of 

desired partners may also be influenced by self-

verification motives, a desire for social status, or 

again cultural and social influences. What is more, a 

person who frequently thinks about and desires sex 

with only one partner would unequivocally be 

considered someone with a high sex drive according 

to the present conceptualization. Desiring sex with 

many different partners is not a defining aspect of a 

high sex drive according to this understanding 

(although empirically the two may be correlated). 

Third, and in a similar vein, enjoying a large variety 

of sexual practices may or may not be influenced by 

a strong sex drive. Someone who frequently 

fantasizes about and desires sex always in the same 

way would clearly have a strong sex drive according 

to the present conceptualization. A large variety of 

sexual practices is not a defining element of the 

current conceptualization and from this perspective 

unsuited to serve as an indicator of sex drive.  

There are also other extant indicators that seem 

reasonable downstream consequences of sex drive, 

but are not directly derivable from the current 

conceptualization and therefore not considered valid 

indicators (e.g., unwillingness to forego sex, 

sacrificing resources to get sex, subjective 

importance of sex). Finally, because the present 

meta-analysis is interested in sex drive as a 

psychological force to obtain sexual experiences and 

pleasure, we do not regard capacity for physiological 

reactions as indicative of sex drive (e.g., capacity for 

sexual arousal or orgasm). Note that we do not 

exclude the possibility that the constructs discussed 

in this section may in some way be related to or 

influenced by sex drive, but rather maintain that they 

are of subordinate importance as indicators of the 

construct compared to the frequency of sexual 

cognition, affect, and behavior.  

Theoretical Approaches 

This section reviews theoretical approaches 

relevant to (gender differences in) sex drive, namely 
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sexual strategies theory (Buss & Schmitt, 1993), the 

sexual double standards hypothesis (Crawford & 

Popp, 2003), social role theory (Eagly & Wood, 

1999), social learning theory (Bussey & Bandura, 

1999), the gender similarity hypothesis (Hyde, 

2005), and sexual economics theory (Baumeister & 

Vohs, 2004). 

Sexual Strategies Theory 

Rooted in the larger evolutionary psychology 

framework, sexual strategies theory proposes that 

humans have evolved a variety of short-term and 

long-term strategies for passing their genes on to the 

next generation (Buss, 1998; Buss & Schmitt, 1993, 

2019). According to the theory, these strategies 

differ between men and women, for example, due to 

the minimum parental investment both sexes have to 

make to produce a child. The number of offspring 

women can have is more limited compared to men, 

and women incur higher biological costs in terms of 

energy needs, risks during pregnancy, and effort in 

infant care. In short-term mating contexts, women 

should therefore be more selective while men 

should, on average, seek to engage in more casual 

sexual activities. In long-term mating contexts, 

men’s and women’s preferences will be largely 

similar, and both will be selective. However, 

according to the theory, women will prefer men who 

possess resources and/or have qualities that make 

the future acquisition of resources more likely. Men, 

by contrast, will be particularly attracted to cues of 

youth and health in women, both of which are linked 

to fertility (Buss, 2012). 

Sexual strategies theory does not speak directly 

about gender differences in sex drive. However, it 

makes some predictions which indicate that the 

theory assumes a stronger sex drive in men 

compared to women. For example, the theory 

predicts that men will be particularly upset when 

their female partners decline or delay opportunities 

to have sex, or desire sex less frequently than 

themselves (Buss, 1998). This implies that, on 

average, men want sex more often than women do. 

In addition, some authors have argued that evolution 

may have favored a weaker sex drive in women 

compared to men. The higher the sex drive, the more 

likely a women will become pregnant, which is 

associated with higher parental investment costs 

compared to men (Baumeister et al., 2001). A key 

tenet of sexual strategies theory is that in 

evolutionary history, it was likely adaptive for 

women to withhold sex under certain circumstances. 

A high sex drive would interfere with this tendency. 

This tentatively suggests that a higher sex drive in 

men is more plausible according to sexual strategies 

theory, and this gender difference would reflect 

genuine differences on the construct level rather 

than merely differences on the measurement level.   

Sexual Double Standards Hypothesis 

The sexual double standards hypothesis 

(Crawford & Popp, 2003) suggests that men are 

viewed positively and socially rewarded for sexually 

permissive behaviors, whereas women are viewed 

negatively and socially punished for the same 

behaviors (for a meta-analysis, see Endendijk et al., 

2020). Awareness of sexual double standards may 

lead men to exaggerate their reports of sexual 

permissiveness and women to underreport their 

sexual permissiveness. This suggests that some 

gender differences in reported sex drive may emerge 

on the measurement level due to biased responding 

in line with gender roles that in fact may be smaller 

or even nonexistent on the construct level. 

In line with this idea, some studies have found 

reduced or erased gender differences in reported 

sexual experiences when participants were 

connected to a fake lie detector (encouraging 

truthful responding) compared to conditions in 

which participants were led to believe that their 

responses might be seen by a peer or in which 

participants were assured anonymity (Alexander & 

Fisher, 2003). Further indirect evidence comes from 

findings that men report having had more opposite-

sex sexual partners than women (e.g., Mitchell et al., 

2019). In heterosexual populations, substantive 

differences are impossible because every time a 

woman has sex, a man also has sex, and vice versa.  

Social Learning Theory 

Social learning theory (Bandura, 1986; Bussey 

& Bandura, 1999, 2004) suggests that behaviors that 

are rewarded are more likely to be repeated and 

behaviors that are punished are less likely to be 

repeated. This is true both for one’s own behaviors 

as well as behaviors an individual observes other 

people perform. Learning is particularly likely if the 

individual perceives similarity to or identifies with 

the acting person (for example, because the person 

is powerful, successful, or admirable). According to 

this theory, gender differences emerge because boys 

and girls (a) observe different behaviors in men and 

women, and (b) observe that men and women are 

rewarded and punished for different behaviors. Boys 

and girls pick up these different standards for 

gender-appropriate behavior and learn to behave in 

accordance with these gender norms.  

To the extent that boys and girls learn (in real life 

or through media) that men are rewarded and/or 

women are punished for behaviors indicative of a 

strong sex drive, they may learn to behave 

accordingly and adopt corresponding attitudes (see 

the sexual double standard in the previous section). 

Thus, social learning theory makes clear predictions 

about openly expressed sexual attitudes and 

behaviors, which reflect genuine differences in this 
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sex drive facet.5 In other words, boys and girls may 

learn to have a “gender-appropriate” sexuality 

(indicating true differences on the construct level). 

At the same time, they may also learn to express 

their sexuality in a norm-conforming way 

(indicating differences on the measurement level, 

i.e., biased responding). Whether the theory predicts 

gender differences in sex drive in the sense of sexual 

cognition and affect, which are non-observable for 

anyone other than the person themselves and 

arguably more difficult to control than overt 

behavior, is less clear.   

Social Role Theory  

Social role theory (also referred to as the 

biosocial model or sociocultural theory) focuses on 

social processes instead of evolutionary selection 

processes to explain gender differences in behavior 

(Eagly & Wood, 1999; Wood & Eagly, 2012). 

Specifically, social role theory acknowledges 

evolved physical differences between the genders 

such as size, strength, and the capacity to bear and 

nurse children. In many societies, these differences 

led to a division of occupational and family labor. 

Both men and women tended to take on those tasks 

that aligned with their unique physical properties 

(i.e., men more often engaged in physically 

demanding tasks such as hunting and warfare, 

women more often engaged in less physically 

demanding tasks requiring care for others). In any 

given society, people observe the activities typically 

carried out by each gender and infer that these 

genders possess not only the physical requirements, 

but also the corresponding psychological 

characteristics that allow them to excel in gender-

typical tasks. This is how gender stereotypes 

develop and in turn reinforce and perpetuate a 

gender-stereotypical division of labor, according to 

social role theory. Gender stereotypes cause gender-

typical behaviors because (a) individuals tend to 

conform to their gender identities, and (b) other 

people encourage gender-typical behavior. Role-

incongruent behavior is more likely to be societally 

sanctioned. Therefore, role-congruent behavior is 

perpetuated unless the anticipated benefits of 

gender-incongruent behavior outweigh the 

anticipated costs.  

Evidence for social role theory comes from 

observations that typical gender differences in 

interests, preferences, and even personality 

characteristics such as agency have decreased over 

time as the division of labor has become increasingly 

less polarized and women’s social role has shifted 

(Wood & Eagly, 2012). In a similar vein, a meta-

analysis found that typical gender differences are 

 
5 In line with social role theory (Wood & Eagly, 2012), 

smaller gender differences in sexual attitudes and behavior should 

occur in societies where such gender-specific rewards and 

smaller in countries in which gender equality is 

greater, including differences in the domain of 

sexuality such as masturbation (Petersen & Hyde, 

2010), although recent studies found no support for 

a moderation of typical gender differences in mate 

preferences by gender equality (Walter et al., 2020; 

Zhang et al., 2019).  

Social role theory assumes that socialization 

processes shape individuals’ behaviors, beliefs, 

typical emotional responses, competencies, and 

personality traits to conform with societal 

stereotypes about how men and women are. Thus, to 

the extent that a society views a high sex drive as 

more typical and normative for men than women, 

social role theory predicts a higher sex drive in men 

than in women reflecting genuine differences on the 

construct level. These differences should be smaller 

in societies with greater gender equality. Also, 

gender differences in sex drive should have become 

smaller over time as gender equality has increased 

in many societies in recent decades. Differences on 

the measurement-level due to self-presentation 

tendencies (i.e., biased responding) are also 

plausible under the assumptions of social role 

theory: People may adopt self-presentational 

tendencies on their own accord in order to conform 

with societal stereotypes, or they may learn them 

directly during the gendered socialization processes.   

Gender Similarities Hypothesis  

The gender similarities hypothesis (Hyde, 2005, 

2014) is not exactly a theory, but rather a set of 

observations based on several meta-analyses of 

gender differences in psychological variables. The 

hypothesis states that gender differences in most, but 

not all psychological variables are small or 

negligible (with ‘small’ being defined as everything 

up to a meta-analytic effect size of Cohen’s d ≤ 0.35, 

considered a small-to-moderate effect size 

according to common conventions). Hence, contrary 

to many stereotypes and public portrayals, women 

and men may not be vastly different in many spheres 

(Hyde, 2014). However, there are exceptions to this 

general rule. Hyde (2005) reports non-trivial gender 

differences in physical aggression, cognitive 

variables such as mental rotation and spatial 

perception (men score higher), and indirect 

aggression and some language or verbal skills 

(women score higher). Relevant to the present 

purposes, men report masturbating and watching 

pornography more often than women (ds > 0.5, 

Petersen & Hyde, 2010). Thus, the gender 

similarities hypothesis, based on previous meta-

analytical observations, suggests a higher sex drive 

in men compared to women with respect to the 

punishments occur less (e.g., in countries with greater gender 

equality). 
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behavioral facet of the construct. This difference is 

assumed on the construct rather than purely on the 

measurement level, thus reflecting genuine gender 

differences. The hypothesis makes no direct 

predictions with respect to the cognitive and 

affective facets.  

Sexual Economics Theory 

Sexual economics theory (SET, Baumeister et 

al., 2017; Baumeister & Vohs, 2004) posits that sex 

in heterosexual couples is negotiated in an economic 

marketplace. In this market exchange, women (the 

‘sellers’) give sex and, in return, receive sex by men 

(the ‘buyers’) plus a negotiable amount of nonsexual 

resources, because female sex is – according to the 

theory – inherently more valuable than male sex. 

The theory assumes a real gender difference in sex 

drive on the construct level, not merely on the 

measurement level. Gender differences in sex drive 

are therefore a fundamental premise rather than a 

prediction of SET, and considerable theoretical 

revision would be needed should it turn out that 

there is no such gender difference. SET does, 

however, provide prediction and explanation for 

biased responding. According to the principles of 

economic exchange in sexuality posited by the 

theory, female sex is at risk of diminishing in value 

when distributed freely (or appearing so); hence, 

women should be motivated to underreport sexual 

interest and activity. Men, by contrast, should be 

motivated to exaggerate reports of past sexual 

activity, since these reflect that they can exchange 

ample resources to obtain sex. For men’s sexual 

interest, predictions are somewhat less clear. To 

some degree, interest in a resource may also signal 

an ability to obtain it, yet this would run counter to 

the age-old principle of hiding one’s true interest in 

a negotiation. In sum, SET predicts some degree of 

response bias, since women should understate and 

men may (or may not) exaggerate.  

 

 

 

Summary 

Although some of the theoretical approaches 

reviewed here differ greatly in their core 

assumptions, they largely converge in the prediction 

that men have a stronger sex drive compared to 

women, at least on the measurement level. The 

distinction between the measurement level and the 

construct level underlines the importance of 

considering the possibility of bias as a result of 

systematically distorted responding. We note that 

the psychological mechanisms by which the social 

environment influences sex drive on the 

measurement or construct level are largely left open 

by the theories. This influence may manifest in 

conscious self-presentation tendencies—men 

overreport to gain social status and women 

underreport to avoid loss of social status (Jonason, 

2008; Mitchell et al., 2019). However, the effect of 

social influence may also manifest in more subtle 

ways, for example memory biases in the form of 

gender differences in estimating versus actually 

counting sexual events (Brown & Sinclair, 1999; 

Mitchell et al., 2019; Wiederman, 1997).  

The Present Meta-Analysis 

We conducted a preregistered, comprehensive 

meta-analysis of gender differences in sex drive. 

Based on the theoretical conceptualization of sex 

drive presented above, we primarily investigated 

gender differences in the frequency of sexual 

cognitions, affect, and behavior. We additionally 

included analyses on two potential indicators of 

latent sex drive: self-rated sex drive and intensity of 

sexual affect.  

We put particular emphasis on the possibility 

that gender differences in sex drive may be (partly) 

due to biased responding. To this end, a separate 

meta-analysis examined gender differences in 

responses to ‘bias indicators’—that is, questions that 

logically cannot exhibit a substantive gender 

difference in heterosexual populations (e.g., total 

number of sex partners). The meta-analytic gender 

difference in these indicators may be interpreted as 

an indicator of the extent to which gender 

differences in sex drive in the main analyses may 

have been driven by biased responding.  

Finally, a series of moderation analyses 

examined the potential impact of a number of either 

theoretically derived or methodological factors on 

the magnitude of gender differences in sex drive. 

These analyses are suited to both test theoretical 

predictions and examine the stability of potential 

gender differences.  

Method 

Effect sizes were drawn from manuscripts, 

provided by authors, or computed from raw primary 

study data (two-step individual participant data 

meta-analysis, see Riley et al., 2010). The unit of 

analysis is individual questionnaire items, with each 

effect size indicating the mean gender difference on 

one particular item.  

Inclusion Criteria 

Studies were eligible for inclusion in the meta-

analysis if: (a) they measured frequency of sexual 

cognitions, sexual affect, or sexual behavior (sex 

drive manifestations), or sex drive self-ratings or 
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intensity of sexual affect (indicators of latent sex 

drive); (b) the sample included male and female 

participants; (c) participants were at least 14 years of 

age; and (d) the sample included at least 20 male and 

female participants each. Studies were excluded if: 

(a) the sample was drawn from a clinical population, 

an asexual population, or residents of long-term care 

facilities; (b) the study included an experimental 

manipulation or other intervention procedure; (c) it 

took place in the context of pregnancy or abortion; 

or (d) was published before 1997. The last criterion 

was imposed post hoc when it proved unrealistic to 

attain raw data that was necessary to compute item-

level effect sizes for older research (see sub-section 

“Meta-Analysis of Item-Level Effect Sizes” for 

details). Note, however, that data collection may 

have taken place before 1997.  

Questionnaire items were eligible for inclusion if 

they reflected a sex drive manifestation or indicator 

of latent sex drive. In addition, we also included 

items that reflected a bias indicator (see Table 1). 

Note that we did not search for and did not include 

studies reporting only bias indicator items. Items 

were excluded if they framed sexuality in a negative 

or clinical way, or invoked perceived social norms 

(e.g., "I suffer from a lack of desire", "I think about 

sex more often than I should", "Masturbation 

sometimes gets in the way of my daily activities"). 

Another exclusion criterion on the item level was 

imposed post hoc: items were not eligible for 

inclusion if participants were asked to report their 

sex drive compared to other individuals of their own 

sex. Such items are designed to eliminate gender 

differences between men and women—the very 

purpose of our meta-analysis—and hence are not 

suitable to address the present research question. 

Literature Search 

We used different strategies to identify relevant 

studies. First, we conducted an electronic literature 

search using Web of Science (Indices: Science 

Citation Index Expanded, Social Sciences Citation 

Index, and Emerging Sources Citation Index), 

EBSCO (Indices: PsycARTICLES, PsycINFO, and 

PSYNDEX), and PubMed (Indices: primarily 

MEDLINE). All databases were searched on the 

abstract/title level. Searches were done separately 

for sexual affect, cognition, and behavior. Search 

terms were constructed with the following pattern: 

one of ‘term 1’ AND one of ‘term 2’ NOT one of 

‘term 3’. Term 1 established the link to sexuality 

(e.g., “erotic”, “sexual”), Term 2 evoked the 

construct (e.g., “thought”, “fantasy”, “desire”), and 

Term 3 excluded clinical studies (“disorder”, 

“dysfunction”). See Table S1 in the supplemental 

materials for the complete set of search terms. 

Second, we used Google Scholar to screen all 

publications that cited relevant psychometric 

inventories. Relevant inventories were identified by 

searching the Handbook of Sexuality Related 

Measures (T. D. Fisher, 2011) and through 

unstructured electronic searches (see Tables S2 and 

S3 for a list of the inventories). Third, we submitted 

calls for data through the mailing lists of the 

International Academy of Sex Research, the 

European Association of Social Psychology, and the 

Society for Personality and Social Psychology. 

Fourth, we asked all authors with whom we 

corresponded for unpublished data. The literature 

search was restricted to articles in English or 

German and was completed in 2018. Data collection 

was completed in 2019.   

Screening and Requests for Data 

All identified records were screened by one of 

the authors or a research assistant. First, studies were 

screened on the title level for eligibility. If studies 

were deemed potentially eligible, their abstracts 

were retrieved and screened again. During this 

screening on the abstract and title level, we adopted 

a maximally inclusive stance, such that records were 

only discarded when there was a clear indication that 

an inclusion criterion was violated or an exclusion 

criterion fulfilled. Next, full texts were obtained for 

all studies that passed the initial screening phase and 

screened again for suitability. For technical reasons, 

duplicates between different searches were not 

removed prior to screening. The full results of the 

search procedure are summarized in the flow chart 

depicted in Figure 2. 

During the full text screening, we checked if 

studies reported sufficient item-level statistics to 

compute effect sizes. If this was not the case, the 

study’s corresponding author was contacted per 

email with a request for data. Each email also 

included a request for unpublished data on the 

subject. A reminder was sent after two weeks.  

 

Effect Size Computation 

We computed Hedges’ g for all outcomes 

(Hedges, 1981). This effect size indicates the 

average gender differences in the sample in the 

metric of the pooled standard deviation. Positive 

values for g indicate higher values in men. For each 

relevant outcome, means, standard deviations, and 

sample sizes for men and women were retrieved 

from the paper or computed from the raw data. 

Hedges’ g was then computed from these summary 

statistics. If means or standard deviations were 

missing, Hedges’ g was computed from p-values, t-

values, and degrees of freedom for t-tests comparing 

the groups. When measurements were taken 

multiple times, all time points were averaged prior 

to effect size computation. For raw data, all values 
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that deviated more than 3.5 standard deviations from 

the mean were classified as outliers and removed.6 

To put findings into perspective, we additionally 

report a range of natural language interpretations 

that are more easily interpreted than standardized 

mean effect sizes (Mastrich & Hernandez, 2021). 

First, Cohen’s U3, a measure of non-overlap, 

indicates which percentage of population A is 

surpassed by the upper half of population B (Cohen, 

1988). Second, the overlapping coefficient OVL 

indicates the overlap between two distributions 

(Reiser & Faraggi, 1999). Third, the common 

language effect size CL indicates the probability that 

an observation drawn at random from population B 

surpasses an observation drawn at random from 

population A (McGraw & Wong, 1992; Ruscio, 

2008). 

These effect size statistics are computed as 

follows:  

𝑈3 = Φ(𝑔) (1) 

 

𝑂𝑉𝐿 = 2Φ  (
−|𝑔|

2
) (2) 

 

𝐶𝐿 = Φ  (
𝑔

√2
) (3) 

 

where Φ is the cumulative distribution function 

of the standard normal distribution.  

Meta-Analysis of Item-Level Effect Sizes 

A body of research can only be subjected to a 

meta-analysis when there is a sufficient level of 

coherence in theorizing and research methodology. 

The key challenge for any meta-analysis is to 

determine if integration is warranted and how it can 

be achieved. When first reviewing the literature on 

sex drive, we encountered considerable conceptual 

heterogeneity. This heterogeneity was reflected in 

the wide variety of psychometric inventories used to 

gauge the construct, which rendered conventional 

meta-analysis of complete inventories unfeasible. 

To solve this, we developed a new approach that 

draws on (and separates) the individual inventory 

items in line with the underlying psychological 

theorizing. To that end, we first developed the new 

conceptualization of sex drive outlined in the 

introduction. This conceptualization served as the 

theoretical foundation for the integration of previous 

research. We then selected individual items from 

existing inventories or ad-hoc measurements that 

reflected the theoretically derived indicators of sex 

drive. For example, the item “During the last month, 

how often have you had sexual thoughts involving a 

 
6 Robustness analyses showed that results did not vary when 

a smaller (2.5 standard deviations) or larger threshold (4.5 

standard deviations) was chosen.  

partner?” was selected (among others) from the 

Sexual Desire Inventory (Spector et al., 1996) and 

classified as frequency of sexual cognition. All 

inventories from which individual items were 

retrieved are listed in Tables S2 and S3. We then 

collected and synthesized data for gender 

differences with respect to these items. This novel 

approach thus combines the advantages of meta-

analysis (high generalizability, high statistical 

power) with high conceptual coherence by 

exclusively including a set of selected items that 

adequately fit the theoretical conceptualization of 

the construct of interest. 

Coding 

We coded several characteristics of (a) the 

publication, (b) the study design, (c) the sample, and 

(d) the outcomes. Some of these were used in 

statistical tests for moderation of gender differences 

in sex drive, others serve descriptive purposes. For 

some moderators, outliers were removed according 

to cut-off values prior to analyses. Outliers were 

determined by visual inspection of the data. We list 

all such cut-off values when discussing the codings 

in the following section.  

For some characteristics, we derived tentative 

hypotheses regarding moderation effects based on 

previous research, but we generally consider these 

analyses exploratory in nature. Unless noted 

otherwise, characteristics were coded as “yes” or 

“no”, or “NA” if the information was not available. 

For categorical characteristics with more than two 

possible codings, we list all possibilities, except for 

country of data collection and the outcome-level 

codings. For the outcome-level codings, possible 

categories were generated inductively during the 

coding process and consolidated after coding.  

The coding work was shared among two of the 

authors. A sample of twenty-one studies was coded 

by both coders. Results for interrater reliability are 

summarized in Table S7. We computed Cohen’s κ 

(Cohen, 1960) for categorical codings with a known 

number of categories, Pearson’s correlation for 

numerical codings, and percent agreement for 

categorical codings with an unknown number of 

categories. Overall, coder agreement was good 

(mean of all κ values: 0.87) and is classified as an 

“almost perfect” strength of agreement according to 

conventions (see Landis & Koch, 1977).  

Publication Characteristics 

The first set of coded characteristics on the 

publication level related to the intent and topic of the 
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manuscript, authors’ gender (distribution), and the 

focus of the journal the manuscript was published in 

(Codings 1 to 6). The journal focus was inferred by 

considering the abstract and journal title only. The 

authors’ gender was inferred from their names and 

institutional web pages. These codings allow for 

sensitivity analyses for potential biasing effects on 

the part of researchers. With Coding 7 (focus on 

anonymity), we aimed to capture whether the 

authors expressed awareness of the need to create a 

private and secure environment for participants to 

respond truthfully to questions about sexuality in 

order to maximize chances of truthful responses. In 

Coding 8, we coded the manuscript’s publication 

status to test for potential publication bias, that is, 

smaller or larger effect sizes for unpublished studies. 

For unpublished data sets with no manuscript, 

publication characteristics were coded as missing 

except for author gender. Thus, the codings for 

publication characteristics were as follows: 

1. Focus on gender differences: Did the 

authors focus on gender differences in 

the study?  

2. Focus on gender differences in sex 

drive: Did the authors focus on gender 

differences in sex drive? 

3. Aim to find gender differences in sex 

drive: Did the authors state that they 

were aiming to find gender differences 

in sex drive? 

4. First author gender: What was the 

gender of the first author 

(male/female/non-binary)? 

5. Mean author gender: Female and male 

authors were coded as 0 and 1, 

respectively, and non-binary excluded.  

6. Sexuality journal: Does the journal 

publish research specifically on 

sexuality? 

7. Focus on anonymity: Was there any 

general or specific statement about 

participants’ anonymity, 

confidentiality, or privacy anywhere in 

the paper?  

8. Publication status: Had the manuscript 

been published in a peer-reviewed 

journal as of October 2020?  

 

 

Study Characteristics 

Codings on the study level were mostly intended 

to gauge how privacy-preserving the study situation 

and experience was for participants (Codings 1 to 5). 

From a theoretical perspective, this seems 

promising, as empirical sex drive differences may be 

more pronounced under study situations with less 

privacy or less subjectively perceived security and 

anonymity. This is because a lack of perceived 

privacy, security, and anonymity may promote 

biased responding, which may manifest as more 

restrictive responding in women and more liberal 

responding in men.  

We also coded how the study was advertised and 

how participants were compensated to probe 

potential selection bias effects (Codings 6 and 7). 

Studies on sexuality may suffer from volunteer bias, 

with people willing to participate differing 

systematically from people not willing to 

participate. Some evidence suggests that volunteers 

tend to be more sexually experienced and hold more 

positive attitudes toward sexuality (Strassberg & 

Lowe, 1995; Wiederman, 1997), have higher levels 

of education, are less conservative, and more 

novelty-seeking (Dunne et al., 1997). The year of the 

study was coded to probe for potential changes in 

gender differences over time (Coding 8). Social 

norms change over time, and attitudes toward 

sexuality are becoming less restrictive (Mercer et al., 

2013). This would suggest that, if the results are 

affected by biased responding, observed gender 

differences may have decreased over time. Thus, the 

codings for study characteristics were as follows: 

1. Face-to-face interview: Were the 

questions asked in person by an 

interviewer? 

2. Personal contact: Did participants have 

personal contact with anyone affiliated 

with the research team? 

3. Group assessment: Were participants 

tested in groups or not (or a 

combination thereof)? 

4. Electronic data collection: Was the 

data collection electronic versus not 

electronic (or a combination thereof)?  

5. Participant anonymity: Were 

participants reassured about 

anonymity, privacy, or 

confidentiality? Example for positive 

coding: “Participants were assured that 

no IP addresses would be saved to 

ensure anonymity.”  

6. Sexuality study: Was the study 

advertised as a study on sexuality?  

7. Compensation: Did participants 

receive material compensation 

(money, coupons, etc.), course credit, 

a combination of both, or nothing in 

return for participation? 

8. Year of study: If the information about 

year of data collection was missing for 

published studies, we entered the year 

the study was published minus two. 
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Sample Characteristics 

We collected several data points characterizing 

the sample. For some of these, associations with 

sexuality have been previously established in the 

literature. Others were included solely for 

descriptive purposes or sensitivity analyses. Most 

codings related to common demographic 

characteristics (Codings 1 to 9). For descriptive 

purposes, codings for mean age, standard deviation 

of age, percent heterosexual, and percent single were 

taken separately for men and women (whenever 

possible) to collect additional information on 

potential within-sample differences between men 

and women on these characteristics. Country-level 

sex ratio (Coding 12), country-level gender 

inequality (Coding 13), and country-level gender 

development (Coding 14) were coded based on the 

country of data collection (Coding 11). These sets of 

codings were included to gauge how the social and 

cultural context may shape gender differences in sex 

drive. Thus, the codings for sample characteristics 

were as follows: 

1. Mean sample age (in years): 

Participants’ average age was coded. 

Samples with an average age above 70 

were classified as outliers based on 

visual inspection of the data and 

removed from the respective 

moderation analysis (3 effect sizes 

from 3 studies removed, next closest 

average age = 51.28). 

2. Sexually active: Some studies 

restricted sampling to sexually active 

participants, others did not. This was 

usually defined as having had sex with 

a partner recently. The definition of 

“recently” varied across studies.   

3. Percent religious: What percentage of 

participants are religious? Participants 

were counted as non-religious if they 

responded with “none” or equivalent to 

questions assessing religiosity, faith, 

etc.  

4. Percent single: What percentage of 

participants are single? All participants 

indicating any sort of romantic 

affiliation were counted as not single.  

5. Average partnership duration (in 

weeks): Relationship length was coded 

for the subset of participants in 

relationships. Manifestations of sex 

drive, including sexual desire, are well 

documented to fluctuate and in some 

cases decrease over the course of a 

long-term relationship (Klusmann, 

2002). Recent work has shown sexual 

desire to decline particularly in wives 

but less so in husbands during the first 

couple of years of marriage (McNulty 

et al., 2019). 

6. Percent White: What percentage of 

participants are of 

White/European/European American 

ethnicity? This served as a proxy for 

the percentage of respondents with 

minority status in the sample for most 

studies in the database. More fine-

grained coding of ethnicity was 

complicated by varying definitions 

across studies. We had no prior 

hypotheses regarding the association 

between ethnicity and gender 

differences in sex drive.  

7. Percent heterosexual: What percentage 

of participants are heterosexual? 

8. Percent university students: What 

percentage of participants are 

university students?  

9. Percent parents: What percentage of 

participants are parents? Parenthood, 

especially early parenthood, can 

impact sexual desire in couples, and 

may affect new fathers and mothers 

differently (Ahlborg et al., 2005). 

10. Contraceptive use: What percentage of 

the female sample used hormonal 

contraceptives? 

11. Country of data collection: For studies 

that took place in multiple countries, 

we retrieved percentages per country.  

12. Country-level sex ratio: Previous 

research suggests that sexual desire is 

influenced by the number of potential 

partners available, and that this 

influence unfolds differently for men 

and for women (Gebauer et al., 2014b). 

For each country, we coded the 

number of males per 100 women in the 

25-49 age bracket (Population 

Division of the Department of 

Economic and Social Affairs of the 

United Nations Secretariat, 2019), 

since this bracket was most 

representative for our data. Values 

were retrieved for the year closest to 

the year of the study (see previous 

section on study characteristics). For 

studies that spanned multiple 

countries, we entered a weighted score. 

This coding was not preregistered.  

13. and 14. Country-level gender 

inequality and country-level gender 

development: Social norms regarding 

the expression of sexuality may differ 

for men and women (see the previous 

sections on social role theory and the 

sexual double standard hypothesis). In 

order to capture how participants may 
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be exposed to differing social norms, 

we retrieved data for gender inequality 

(Gender Inequality Index, GII) and 

gender development (Gender 

Development Index, GDI). Both 

indices are produced by the United 

Nations (United Nations Development 

Programme, 2019). The GII captures 

discrimination against girls and 

women in the areas of health, 

education, political participation, and 

labor market opportunities. Higher GII 

values indicate greater gender 

inequality, with values ranging from 0 

to 1. The GDI measures gender 

differences in human development 

achievement in health, knowledge, and 

living standards. GDI values of 1 

indicate gender parity, values below 1 

indicate discrimination against 

females, and values above 1 indicate 

discrimination against males. We 

again entered the value from the year 

closest to the year of the study and 

computed weighted scores for studies 

spanning multiple countries. For the 

GDI, values below 0.90 were classified 

as outliers and removed (6 effect sizes 

from 3 studies removed, next closest 

GDI value = 0.94). For context, a value 

of 1.00 implies equality. In 2018, the 

country closest to gender parity 

(Norway) was rated at 0.99, while the 

world’s GDI was estimated at 0.94. 

Outcome Characteristics 

For outcomes, we coded several characteristics 

of the item and the response scale. When items were 

taken from a common psychometric inventory, but 

no further information was given, we assumed that 

the item wording and response scale corresponded 

to the original publication of the inventory. The 

codings for outcome characteristics were as follows: 

1. Item content: What was the content or 

target of a sexual thought or affect, that is, 

who or what does one think about or feel 

desire for? Possible codings were: ‘no 

target’, typically just containing general 

references to sex (e.g., “How often do you 

think about sex?”); ‘unspecified partner’, 

when a partner is mentioned but not further 

specified (e.g., “How often do you think 

about sex with a partner?”); ’own partner’ 

for references to one’s own partner 

specifically; ’extra-pair partner’, when 

asking about a partner outside of the 

current relationship (e.g., “How often do 

you fantasize about having sex with 

someone other than your current dating 

partner?”), and ‘masturbation’ (e.g., “How 

often do you feel desire to masturbate?”).  

2. Item context: What was the context in 

which the cognition, affect, or behavior 

occurred (e.g., sexual thoughts while bored 

at work, sexual desires in romantic 

situations)?  

3. Item wording: How was the construct 

labelled (e.g., ‘self-stimulation’ vs. 

‘masturbation’, ‘sexual daydream’ vs. 

‘fantasy’, ‘sexual need’ vs. ‘sexual 

desire’)?  

4. Aggregation span: For outcomes indicating 

frequency of a sexual event: What was the 

period (in weeks) across which frequency 

was aggregated? For example, the item 

“How often did you think about sex in the 

past four weeks?” would be coded as 4. 

Values above 60 weeks were removed (10 

effect sizes from 9 studies removed, next 

closest value = 30).  

5. Type of response scale: Was the response 

scale open or closed (e.g., Likert-type 

scale)? 

6. Scale range: For closed response scales, 

what was the scale range (scale maximum 

minus scale minimum)?  

Statistical Analyses 

We aggregated effect sizes using meta-analytic 

models. In the primary analysis, effect sizes for the 

sex drive manifestations were modelled as a 

function of sex drive facet (frequency of sexual 

cognition, sexual affect, or sexual behavior), akin to 

a one-way analysis of variance in primary studies. 

This model estimates the summary effects within 

subgroups (i.e., per facet) and enables testing for 

between-group differences. Dependency due to the 

inclusion of multiple effects per study was handled 

using robust variance estimation (RVE) meta-

analysis (Hedges et al., 2010; Tipton, 2015). 

Indicators of latent sex drive and bias indicators 

were analyzed separately using the same model, that 

is, in a subgroup analysis by type of indicator. To 

derive a global, cross-indicator estimate for gender 

differences in sex drive, we fitted a random-effects 

meta-analysis model with equal weights assigned to 

the group-wise summary effects for the sex drive 

manifestations. The same procedure was applied to 

the bias indicators to obtain a global estimate of 

biased responding.  

We also applied univariate moderation analyses 

to probe how effect sizes for the sex drive 

manifestations (i.e., sex drive facets) varied as a 

function of publication, study, sample, or item 

characteristics. Models were fitted separately for 

each type of sex drive manifestation.  
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Robust Variance Estimation 

Due to our approach of meta-analyzing item-

level effect sizes, many studies contributed multiple 

effect sizes. This creates dependence among effect 

sizes, which constitutes a violation of the 

assumptions of standard meta-analysis models 

(Lipsey & Wilson, 2001). Conventional approaches 

for solving this problem involve either selecting one 

effect size per study or manually aggregating 

multiple effect sizes prior to modelling (Borenstein 

et al., 2009). Both approaches, however, entail a loss 

of information and severely complicate meta-

moderation analyses. To illustrate the latter point, 

consider a study reporting participants’ frequency of 

sexual thoughts on an open scale and their frequency 

of sexual fantasies on a closed scale. These two 

effects would need to be averaged manually to 

satisfy the independence assumption. However, this 

aggregation would preclude the meta-moderation 

analysis of the effect of closed versus open scales, 

so effect sizes need to be left unaggregated or be 

dropped from the analysis. In the former case, a new 

data set needs to be created for every single 

moderation analysis, while in the latter case valuable 

information is lost. Both options are unsatisfactory. 

RVE meta-analysis elegantly solves the problem of 

effect size dependency by estimating a “working” 

model for the variance-covariance matrix of effect 

sizes (Hedges et al., 2010), thereby allowing 

dependent effects to be modelled as a function of 

one or more predictor variables while minimizing 

loss of information.  

Modelers have a choice between a “hierarchical” 

and a “correlated” effects model for the dependency 

structure—the “hierarchical” model is more 

appropriate when dependence arises predominantly 

from identifiable clusters of estimates (e.g., multiple 

studies by the same laboratories or authors), while 

the “correlated” model is more appropriate when 

dependence arises predominantly from multiple 

outcomes per study. Additionally, modelers have to 

decide on a default value for the correlations 

between effect sizes, although this usually has no 

discernable impact on the model estimates. For all 

models, we selected the “correlated” effects model 

and a default correlation of 0.8. To test the 

sensitivity and robustness of the results, we varied 

the latter correlation value between 0 and 1 in steps 

of 0.1 for the primary analyses. In no case did this 

correlation assumption considerably influence the 

results. We employed small sample corrections 

when testing for meta-regression by adjusting the 

degrees of freedom (Tipton, 2015) and using an 

approximate Hotelling test (AHZ, see Tipton & 

Pustejovsky, 2015).  

 

 

Heterogeneity 

We report two measures of effect size 

heterogeneity, τ and I² (Borenstein et al., 2009). 

Although both τ and I² are indicators of 

heterogeneity, they serve different purposes. First, τ 

is the standard deviation of the true effects. It 

answers the question of how much the true effects 

vary independent of variation due to sampling error. 

Because τ reflects the absolute amount of true 

variation, it says nothing about the proportion of the 

observed variation that is due to true variation of 

effects and not mere sampling error. To facilitate the 

interpretation of τ estimates, they can be examined 

relative to τ estimates in other meta-analyses. A 

recent study examined between-study heterogeneity 

estimates published in Psychological Bulletin 

between 1990 and 2013 (Van Erp et al., 2017). For 

studies reporting d or g effect sizes, the 25%, 50%, 

and 75% quantiles of τ were 0.12, 0.20, and 0.32. 

These may serve as reference points for small, 

medium, and large heterogeneity.  

Second, I² indicates the proportion of the 

variation in observed effects that is due to variation 

in true effects rather than sampling error (Borenstein 

et al., 2017). Because I² is the proportion of variance 

that is true, it says nothing about the absolute 

amount of variation, as τ does. If all variation in 

observed effect sizes were only due to sampling 

error, both τ and I² would approach zero. 

Meta-Analytic Correlation Analyses 

 In addition to the summary effects for 

gender differences, we also investigated the 

correlations between outcomes. If studies reported 

multiple outcomes, the Pearson correlations 

between outcomes (their respective variances) were 

retrieved from the manuscript or computed from the 

raw data and labelled according to the indicators 

they represented (e.g., CF-AF for a correlation 

between one cognition frequency item and one 

affect frequency item). We then aggregated 

correlations for all available outcome pairs using the 

meta-analytic models described previously to create 

a meta-analytic correlation table. We expected 

notable correlations among the sex drive 

manifestations and indicators of latent sex drive 

(convergent validity). Correlations between sex 

drive indicators and bias indicators were expected to 

be lower, but still positive. (On the individual level, 

a stronger sex drive may well be associated with 

higher responses to questions that indicate bias on 

the level of gender differences.) All Pearson 

correlations were transformed to Fisher’s Z prior to 

analysis and then back to Pearson correlations for 

interpretation. Variances for the Fisher’s Z values 

were computed from the sample size (Borenstein et 

al., 2009).  
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Publication Bias 

Publication bias occurs when studies that did not 

produce the desired outcomes are less likely to be 

published (Fanelli, 2012; Franco et al., 2014). 

Authors are less likely to submit “failed” studies for 

publication, and if they do, reviewers and editors are 

less likely to favor publication compared to 

“successful” studies that produced significant 

outcomes. As a result, most published studies in 

psychology report hypotheses that “worked” 

(Fanelli, 2010; Sterling, 1959; Sterling et al., 1995). 

There is widespread agreement that publication bias 

exists, that it may bias meta-analytic effect size 

estimates, and that its prevalence varies across 

different bodies of research literature (Bakker et al., 

2012; Fanelli, 2010; Ferguson & Brannick, 2012; 

Friese & Frankenbach, 2020).  

For the present meta-analysis, publication bias is 

unlikely to play a role for several reasons. First, the 

majority of studies providing relevant data primarily 

investigated a research question unrelated to the one 

examined in the present meta-analysis. Therefore, 

the decision to submit and publish the respective 

studies did not depend on outcomes regarding 

gender differences in indicators of sex drive. 

Second, to adequately test our research question, we 

resorted to comparing responses to individual items 

instead of complete inventories. These fine-grained 

data are rarely reported in any manuscript and are 

therefore unlikely to influence the decision to 

publish a study.  

Despite these reasons to believe a priori that 

publication bias is rather unlikely to affect the 

present meta-analysis, we applied two statistical 

approaches to detect publication bias (Iyengar & 

Greenhouse, 1988; McShane et al., 2016; Sterne & 

Egger, 2005). Unfortunately, the toolset for 

detecting publication bias for meta-analyses with 

multiple, dependent effect sizes is still limited 

(Friese et al., 2017). A recent simulation study 

suggested two approaches—Egger’s test and a 

three-parameter selection model; neither, however, 

is without drawbacks (Rodgers & Pustejovsky, 

2020).  

The first approach is a variant of Egger’s test for 

funnel-plot asymmetry (Egger et al., 1997). In this 

test, effect sizes are regressed on their standard 

errors in an RVE meta-regression. The underlying 

logic is that studies with smaller sample sizes, and 

thus larger standard errors, require larger effect sizes 

to achieve statistical significance than studies with 

larger samples sizes and smaller standard errors. 

Consequently, studies with larger standard errors are 

expected to have larger effect sizes on average, if 

effect sizes are selected based on statistical 

significance. Note that these so-called small-study 

effects can arise from publication bias, but also from 

legitimate sources (e.g., systematically different 

populations in smaller compared to larger studies). 

This approach exhibits nominal Type I error rates, 

but can have little statistical power when the number 

of included effect sizes is small (Rodgers & 

Pustejovsky, 2020).  

The second approach is the so-called three-

parameter selection model (Iyengar & Greenhouse, 

1988; McShane et al., 2016; Vevea & Hedges, 

1995). This model does not handle dependency due 

to multiple outcomes natively, so this needs to be 

addressed beforehand by aggregating effect sizes 

per study or randomly selecting one effect size per 

study. The 3PSM approach compares an unadjusted 

meta-analysis baseline model to an adjusted model 

in a likelihood-ratio test. The unadjusted model is 

the standard meta-analysis model and can be any 

fixed-, random-, or mixed-effects model. We fitted 

an intercept-only random-effects model. In the 

adjusted model, the selection process, that is, the 

process of selecting studies for inclusion based on 

statistical significance, is explicitly modelled by 

estimating weights for pre-specified p-value 

intervals of interest. We set two intervals: 0 < p < 

0.025 for significant studies (i.e., a two-tailed p-

value of 0.05) and 0.025 < p < 1 for non-significant 

studies. Publication bias is assumed to be present if 

the inclusion of the selection process significantly 

improves the baseline model, as indicated by the 

likelihood-ratio test.  

We tested for publication bias using both 

approaches separately for each sex drive 

manifestation. For the 3PSM, we created sets of 

independent effect sizes by randomly drawing one 

effect size per study. We then fitted the adjusted and 

unadjusted models, performed the likelihood-ratio 

test, and retrieved the results. The process was 

repeated 100 times to reduce the impact of chance 

during sampling. We report the average p-values 

across repetitions.  

Statistical Software  

Data handling and analysis were done with the R 

language for statistical computing (R Core Team, 

2020). We relied on the robumeta package for robust 

variance estimation (Z. Fisher & Tipton, 2015), the 

metafor package for random-effects meta-analysis 

(Viechtbauer, 2010), and the tidyverse package for 

data preparation (Wickham et al., 2019). Figures, 

tables, and the results text were produced 

programmatically for increased reproducibility.  

 

Transparency and Openness 

We adhered to the PRISMA reporting guidelines 

for systematic reviews (Moher et al., 2009). We 

made the PRISMA checklist, effect size data, and 

computer code available in an open online 

repository at https://osf.io/h4jbx/, following recent 

https://osf.io/h4jbx/
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recommendations to increase the reproducibility of 

meta-analyses (Lakens et al., 2016). Note that we are 

not permitted to share the raw data we collected 

from the primary authors but do share all aggregate 

statistics computed from these raw data. Approval 

by a research ethics committee was not required for 

this review. The meta-analysis was preregistered on 

PROSPERO. We included an annotated copy of the 

protocol in the open repository to denote all 

deviations. The original protocol can be accessed at 

https://www.crd.york.ac.uk/prospero/display_recor

d.php?RecordID=72894. The supplemental 

materials to this article contain additional figures 

and tables, as well as complimentary information on 

our conceptualization of sex drive.  

Results 

Search Results 

In total, the search team screened 20,397 titles, 

3,784 abstracts, and 1,715 full texts (all including 

duplicates, see flow chart in Figure 2). 483 

publications containing eligible studies were 

identified. Out of these, 460 did not report all 

necessary information. We contacted all 314 

corresponding authors with requests for data (some 

contributed more than one publication), out of whom 

144 responded and 118 provided data. Those who 

did not provide data cited lack of time, no access to 

data, data loss due to hardware failure, not keeping 

the data, or inability to find the data as reasons. Data 

could not be obtained for 297 eligible publications. 

Thus, overall, data could be obtained for 39% of 

eligible publications. In total, n = 621,463 

participants were included in the analysis. We 

retrieved m = 856 effect sizes from k = 211 studies. 

About half of the effect sizes were sex drive 

manifestations (m = 439, k = 195, n = 225,102), one 

quarter were indicators of latent sex drive (m = 173, 

k = 54, n = 444,530), and one quarter were bias 

indicators (m = 244, k = 123, n = 102,634). 

Study and Sample Characteristics 

We next present available demographic 

information on the subset of participants who 

reported on sex drive manifestations (i.e., frequency 

of sexual cognition, affect, and behavior).7 Their 

average age was 30 years old (information available 

for 84% of the samples), 89% were heterosexual 

(50% of samples with information), 76% were 

White (29% with information), 53% were religious 

 
7 We note that in some cases, whether demographic 

information was reported was likely correlated with the 

demographic information itself. For example, studies that 

reported the percentage of college students likely included a 

(11% with information), 38% were single (56% with 

information), and 59% were university students 

(45% with information). Data for sex drive 

manifestations was collected between 1992 and 

2019 (mean = 2011, median = 2012) and 90% of 

effect sizes were computed from raw data.  

For some samples, codings for sexual 

orientation, age, and relationship status were 

available separately for men and women, allowing 

us to calculate weighted differences scores (i.e., Δs): 

Male participants were more likely to be 

heterosexual (Δ = 1.74%, 36% with information), 

older (Δ = 1.81 years, 36% with information), and 

more likely to be single (Δ = 1.84%, 36% with 

information). Across all studies that included a sex 

drive manifestation, 50% were published in 

sexuality journals (100% with information), 54% 

had female first authors (98% with information), 

88% were published (100% with information), 60% 

used electronic data collection (85% with 

information), 34% documented reassuring 

participants about privacy (88% with information), 

49% focused on gender differences in sex drive 

(87% with information), 35% rewarded participants 

materially (25% course credit, 9% mixed, 31% no 

reward; 57% with information), and 80% were 

advertised as studies on sexuality (47% with 

information). The studies were mostly conducted in 

North America (52% total; United States: 79%, 

Canada: 13%, Mixed: 5%, Mexico: 2%, Costa Rica: 

less than 1%) and Europe (43% total; Germany: 

54%, Portugal: 11%, United Kingdom: 9%, Spain: 

9%, Norway: 4%, Croatia: 2%, Estonia: 2%, Italy: 

2%, Others: 10%), with some from Asia (4% total; 

Japan: 38%, China: 31%, Israel: 13%, Turkey: 13%, 

India: 6%), Oceania (1% total; Australia: 100%), 

and Africa (less than 1% total; Cameroon: 100%). 

Further information on the codings is summarized in 

Table 5 for the sex drive manifestations and Table 

S6 for the indicators of latent sex drive.  

Correlation Structure of Outcomes 

Figure 3 depicts the meta-analytic correlation 

table. As expected, the sex drive manifestations and 

indicators of latent sex drive formed a coherent 

cluster (box with solid line in Figure 3), providing 

evidence for convergent validity. Summary effects 

for Pearson correlations ranged from r = 0.28 to r = 

0.65. Correlations between sex drive indicators and 

bias indicators were lower and less consistent, but 

still positive. 

larger percentage of students than studies that did not report this 
information. Consequently, we should be cautious in generalizing 

these statistics to the full sample.  

https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=72894
https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=72894
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Outlier Analysis and Treatment 

We conducted leave-one-out analyses for the sex 

drive manifestations to detect outliers with a notable 

influence on the summary effects. We repeatedly 

fitted the model for predicting effect sizes from sex 

drive facet (frequency of sexual cognition, affect, 

and behavior) in an RVE meta-regression while 

dropping each effect size once. We then examined 

the change in estimated summary effects and 

standard errors resulting from dropping the effect 

size. Results for the leave-one-out analyses are 

depicted in Figure S2. There were no notable 

outliers for cognition frequency (CF), (Δg)min = -

0.0043, (Δg)max = 0.0038, nor for behavior 

frequency (BF), (Δg)min = -0.0194, (Δg)max = 0.0206. 

For affect frequency (AF), however, one study had 

an outsized influence, Δg = -0.0436, ΔSE = 0.0169. 

This study examined older couples (average age = 

74.60 years) and found a medium-to-large effect size 

indicating higher frequency of sexual affect in 

women, g = -0.64. This outlier is also clearly visible 

in the corresponding funnel plot (see Figure 5, 

middle panel, effect farthest left). We removed this 

outlier from all further analyses. We applied the 

same procedure to the indicators of latent sex drive 

and bias indicators, respectively. We removed one 

effect size for affect intensity and one for sexual 

intercourse frequency (see Figure S2). Some effect 

sizes were additionally removed for the moderation 

analyses based on visual inspection of the scatter 

plots. These are reported in the Method section.  

Gender Differences in Sex Drive 

Full results for sex drive manifestations, 

indicators of latent sex drive, and bias indicators are 

displayed in Table 2. We first analyzed the sex drive 

manifestations. We found significant, medium-to-

large gender differences in sexual cognition 

frequency, g = 0.76, CI95 [0.71, 0.80], sexual affect 

frequency, g = 0.58, CI95 [0.49, 0.66], and sexual 

behavior frequency, g = 0.75, CI95 [0.66, 0.84]. The 

difference between the three facets was significant, 

AHZ(68.53) = 7.26, p = .001. The absolute amount 

of heterogeneity was medium in magnitude, τ = 0.21 

(Van Erp et al., 2017). Most of the variation in 

observed effects was estimated to be due to variation 

in true effects rather than sampling error, I2 = 91.03.  

For the indicators of latent sex drive, there were 

significant small-to-medium and medium-sized 

gender differences for affect intensity, g = 0.40, CI95 

[0.35, 0.45], and for self-rated sex drive, g = 0.63, 

CI95 [0.35, 0.92]. The difference between these two 

indicators was not significant, AHZ(4.00) = 5.75, p 

= .074. Again, the absolute amount of heterogeneity 

was medium-sized, τ = 0.15, and overall variation 

was estimated to be due to variation in true effects 

rather than sampling error, I2 = 90.45.  

Out of the 612 effect sizes relating to sex drive 

manifestations or indicators of latent sex drive, only 

17 (2.8%) showed a descriptively larger sex drive in 

women (indicated by an effect size of g < 0).  

Gender Differences in Potentially Biased 

Responding 

Next, we analyzed the bias indicators (see Table 

2). There was no significant gender difference for 

sexual intercourse frequency, g = 0.04, CI95 [-0.09, 

0.17]. In contrast, gender differences were 

significant for total one-night stands, g = 0.21, CI95 

[0.18, 0.25], total sexual partners in the last year, g 

= 0.15, CI95 [0.11, 0.19], and total sex partners, g = 

0.19, CI95 [0.02, 0.36]. The difference between these 

indicators was significant, AHZ(27.75) = 7.49, p < 

.001. The heterogeneity was comparable to sex drive 

manifestations and indicators of latent sex drive, τ = 

0.16, I2 = 80.41. 

Logic implies that there should be practically no 

gender differences on any of these indicators, given 

the premises that (a) the participants included in the 

primary studies constitute a representative sample of 

the heterosexual population and (b) all participants 

responded truthfully. If these premises hold, an 

empirical gender difference could emerge only if on 

average men overreported and/or women 

underreported (or vice versa) due to any 

motivational and/or cognitive biases that may have 

influenced responses in an invalid way. However, 

approximately 11% of the participants in our sample 

were homosexual. For this subsample (and 

consequently to a lesser extent for the overall 

average estimate), valid positive gender differences 

on the bias indicators in favor of men (e.g., 

suggesting more one-night stands by men than 

women) are plausible if homosexual women were 

less promiscuous and had sex less often than 

homosexual men (and vice versa for valid negative 

gender differences).  

As a preliminary, posthoc test of this possibility, 

we conducted meta-regression analyses for the bias 

indicators, regressing each indicator on the 

percentage of heterosexual participants in the 

sample. If the gender differences on the bias 

indicators are driven by differences in sexual 

behavior between homosexual men and homosexual 

women, the effect sizes should become larger if 

there are less heterosexual (and hence more 

homosexual) participants in the sample. Contrary to 

the expectation, all slopes were descriptively 

positive, indicating larger gender differences if the 

sample included more heterosexual participants. 

There was insufficient data for the bias indicators 

total partners and sexual frequency to conduct 

significance tests for the slopes (df < 4). For number 

of one-night-stands and number of partners during 

the previous year, both tests were not significant (p’s 
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> 0.183). These tests were not pre-registered. We 

cautiously interpret them as evidence against the 

possibility that the gender differences we obtained 

for the bias indicators are driven by gendered same-

sex sexuality.  

 

Global Summary Effect, Adjustment for 

Response Bias, and Natural Language 

Interpretation 

In the previous sections, we reported summary 

effects separately for each sex drive indicator and 

bias indicator, respectively. To estimate a global 

summary effect of the gender difference in sex drive, 

we fitted a random-effects meta-analysis model with 

equal weights to the summary effects of the sex 

drive manifestations (frequency of sexual cognition, 

affect, and behavior). The results are displayed in 

Table 2. The global summary effect was g = 0.69, 

CI95 [0.58, 0.81].  

We also computed a summary effect for all four 

bias indicators that may indicate a gender difference 

in (potentially) biased responding. This summary 

effect was g = 0.15, CI95 [0.08, 0.22]. Assuming that 

the size of this summary effect is completely driven 

by men’s and/or women’s biased responding, then 

subtracting this bias effect estimate from the 

summary effect of sex drive differences should 

establish a global summary effect adjusted for 

response bias. This bias-adjusted global summary 

effect was of moderate size: g = 0.54. We note, 

however, that in fact the bias indicators may be more 

strongly affected by response bias than the sex drive 

indicators. For example, reporting the number of 

sexual partners (a bias indicator) may be more prone 

to self-presentation tendencies than reporting the 

number of sexual thoughts (a sex drive indicator), 

and responses to the former may be afflicted with 

stronger forms of normative pressures. If this 

reasoning is correct, subtracting the complete bias 

indicator summary effect constitutes an over-

correction. We therefore view the summary effect of 

g = 0.54 as a lower bound for the true bias-adjusted 

gender difference in sex drive. 

Thus, based on the available evidence, we 

estimate male sex drive to be 0.69 standard 

deviations stronger than female sex drive on 

average. Out of this difference, up to 0.15 standard 

deviations may be attributable to biased responding, 

such that the true difference may lie between 0.54 

and 0.69 standard deviations (not considering the 

respective confidence intervals around these point 

estimates).  

Standardized effect sizes are well-suited to 

compare effects across different studies, but it can 

be difficult to comprehend what a standardized 

effect size actually means in more intuitive terms. 

To make this summary effect more easily 

interpretable, we now report natural language 

interpretations. Corresponding values for the fully 

adjusted summary effect are presented in 

parentheses. An effect of g = 0.69 (adjusted: g = 

0.54) means that 76% (adjusted: 71%) of all men 

will have a stronger sex drive than the average sex 

drive among women (Cohen’s U3). It also indicates 

that 73% (adjusted: 78%) of men’s and women’s sex 

drive distributions overlap (overlapping coefficient 

OVL, also see Figure S5). Finally, a g = 0.69 

(adjusted: g = 0.54) indicates that the probability of 

a randomly picked man having a higher sex drive 

than a randomly picked woman picked is 69% 

(adjusted: 65%, common language effect size CL). 

For U3 and CL, switching from the men’s to the 

women’s perspective provides a different, yet also 

worthwhile angle on the statistics: 24% (adjusted: 

29%) of women have a larger sex drive than the 

average man, and the probability of a random 

woman having a higher sex drive than a random man 

is 31% (adjusted: 35%). We note that these 

interpretations remain relative in nature and do not 

speak to whether the difference is practically 

relevant in absolute terms.  

Publication Bias 

Funnel plots for cognition, affect, and behavior 

frequency appeared highly symmetric in visual 

inspection, revealing no indication of bias (Figure 5, 

see also Figures S3 and S5 for funnel plots of the 

indicators of latent sex drive and bias indicators, 

respectively). This impression was confirmed by 

both Egger’s regression tests and the bootstrapped 

3PSM tests, which found no indication of 

publication bias or small-study effects for cognition 

(Egger: p = .149; 3PSM: p = .812), affect (Egger: p 

= .940; 3PSM: p = .706), or behavior frequency 

(Egger: p = .629; 3PSM: p = .271).  

Moderation Analyses 

Sex Drive Manifestations 

For the sex drive manifestations, tests for 

moderation by various characteristics of the 

publication, study, sample, and outcome are 

summarized in Table 3. Corresponding regression 

tables are summarized in Table 4. Selected analyses 

are graphically displayed in Figure 4. Small-sample 

corrections were employed for all statistical tests 

(Tipton, 2015; Tipton & Pustejovsky, 2015). These 

provide reliable results when degrees of freedom are 

larger than 4. We refrain from reporting p-values 

when this threshold of df > 4 is not reached. We did 

not conduct moderation analyses for contraceptive 

use and religiosity, as insufficient information was 

available for these codings.  
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Cognition frequency. There was one very 

strong moderation pattern for frequency of sexual 

cognition. Specifically, gender differences were 

notably larger when the item captured sexual 

cognitions about extra-pair partners (i.e., others 

outside of one’s current relationship), g = 0.82 (item 

content, e.g., “How often do you have fantasies 

about having sex with someone you are not in a 

committed romantic relationship with?”), as 

opposed to smaller effects for sexual cognitions 

about a non-specific partner (e.g., “How often do 

you think about sex with a partner?”), g = 0.58, or 

non-specific sexual cognitions without mentioning 

any partner (e.g., “How often do you think about 

sex?”), g = 0.57, test for difference: AHZ(49.54) = 

21.00, p < .001. Closer examination of the data 

revealed that this item content coding was correlated 

with other codings. For example, studies using items 

about extra-pair partners were more often conducted 

by male first authors and more often focused on 

gender differences in sex drive specifically. We 

consequently repeated all moderation analyses while 

statistically controlling for this characteristic, 

collapsing cognitions about a non-specific partner 

and non-specific sexual cognitions into one category 

to achieve a binary control variable. We report the 

controlled tests in Tables 4 and 5. The uncontrolled 

tests are reported in the supplemental materials, 

Tables S4 and S5. This was not anticipated and 

therefore not preregistered.  

After controlling for item content (extra-pair vs. 

other), there were five significant moderation tests. 

Gender differences were larger when participants 

were asked to aggregate frequency of sexual 

cognitions across a larger period (e.g., “Over the 

past month, how often have you fantasized about 

sex?”) compared to smaller periods (e.g., “How 

often do you think about sex on a typical day?”), 

AHZ(5.57) = 8.46, p = .029. Two analyses suggest 

that not having access to a sexual partner may lead 

to increases in sexual cognitions for men, decreases 

for women, or both—in any case, gender differences 

in sex drive were more pronounced: First, studies 

that did not restrict sampling to sexually active 

participants reported larger differences, AHZ(20.04) 

= 4.99, p = .037. Second, gender differences were 

more pronounced when the sample contained a 

larger percentage of single participants, AHZ(26.18) 

= 7.21, p = .012.  

Further, gender differences were larger when 

studies used either group assessment, g = 0.63, or 

individual assessment, g = 0.58, compared to studies 

that used both types of assessment, g = 0.38, test for 

difference: AHZ(20.13) = 3.86, p = .038. However, 

this moderation finding is not straightforward to 

interpret, as one would expect the results for the 

“both” coding to fall between the other two if the 

pattern were meaningful. Finally, gender differences 

were slightly larger in studies that were not 

advertised as studies on sexuality, g = 0.66, 

compared to studies that were, g = 0.55, test for 

difference: AHZ(37.96) = 4.37, p = .043.  

Affect frequency. There were four significant 

moderation tests. The gender difference was larger 

when there was no ‘content’ or target of sexual 

desire specified (e.g., “How often do you feel sexual 

desire?”) compared to items that mentioned an 

unspecified partner (e.g., “How often do you feel 

desire for sex with a partner?”), AHZ(39.15) = 4.24, 

p = .046. Further, studies by female first authors 

revealed larger gender differences, AHZ(45.05) = 

4.36, p = .043. In the same vein, research teams with 

a larger percentage of female authors found larger 

gender differences in affect frequency, AHZ(23.18) 

= 9.22, p = .006. Further, the gender difference 

decreased when a larger percentage of participants 

were single, AHZ(12.72) = 5.75, p = .033. Four tests 

did not reach the threshold of df > 4 due to low 

number of studies and effect sizes. 

Behavior frequency. For behavioral frequency, 

only the percentage of university students in the 

sample moderated gender differences significantly, 

AHZ(7.80) = 9.54, p = .015, such that the gender 

difference was more pronounced when the sample 

included more university students. Six tests did not 

reach the threshold of df > 4. 

Indicators of Latent Sex Drive 

The results are summarized in Tables S4 and S5. 

For self-reported sex drive, there were too few 

studies and effect sizes to conduct meaningful 

moderation analyses. For sexual affect intensity, 

three moderation patterns emerged. Gender 

differences were larger when the aggregation span 

for the response scale was larger (e.g., two weeks 

versus two days), AHZ(11.37) = 7.07, p = .022. Item 

content also had a significant influence, AHZ(23.05) 

= 15.76, p < .001, such that gender differences were 

larger for desire for sex when no target was 

mentioned, (content = ‘no target: g = 0.45), and 

desire for masturbation (content = ‘masturbation’: g 

= 0.49), and smaller for desire for sex with an 

unspecified partner (content = ‘unspecified partner: 

g = 0.27), or specifically one’s own partner (content 

= ‘own partner’: g = 0.27).  

The context in which desire occurred was also 

relevant, AHZ(14.16) = 21.41, p < .001: Gender 

differences were very small for sexual desire in 

romantic situations, g = 0.09, small for desire while 

having sexual thoughts, g = 0.23, small-to-medium 

for non-specified contexts, g = 0.43, medium-sized 

for while spending time with an attractive person, g 

= 0.50, and medium-to-large for when first seeing an 

attractive person, g = 0.67.  
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Interim summary 

The comparably small number of significant 

moderation analyses despite the multitude of theory-

driven and methodological moderator candidates 

coded (see Table 3) suggests that the gender 

differences in sex drive facets are remarkably robust. 

This view is further corroborated by a different 

perspective on the moderator analyses. Up to this 

point, we have discussed the moderator analyses as 

a function of sex drive facet (cognition, affect, 

behavior). To examine the robustness of a 

moderator, it is also informative to inspect whether 

a significant moderator in one facet also moderates 

gender differences in one of the other facets. The 

only moderator for which this was the case was the 

percentage of participants who were single. As this 

percentage increased, gender differences increased 

for sexual cognition frequency and decreased for 

sexual affect frequency. All other moderators were 

significant for only one facet despite the facets being 

substantially positively correlated (Figure 3). No 

moderator was significant for all three sex drive 

facets. This further suggests that there are few 

substantial moderating factors of gender differences 

in sex drive.  

Discussion 

Sex drive and particularly the notion of gender 

differences in sex drive have sparked considerable 

debate. This debate has been afflicted by 

underdeveloped conceptualizations and 

heterogenous measurements of sex drive, making it 

difficult to structure and compare the diverse 

findings. The present article seeks to make two 

substantial contributions—first, a theory-driven 

coherent conceptualization of sex drive, and second, 

a comprehensive meta-analysis of gender 

differences in sex drive that adheres to current best-

practice standards for quality, reproducibility, and 

transparency (Lakens et al., 2016; Moher et al., 

2009).  

We understand sex drive as an individual’s 

intrinsic motivation to obtain sexual experiences and 

pleasure. This latent motivation is expected to 

manifest in the psychological triad of sexual 

cognition, affect, and behavior, and to vary both 

within and between individuals. Building upon 

modern and integrative concepts of personality 

(Fleeson, 2001; Fleeson & Jayawickreme, 2015; 

Johnson, 1997; Roberts, 2009), we propose that 

individuals differ in their typical (trait) level of sex 

drive, without questioning intraindividual (state) 

variability. This conceptualization is not only rooted 

in seminal understandings of the nature of 

personality traits (McCrae & Costa, 2003; Roberts, 

2009), it also provides a clear rationale for deriving 

suitable indicators of sex drive: the frequency of 

sexual cognitions, affect, and behaviors.   

The meta-analysis includes a total of 621,463 

persons from 211 studies and 856 effect sizes. 

Overall, we found a stronger sex drive in men 

compared to women with a moderate-to-large effect 

size (g = 0.69, CI95 [0.58, 0.81], confirming previous 

findings (Baumeister et al., 2001). Summary effects 

varied across sex drive facets – that is, the three sex 

drive manifestations – from moderate for affect (g = 

0.58) to moderate-to-large for cognition (g = 0.76) 

and behavior frequency (g = 0.75). A meta-analysis 

of within-study correlations between sex drive 

manifestations and indicators of latent sex drive 

provided evidence for our conceptualization’s 

convergent validity. We also examined variables 

that should logically not reveal any substantive 

gender differences (e.g., total sex partners or one-

night stands), and thus may be indicative of biased 

responding. Across multiple of these response bias 

indicators, we found small gender differences on 

average (g = 0.15). We then subtracted the effect 

size for potential bias (g = 0.15) from the meta-

analytic gender difference in sex drive (g = 0.69) to 

arrive at an estimate of the lower-bound of bias-

adjusted gender differences in sex drive: g = 0.54, a 

medium-sized effect. Since this may or may not 

constitute an over-correction, we argue that a range 

of point estimates of g = 0.54 to g = 0.69 best 

represents our main finding (see the next section for 

a discussion of possible biased responding).  

To put this finding into perspective, we relied on 

natural language interpretations for this effect size 

range: overlap, non-overlap, and probability of 

superiority. These interpretations indicated that, 

assuming normality, the distributions of male and 

female sex drive greatly overlapped (73-78%), that 

the average man has a lower sex drive than 24-29% 

of women, and that the probability of a random 

woman having a higher sex drive than a random man 

is 31-35%. Particularly the latter interpretation is 

quite intuitive: When a woman with an unknown 

sexual motivation walks down the street, she will on 

average exceed every third man she encounters in 

her drive to pursue sexual gratification.  

We also applied the bias correction procedure to 

the summary effects within the subcategories to 

attain lower-bound estimates for each indicator. 

After correction, gender differences were medium-

to-large for cognition frequency (g = 0.61) and 

behavior frequency (g = 0.60), medium-sized for 

affect frequency (g = 0.43) and self-rated sex drive 

(g = 0.49), and small for affect intensity (g = 0.25). 

Analyses of effect size heterogeneity (I²) showed 

consistently that 80% or more of the observed 

variation in effect sizes was not due to sampling 

error, but rather variation in the true effects. This is 

not surprising given that our analyses included very 

large studies, some with thousands of participants. 

There should be little sampling error in such large 
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studies, so any excess variability will be attributed 

to true effects. When considering the absolute 

variation in true effects (τ) rather than the proportion 

of variation due to true effects (I²), heterogeneity 

was average compared to other meta-analyses in 

psychology (Van Erp et al., 2017).  

Apart from natural language interpretations of 

the summary effect, it can also be informative to 

compare empirical effects with benchmarks to put 

them in perspective (Funder & Ozer, 2019). In terms 

of common statistical effect sizes (g, Hedges, 1981), 

the obtained gender differences are considerably 

larger than many other gender differences in the 

domain of sexuality (Petersen & Hyde, 2010) and 

gender differences from a broad variety of other 

domains (Hyde, 2014), but of similar magnitude as 

some domains known to exhibit reliable gender 

differences, such as spatial cognition and physical 

aggression (Hyde, 2014). Even after conservatively 

correcting for potential gender-specific response 

bias, the effect sizes are also larger than most effect 

sizes in social psychology and research on 

individual differences (Gignac & Szodorai, 2016; 

Richard et al., 2003). Broadening the perspective to 

domains other than psychology, the effects are in a 

similar range as the gender difference in weight for 

U.S. adults (d = 0.54), but less than half the size of 

the gender difference in height for U.S. adults (d = 

1.81; Meyer et al., 2001).  

Although these comparisons of statistical effect 

sizes help to situate the present effects in the context 

of other bodies of literature, they leave the 

substantial question unanswered what effect sizes of 

this magnitude really mean in everyday life. For 

example, it is unclear how these observed gender 

differences influence heterosexual dating behavior 

or the dynamics of heterosexual long-term 

relationships in the context of various other 

influences—such as socially-learned behavioral 

patterns and expectations, the partners’ impression 

management considerations, or the distribution of 

gender differences in sex drive across heterosexual 

couples. After all, we analyzed facets of sex drive 

that are usually not readily observable to others 

(cognitions, affect, masturbation behavior). Does 

sex drive manifest in observable behaviors in 

everyday life? And if so, how? How accurate are 

women’s and men’s perceptions of other’s sex 

drive? These questions are pivotal, but they cannot 

be answered based on the current data. It is up to 

future research to answer these questions and to 

disentangle the actual effects of gender differences 

in sex drive from perceived gender differences in 

order to reveal the real-world implications of the 

present findings.  

One key feature of the present meta-analysis is 

that it revealed gender differences in relative rather 

than absolute terms. On any absolute scale, it may 

be that both men and women have a high sex drive, 

and that men’s is merely a little higher. Similarly, 

both men and women could be regarded as relatively 

low in sex drive on an absolute scale, women just 

somewhat lower than men. The key insight behind 

this observation is that the present findings by no 

means imply that women generally have a low sex 

drive or that men generally have a high sex drive. It 

is impossible to come to an absolute conclusion 

based on the present analysis (e.g., that men’s sex 

drive is X times higher than women’s sex drive).  

Biased Responding 

Sexuality is a sensitive topic, which begs 

the question as to what extent reporting biases may 

have influenced our results. Some evidence suggests 

that women tend to underreport and men tend to 

overreport permissive sexual attitudes and behaviors 

(e.g., Alexander & Fisher, 2003; Jonason, 2008; 

Mitchell et al., 2019), possibly due to different social 

punishments and rewards for these behaviors 

(Endendijk et al., 2020). In the case of the behavioral 

facet of our sex drive conceptualization, some 

evidence suggests that masturbation can be 

associated with shame and guilt for women (Kılıç 

Onar et al., 2020). To the extent that this is the case, 

this may bias reports about gender differences in 

masturbation. In light of these considerations, one 

may wonder: How likely are biased response 

tendencies to drive the gender differences found in 

the present analysis?   

First, we argue that some of the sex drive facets 

derived from our conceptualization are less prone to 

biased reporting than other constructs for which bias 

has been previously documented (e.g., sexual 

attitudes or number of sex partners). For instance, 

for a woman who is concerned with not appearing 

too sexually permissive, it may be easier to report 

frequent sexual thoughts than to report having had 

many different sex partners. In addition, men may 

stand to gain little social status by reporting that they 

think about sex frequently and masturbate a lot. 

With respect to masturbation specifically, a meta-

analysis revealed no significant gender differences 

in attitudes toward masturbation (d = 0.02, Petersen 

& Hyde, 2010), suggesting that attitudes toward 

masturbation will not affect the genders differently. 

For men, masturbating a lot may be seen as nothing 

to brag about, because it may indicate that a man 

cannot fulfill his sexual needs with actual sexual 

intercourse, but has to resort to masturbation. This 

would argue against a strong bias (or any for that 

matter) toward larger gender differences in 

masturbation that originated from biased 

responding. Consistent with the notion that 

masturbating a lot is not necessarily a desirable 

characteristic for men, a recent experimental study 

demonstrated a reversed sexual double standard for 

masturbation, such that men received social 

punishment for masturbating; they were seen as 
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lower quality partners than women who masturbated 

(Haus & Thompson, 2020). In a similar vein, one 

reviewer suggested that in recent decades the public 

discussions have tended to encourage female 

sexuality, while (strong) male sex drive has 

frequently been viewed more critically, pointing to 

the possibility that sexual double standards may be 

shifting, at least in western societies. This could 

even lead females to overreport and males to 

underreport sexual thoughts, desires, and behaviors. 

Despite these preliminary findings, the question if 

and to what extent the sex drive indicators used in 

the context of the present conceptualization are 

prone to bias measured gender differences towards 

larger or smaller values than warranted on the 

construct level is an important question for further 

research. 

Second, our moderator analyses found no 

evidence for moderation by characteristics of the 

primary studies that should affect perceived privacy, 

such as group assessment or personal contact with 

the research team. Similarly, there was no evidence 

that gender differences have decreased over time. 

Had these differences been driven by biased 

responding, a decrease would have been plausible 

considering societal changes toward less restrictive 

social norms and attitudes toward sexuality.  

Finally, we examined gender differences in 

several bias indicators that should theoretically 

exhibit little to no substantive gender differences in 

heterosexual populations (e.g., number of total sex 

partners or one-night stands). These analyses 

suggest that biased responding may have indeed 

played a role, but that this effect was small (g = 0.15 

at most). The effect may be driven by social norms 

through unconscious or subconscious influences, 

such as memory errors, different estimation 

strategies, or differential accounting for “edge 

cases” of having had sex, but they may also at least 

partly be driven by self-presentation tendencies for 

men to overreport and/or women to underreport their 

sexual experiences. There are arguments to be made 

that subtracting this estimate of response bias from 

the gender difference in sex drive could be an 

overcorrection. Due to their characteristics (i.e., all 

behavioral; all but intercourse frequency typically 

found in the literature on Sexual Double Standards, 

Endendijk et al., 2020), these bias indicators may be 

even more prone to (gender-specific) biased 

responding than the sex drive manifestation items. 

Also, it could be that these measures do not indicate 

pure bias, but that they partly reflect true differences 

due to undersampled sub-populations such as sex 

workers (versus consumers of sex work) or gender-

specific responses among homosexual persons (i.e., 

homosexual men may have sex more frequently and 

may have more sexual partners compared to 

homosexual women). We found no association 

between the percentage of homosexual participants 

in the sample and gender differences on the bias 

indicators. This speaks against the possibility that 

some of the gender difference we obtained for the 

bias indicators is valid, rather than pure bias, but 

does not rule it out. Yet, even when taking the full 

mean gender difference of these bias indicators as a 

proxy for the extent of motivated response bias and 

correcting for bias in the main analyses—a quite 

conservative approach—a substantial gender 

difference of approximately medium size (Cohen, 

1988) remains. This indicates that the identified 

gender difference in sex drive is unlikely to solely 

be the result of biased responding.  

Publication Bias 

The academic incentive structure of recent 

decades has strongly favored the file-drawering of 

findings that did not reveal the hoped-for outcome 

(Nosek et al., 2012). As a result, publication bias is 

widespread in the social sciences (Fanelli, 2010, 

2012). This is concerning, given that severe 

publication bias can strongly distort meta-analytic 

effect size estimates (Friese & Frankenbach, 2020). 

For several reasons, publication bias was unlikely to 

affect present meta-analysis. First, for maximum fit 

with our theoretical conceptualization, we extracted 

individual items from a diverse array of larger 

inventories. Thus, we analyzed a different subset of 

data than the primary researchers. Second, gender 

differences in sex drive were not focal to many of 

the original studies. This means that whether (and to 

what extent) gender differences in sex drive 

emerged was likely not relevant for many authors 

when deciding how to proceed with their projects 

once the data were analyzed. Third, we included 

unpublished data, which counteracts publication 

bias. 

Implications for Theory 

In the introduction, we reviewed a set of 

psychological theories that either make predictions 

about a gender difference in sex drive or rely on its 

existence as a theoretical pre-requisite. In this 

section, we discuss the implications of our findings 

for these theories.  

Sexual strategies theory (Buss & Schmitt, 1993) 

posits that women have evolved to show more 

sexual restraint and selectivity than men, because for 

them, the evolutionary stakes are much higher in 

sexual encounters (i.e., women bear the biological 

risks and opportunity costs of pregnancy, childbirth, 

and infant care). The theory does not speak directly 

to gender differences in sex drive, but a stronger 

generalized motivation to pursue sex among men 

seems more plausible under the assumptions of 

sexual strategies theory than vice versa. Our results 

are consistent with this perspective.  
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Social role theory (Eagly & Wood, 1999) and 

social learning theory (Bussey & Bandura, 1999) 

state that men and women experience different 

social role expectations and social reward patterns, 

respectively. Empirical observation suggests that 

such differences in social context do indeed exist, 

such that the expression of sexuality tends to be 

encouraged for men but sanctioned for women (e.g., 

sexual double standard hypothesis, Crawford & 

Popp, 2003). Notably, both theories predict gender 

differences both on the construct level and on the 

measurement level. In other words, men and women 

may actually think, feel, and act in ways consistent 

with gender specific roles and reward patterns (i.e., 

they may truly have different sex drives), but they 

may also “just” self-present in different ways in 

order to conform with their social context (i.e., they 

exhibit response bias). Our results provide support 

for both of these possibilities: Men and/or women 

may not answer fully truthfully to questions 

regarding their sex drive, but we also found a 

substantial true gender difference in sex drive above 

and beyond biased responding.  

Sexual economics theory (Baumeister & Vohs, 

2004) is rooted in the assumption that men are more 

interested in sex than women and posits that, as a 

result, the negotiation and exchange of heterosexual 

sexuality follows the pattern of an economic 

marketplace, in which men offer resources to obtain 

sex from women. An empirical refutation of this 

assumption would have rendered the theory void of 

its first and most central tenet. Despite providing 

support for this particular tenet, we note that our 

findings on sex drive neither prove nor disprove 

sexual economics theory itself. Our results 

confirmed a prediction that can be derived from the 

theory, namely that there should be gender 

differences in biased responding regarding the 

tallies of past sexual partners and sexual 

engagements due to the differential signaling 

implications for men and women (low tallies for 

women signal higher value of sex deserving greater 

male investment of resources; high tallies for men 

signal the ability to obtain sex through other 

resources). 

Finally, the gender similarity hypothesis (Hyde, 

2005) states that similarity between men and women 

is the norm and dissimilarity the exception. Our 

results suggest that, in addition to previously 

documented exceptions like physical aggression, 

mental rotation, or spatial perception, sex drive is 

another notable exception where robust gender 

differences exist.  

 Some Evidence for Moderation 

Uncorrected gender differences were large for 

frequency of sexual cognition (g = 0.76) and 

behavior (g = 0.75), moderate for frequency of 

sexual affect (g = 0.58) and self-rated sex drive (g = 

0.63), and yet somewhat smaller for intensity of 

sexual affect (g = 0.40). These differences could be 

rooted in the underlying temporal sequence of 

psychological processes that might mediate the 

emergence of sexual events: A sexual episode may 

start with some fleeting sexual affect or impulse, 

triggered by internal or external stimuli. This 

impulse may lead to more developed cognitions 

about sex, a sexual fantasy perhaps, which is then 

later enacted in solitary or partnered sexual 

behavior. Along this process, men and women may 

differ in their ability and/or motivation to inhibit 

sexual experience and behavior. It could be that 

processes further downstream are easier to regulate, 

that is, sexual cognitions and behavior are easier to 

regulate than affect. Accordingly, gender 

differences may be exacerbated for cognition and 

behavior compared to affect if, on average, women 

are more motivated or men less able (and motivated) 

to inhibit sexuality. Note, however, that this is 

speculative at this point. The temporal sequence of 

events could also typically start with a fleeting 

thought or fantasy (cognition) that sometimes 

develops into a sexual desire (affect). This would be 

in line with a recent experience-sampling study that 

found more frequent sexual cognitions than sexual 

affect, and more frequent sexual affect than sexual 

behavior (Weber et al., 2022a). Addressing such 

process-related questions would require more fine-

grained data that allows examining the temporal 

sequence of the occurrence of events in everyday 

life. 

Apart from the differences between the sex drive 

indicators, there was relatively little reliable 

evidence for any of the many theoretically derived 

and methodological moderator variables. The 

overall gender differences were remarkably stable. 

Nevertheless, despite this general impression of 

remarkable effect size consistency, a noteworthy 

pattern emerged for sexual cognitions: Gender 

differences were considerably more pronounced 

when sexual cognitions pertained to an extra-pair 

partner (i.e., a person the respondent is not in a 

relationship with; large gender difference) compared 

to an unspecified partner (medium-sized gender 

difference). This result is in line with previous 

findings on gender differences in sociosexuality 

(Lippa, 2009; Simpson & Gangestad, 1991). Other 

moderation findings were smaller in magnitude, and 

in several cases, tests barely crossed the significance 

threshold of p = .05. Type 1 error rates may be 

inflated due to multiple testing of moderators, so 

caution should be exercised in interpreting these 

findings.  

Moderation patterns arose relating to the 

phrasing of questions. Items with a larger 

aggregation span (e.g., daily frequency of sexual 

fantasies over 30 days versus 3 days) yielded larger 

gender differences for cognition frequency and 



GENDER DIFFERENCES IN SEX DRIVE                                                                         25 

 

affect intensity. A natural explanation for this effect 

is that more aggregation leads to more precise 

estimates and hence larger effect sizes. 

Alternatively, this pattern may also point to a 

previously undiscussed source of response bias. 

When participants retrospectively report how often 

or how intensively psychological states occurred 

over a period of time, longer time periods may 

involve more uncertainty, guesswork, and ultimately 

more response bias due to reliance on stereotypes: In 

the face of uncertainty, people may draw more 

heavily on perceived societal norms, which may 

reward disclosure of sexuality for men and punish it 

for women (Crawford & Popp, 2003). Larger 

observed gender differences for longer aggregation 

spans may thus either be closer to the true difference 

due to more accurate measurement or, instead, 

farther away from the true difference due to more 

response bias in line with societal norms. This is left 

for future primary research to find out. 

There was an inconsistent association between 

gender differences in sex drive and the percentage of 

singles in the sample. A larger percentage of singles 

in the sample was associated with larger gender 

differences in sexual cognitions. For sexual affect, 

though, the pattern was reversed: A larger share of 

singles in the sample was associated with a smaller 

gender difference. This inconsistent pattern may 

result from some or all the following processes: 

Being single may (a) increase sexual cognitions in 

men, (b) decrease sexual affect in men, (c) decrease 

sexual cognitions in women, or (d) increase sexual 

affect in women. However, while theoretically 

interesting, the underlying processes remain 

speculative, and this potential three-way interaction 

pattern should be replicated and further illuminated 

in dedicated primary research.  

Gender differences in sexual affect intensity 

were strongly dependent on the content and context 

of desire evoked by the questionnaire item. The 

difference was comparatively smaller in romantic 

situations (g = 0.09), and when a partner (g = 0.27) 

or the participant’s long-term partner (g = 0.27) were 

referenced. The largest difference was obtained for 

items that gauged sexual desire “when first seeing 

an attractive person” (g = 0.67). Taken together, 

these observations point to the possibility that 

gender differences in sexual motivation may be 

larger when intimate relationships are not yet 

established and may decrease after the relationship 

has been initiated. However, future research needs 

to consolidate these possibilities with recent 

longitudinal evidence showing that gender 

differences in sex drive increase over the course of a 

long-term relationship (McNulty et al., 2019, see the 

discussion of partnership duration as a moderator 

below).  

Apart from these isolated findings, no consistent 

moderation patterns were found. Some of the non-

emergent moderator effects can be cautiously 

interpreted as evidence for the robustness of the 

results. For example, similar gender differences in 

sex drive emerged whether or not the study focused 

on gender issues and whether or not it focused on 

gender differences in sex drive (with the exception 

of a slightly less pronounced gender difference for 

cognition frequency when studies focused on gender 

differences in sex drive or aimed to find them). 

Likewise, similar effects emerged whether a study 

was advertised as a sexuality study to participants or 

as a study primarily concerned with a different 

domain (again apart from a slightly smaller gender 

difference for cognition frequency found in 

‘sexuality’ studies). As mentioned in the previous 

section, a range of other characteristics relating to 

perceived privacy in the study context (e.g., group 

assessment, personal contact with the research team) 

did not emerge as moderators.   

For other factors, it was more surprising that 

moderation effects did not emerge. Previous 

longitudinal evidence suggested that gender 

difference in sex drive increase over the course of a 

relationship (McNulty et al., 2019), yet partnership 

duration did not emerge as a moderator in the 

present meta-analysis. We are hesitant to over-

interpret this null-finding as meta-analytic analyses 

on the sample level have much lower resolution than 

dedicated participant-level work. We note, however, 

that the finding is consistent with a recent machine 

learning study showing that it is difficult to predict 

differential changes over the course of a relationship 

from baseline variables like participant sex (Joel et 

al., 2020). Neither age, year of study, or gender 

inequality exerted a significant moderating effect: 

Gender differences in sex drive remain relatively 

stable across the life span, across countries with 

different gender inequalities, as well as across time, 

indicating that previous findings on gender 

differences in sex drive continue to hold true today 

(Baumeister et al., 2001). It is worth noting that there 

seem to be no changes in effect size over time during 

the covered period. This could be tentatively 

interpreted as supporting an evolutionary 

perspective on gender differences. If, in contrast, the 

gender difference was a primarily cultural product, 

the effect size should have changed (and become 

smaller) with a changing culture. Then again, 

progress towards gender equality (in terms of 

educational and economic attainment) has slowed 

down since the turn of the millennium (England et 

al., 2020). The lack of change in gender differences 

over time may reflect this development.  

It would also have been plausible to expect that 

gender differences in sex drive vary across the life 

span. Moreover, both social learning theory (Bussey 

& Bandura, 1999) and social role theory (Wood & 

Eagly, 2012) predict that gender differences have 

decreased over time as gender stereotypes and 

gender inequality decreased. These theories also 

predict that gender differences are less pronounced 
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in countries with less gender inequality. Our results 

are consistent with a meta-analysis of gender 

differences in sexual behaviors and attitudes, which 

found no moderation by age and year of study for 

masturbation (Petersen & Hyde, 2010). The findings 

are inconsistent with evidence from the same meta-

analysis indicating a larger gender difference in 

masturbation in countries with greater gender 

inequality. Corroborating the present findings, a 

large-scale study across 53 nations also found no 

moderation by gender inequality for self-rated sex 

drive (Lippa, 2009).    

Although the non-emergence of these 

moderating effects is theoretically surprising, they 

may have a mundane methodological explanation: 

range restriction. Year of the study only ranged from 

1992 to 2019, which may not have been long enough 

to capture long-term cultural changes. Similarly, 

most data stemmed from countries with relatively 

high levels of gender equality, rendering tests for 

moderation by country-level GDI and GII less 

informative than desired.  

One variable may potentially impact gender 

differences in sex drive but can unfortunately not be 

tested in our data: women’s menstrual cycle phase. 

Women may be less likely to experience sexual 

cognitions, affect, and desire for masturbation 

during certain phases of their cycle. If this were to 

be the case, frequency-based indicators of sex drive 

may be biased towards lower estimates for women 

compared to men. By contrast, men’s sexuality does 

not fluctuate along a stable monthly cycle. Relevant 

to this concern, a recent large-scale diary study 

based on more than 26,000 self-reports by more than 

1,000 women found hardly any changes in both in-

pair and extra-pair desire across 40 days for women 

using hormonal contraceptives. The study also 

found generally stronger in-pair desire among 

hormonal contraception users, but more pronounced 

in-pair and extra-pair desire around ovulation in 

naturally cycling women (Arslan et al., 2018; cf. 

Huang et al., 2020). These results thus suggest an 

increase in desire around ovulation rather than a 

decrease around menstruation. In the present meta-

analysis, we coded the percentage of women using 

hormonal contraceptives, but this information was 

unfortunately not available for most studies, which 

precluded a formal moderation analysis. In any case, 

the fluctuations documented by Arslan and 

colleagues (2018) were rather small (around 0.2 on 

a 6-point scale for extra-pair desire and less than 0.2 

on a 5-point scale for in-pair desire). Thus, at this 

point, the available evidence suggests that the 

gender differences found in the present analysis are 

unlikely to result from changes in the menstrual 

cycle. However, we do deem it important to examine 

the role of the menstrual cycle further for all three 

sex drive facets. 

Future Directions for Conceptualizing 

Sex Drive  

Our theoretical rationale for defining sex drive 

had two central pillars. The first pillar was that traits 

are relatively enduring patterns of thoughts, 

feelings, and behavior (McCrae & Costa, 2003; 

Roberts, 2009). The second pillar was the 

understanding of traits as intraindividual density 

distributions of psychological states (Fleeson, 2001, 

2004; see Figure 1). One pathway to further develop 

this conceptualization would be to broaden the 

perspective beyond frequencies and consider further 

dimensions such as the intensity or even duration of 

sexual events. Such a perspective would call for a 

more fine-grained theoretical position on what 

characterizes a person with a stronger versus weaker 

sex drive. For example, some researchers may argue 

that a person with a stronger sex drive should not 

only experience sexual events more often, but also 

more intensely and more enduringly. Other 

researchers may argue that a stronger sex drive will 

manifest itself in the more frequent experience of 

sexual events, but when a sexual event is 

experienced, there is no reason to believe that this 

should be more intense compared to a person with a 

lower sex drive. We leave it to future theoretical 

work to develop coherent and specific positions on 

these and similar questions regarding intensity and 

duration.  

Such advancements in theory can also improve 

psychometric practices in sexuality research when 

measurement is guided by theoretical work. In the 

present meta-analysis, almost no study provided 

definitions of sex (or sex drive), so there was little 

control over what participants had in mind when 

responding. This can be a validity concern. For 

example, it could be that most people think of sex 

primarily in terms of penile-vaginal intercourse. One 

could argue that due to physical differences this 

experience is not equivalent for women and men, 

implying that the genders may have partly different 

experiences in mind when responding to questions 

indicative of sex drive. 

Another intriguing issue pertains to the relative 

weight of each sex drive facet for the overall 

construct. The relative importance of cognition, 

affect, and behavior may differ between traits (Pytlik 

Zillig et al., 2002). Historically, traits have been 

defined primarily in terms of overt behavior (Pervin, 

1994), suggesting a particularly strong weight for 

behavior. More recent definitions of traits have 

emphasized cognition and affect as additional 

central facets (Johnson, 1997; McCrae & Costa, 

2003; Roberts, 2009).  

In the current meta-analysis, we weighed each 

facet equally to compute the overall gender 

difference in sex drive. Arguments for other weights 

could be made: Sexual cognition (e.g., thoughts) is 

the most frequently used indicator of sex drive 
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(Conley et al., 2011), suggesting a stronger weight 

for this facet. Conversely, some people may see an 

inherent association between sexual affect (e.g., 

desire) and sex drive, and indeed, sexual desire is 

often in the center of academic discussions around 

the concept (Dawson & Chivers, 2014). 

Nevertheless, behavior is also pivotal, since a person 

who thinks about or desires to feel sexual pleasure 

but never engages in solitary or partnered sexual 

behavior would hardly qualify as someone high in 

sex drive (although it should be noted that some 

people freely abstain from sexual behavior, for 

example for religious reasons). Finally, one could 

argue that there is a funnel-shaped hierarchy 

inherent to the conceptualization of sex drive 

proposed here: A sexual episode may often start with 

a cognition, perhaps only a fleeting thought. If time 

and circumstances allow, this thought may develop 

into a sexual desire. Again, only a subset of desires 

will eventually lead to actual behavior, because a 

variety of reasons preclude individuals from putting 

every sexual desire into practice. One implication of 

this view could be to regard sexual cognition as the 

purest indicator of sex drive and consequently assign 

the largest weight to this facet, followed by affect 

and behavior.  

As a final note, we did not connect the present 

conceptualization to extant research on sex drive in 

clinical contexts, and clinical studies were explicitly 

excluded from the analysis. It stands to reason that 

clinical phenomena such as hypoactive or 

hyperactive sexuality (Kafka, 2010; Kaplan, 1977) 

can be placed at the extremes of the sex drive 

continuum suggested by our conceptualization, but 

explicating this link is left to future research.  

Limitations 

In this section, we discuss questions that could 

be raised about the conclusiveness and implications 

of the finding that men’s sex drive is on average 

stronger than women’s. Some common 

methodological concerns have been already 

discussed in previous sections (for publication bias, 

see Discussion section; for effect size dependency, 

see Methods section).  

Response Bias 

The present analysis employed various means to 

address the possibility of response bias due to 

gendered stigma regarding sexuality, including a 

correction procedure based on additional meta-

analytic estimates. These considerations suggest that 

it is unlikely that the documented gender difference 

in sex drive is solely due to response bias, yet some 

uncertainty regarding the presence of biased 

responding remains and should be addressed in 

future dedicated primary research.  

Limitations of moderator analyses 

Despite the large number of participants and 

studies included in the review, some moderation 

analyses suffered from methodological limitations. 

For some analyses, unavailable codings reduced 

statistical power. Some moderators were subject to 

range restriction (e.g., most studies stemmed from 

countries with relatively low gender inequality), 

which can compromise regression analyses. Finally, 

the sample-level analyses we employed for some 

hypotheses (e.g., the association of sex drive and 

mean sample age) can have lower resolution than 

participant-level analyses.   

Rate of Responses to Data Requests 

 Our method relied on data for individual 

questionnaire items, which was not directly 

available for most publications eligible for inclusion 

in the analyses. Missing data was requested from the 

original authors but could only be obtained for 39% 

of eligible publications. It is possible that mean 

gender differences in sex drive in the unavailable 

data are systematically different from the 

differences we observed in the available data.  

Specificity of Sexual Cognitions 

We found more frequent sexual cognitions in 

men compared to women. But how specific are these 

gender differences? One previous study found that 

men reported not only more sexual cognitions than 

women, but also more other need-based cognitions 

referring to sleep and food (T. D. Fisher et al., 2012). 

Is it possible that the observed gender difference in 

cognition frequency is general and not specific to 

men’s and women’s sex drive? We deem this 

possibility unlikely. First, gender differences in 

cognition frequency were particularly pronounced 

for extradyadic cognitions, consistent with the 

ample evidence for gender differences in 

sociosexuality (Lippa, 2009). Second, a recent 

experience sampling study in more than 200 young 

adults in committed relationships also found gender 

differences in sexual cognition, but not for other 

needs, including sleep and food (Weber et al., 

2022a).  

Generalizability 

 Psychological studies often examine 

people who are not representative of the world 

population, such as undergraduate students in 

Western countries (Henrich et al., 2010). This was 

also reflected in the present work. Most (but not all) 

studies were conducted in Western countries. 

University students, young adults, and 
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White/Caucasian people were overrepresented. 

Future research on gender differences in sex drive 

should focus more specifically on older adults, as 

well as people of non-White ethnicities and people 

from non-Western cultures. Additionally, restricting 

the search to articles written in English or German 

may have introduced cultural or language-based 

biases. We also note that the present analysis did not 

specifically address the sex drive of gender-non-

binary and transgender people. This should also be 

addressed in future work.  

Conclusion 

The key promise of meta-analyses is theoretical 

and empirical integration. The present work puts 

forth a coherent conceptualization of sex drive, 

grounded in trait theory, that directly translates into 

clear-cut indicators of the three postulated construct 

facets. Our meta-analysis documents that men’s sex 

drive is stronger than women’s, with a medium-to-

large effect size (g = 0.69). Men think and fantasize 

about sex more often, experience sexual affect such 

as desire more often, and more often engage in 

solitary sexual behavior (masturbation). Biased 

responding may have inflated these differences, but 

is unlikely to fully account for the effect. The 

conservative, response-bias-corrected effect 

estimate is still of moderate size (g = 0.54). Natural 

language interpretations highlight that, despite the 

evidence for stronger sex drive in men on average, 

individual women exceeding individual men in sex 

drive is far from unusual.  
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Table 1 

Overview of Included Items 

Item Abbr. Role Example 

Frequency of sexual cognitions CF Sex drive manifestation During the last month, how often have you had 
sexual thoughts? 

Frequency of sexual affect AF Sex drive manifestation How frequently do you feel sexual desire? 

Frequency of sexual behavior BF Sex drive manifestation How many times did you masturbate during the 
last week? 

Intensity of sexual affect AI Indicator of latent sex drive My desire for sex with my partner is strong. 

Self-rated sex drive SRSD Indicator of latent sex drive I have a strong sex drive. 

Sexual intercourse frequency SIF Indicator of potentially biased 
responding 

On average, how many times per month do you 
and your partner have sex? 

Total one night stands ONS Indicator of potentially biased 
responding 

With how many partners have you had 
intercourse on one and only one occasion? 

Total sex partners TSP Indicator of potentially biased 
responding 

With how many partners have you had 
intercourse in your lifetime? 

Total sex partners in last year TSPY Indicator of potentially biased 
responding 

How many people have you had sex with in the 
last year? 
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Table 2 

Main Results 

Role Indicator 
Summary Effect 

k m 
Test of Moderation 

 I2 
g SE t df p CI95 U3 OVL CL AHZ df p 

Sex Drive Manifestations 
(Global Summary Effect)                0.09 87.59 

 Sex Drive Manifestations 0.69 (0.55) 0.06 12.10  < .001 [0.58, 0.81] 0.76 (0.71) 0.73 (0.78) 0.69 (0.65) 195 439      
Bias Indicators 
(Global Summary Effect)                0.05 77.64 

 Bias Indicators 0.15 0.04 4.07  < .001 [0.08, 0.22] 0.56 0.94 0.54 123 244      
Sex Drive Manifestations             7.26 68.53 .001 0.21 91.03 

 Affect Frequency 0.58 (0.43) 0.04 13.24 42.09 < .001 [0.49, 0.66] 0.72 (0.67) 0.77 (0.83) 0.66 (0.62) 57 94      
 Behavior Frequency 0.75 (0.60) 0.04 17.99 30.17 < .001 [0.66, 0.84] 0.77 (0.73) 0.71 (0.76) 0.70 (0.67) 44 63      
 Cognition Frequency 0.76 (0.61) 0.02 35.69 138.72 < .001 [0.71, 0.80] 0.78 (0.73) 0.71 (0.76) 0.70 (0.67) 161 282      
Indicators of Latent Sex 
Drive             5.75 4.00 .074 0.15 90.45 

 Affect Intensity 0.40 (0.25) 0.03 15.59 42.34 < .001 [0.35, 0.45] 0.66 (0.60) 0.84 (0.90) 0.61 (0.57) 50 166      
 Self Rated Sex Drive 0.63 (0.49) 0.09 6.74 3.28 .005 [0.35, 0.92] 0.74 (0.69) 0.75 (0.81) 0.67 (0.63) 7 7      
Bias Indicators             7.49 27.75 < .001 0.16 80.41 

 Intercourse Frequency 0.04 0.06 0.63 14.05 .541 [-0.09, 0.17] 0.52 0.98 0.51 18 20      
 Sex Partners in Last Year 0.15 0.02 8.09 96.82 < .001 [0.11, 0.19] 0.56 0.94 0.54 106 106      
 Total One Night Stand 

Partners 
0.21 0.02 11.93 94.98 < .001 [0.18, 0.25] 0.58 0.92 0.56 106 106      

 Total Sex Partners 0.19 0.07 2.61 7.28 .034 [0.02, 0.36] 0.57 0.93 0.55 12 12      
Note. Global and group-wise summary results for gender differences in sex drive manifestations, indicators of latent sex drive, and bias indicators. g = Hedges' g effect size (positive favors males). SE = 
standard error associated with the g-value in the same row. t = t-value associated with the g-value in the same row. df = degrees-of-freedom associated with the g-value in the same row. p = p-value 
associated with the g-value in the same row. CI95 = 95% confidence interval. U3 = Cohen's U3 effect size of non-overlap. OVL = overlap effect size. CL = Common-language effect size, or probability of 
superiority. k = number of studies per subgroup/total. m = number of effect sizes per subgroup/total. AHZ = Hotelling-T-approximated test statistic. df = small sample corrected degrees of freedom. p = p-
value associated with the test statistic and df in the same row. I2 = proportion of the variation in observed effects that is due to variation in true effects.  = estimated standard deviation of the true effects. 
Values in parentheses have been bias-corrected. For the correction, the global summary effect of the bias indicators has been subtracted from the respective summary effect.  
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Table 3 

Tests for Moderation (Sex Drive Manifestations) 

Moderator  
Cognition Frequency 

 
Affect Frequency 

 
Behavior Frequency 

AHZ df p I2 𝜏 AHZ df p I2 𝜏 AHZ df p I2 𝜏 

Outcome-level Moderators                   
Aggregation Span 

  8.46 5.57 .029 79.18 0.12 
  4.50 9.81 .060 93.43 0.25 

  1.05 14.67 .323 92.63 0.18 
Item Content 

         4.24 39.15 .046 90.47 0.21 
       

Item Context 
                0.18 5.99 .685 94.88 0.20 

Type of Response Scale 
  2.43 7.03 .163 86.40 0.19 

  1.70 4.95 .250 92.20 0.22 
  1.46 31.73 .235 94.90 0.19 

Scale Range 
  1.39 50.95 .243 86.57 0.19 

  1.71 22.19 .204 92.20 0.23 
  0.51 6.62 .500 95.07 0.17 

Item Wording 
  0.84 5.52 .524 86.40 0.20 

  1.67 49.28 .202 92.23 0.23 
  2.09 1.38 N/A 94.98 0.19 

Publication-level Moderators                   
Aim to Find Gender Differences in Sex Drive 

  1.97 14.82 .181 86.63 0.20 
  0.17 19.72 .684 93.08 0.24 

  0.34 6.76 .580 95.57 0.19 
Focus on Anonymity 

  0.11 120.36 .739 86.44 0.20 
  0.31 45.75 .583 92.33 0.24 

  0.03 31.41 .858 94.68 0.19 
Focus on Gender Differences in Sex Drive 

  0.48 27.72 .496 86.03 0.19 
  0.40 29.13 .531 93.06 0.24 

  0.19 33.31 .668 95.55 0.20 
Focus on Gender Differences 

  0.94 101.22 .336 85.74 0.19 
  1.35 19.65 .259 92.73 0.23 

  2.21 10.40 .167 95.51 0.19 
Gender of First Author 

  1.81 77.35 .182 86.24 0.20 
  4.36 45.05 .043 91.98 0.23 

  0.04 32.50 .846 95.03 0.20 
Mean Author Gender 

  0.04 55.58 .848 86.50 0.20 
  9.22 23.18 .006 91.36 0.21 

  0.04 18.08 .845 95.02 0.20 
Publication Status 

  2.19 37.81 .147 85.77 0.19 
  2.05 21.03 .167 92.26 0.23 

  1.08 13.78 .316 94.46 0.18 
Sexuality Journal 

  1.89 68.08 .174 86.49 0.20 
  0.71 33.56 .405 92.29 0.23 

  0.04 29.86 .851 95.01 0.20 

Sample-level Moderators                   
Mean Age 

  0.19 31.05 .664 85.07 0.18 
  0.37 5.80 .566 91.77 0.23 

  0.43 6.84 .533 93.32 0.21 
Percent White 

  0.10 11.17 .759 88.18 0.21 
  0.29 4.26 .616 91.78 0.28 

  0.49 4.89 .515 88.91 0.20 
Country-Level Gender Development 

  2.74 40.36 .105 85.61 0.19 
  0.25 17.01 .623 92.06 0.24 

  0.82 19.32 .377 94.74 0.19 
Country-Level Gender Inequality 

  0.64 19.31 .435 85.07 0.19 
  0.01 35.59 .925 92.02 0.24 

  1.92 7.46 .206 95.00 0.19 
Percent Heterosexual 

  0.13 10.89 .728 88.61 0.19 
  1.43 12.60 .254 93.97 0.26 

  0.42 3.45 N/A 95.34 0.26 
Average Partnership Duration in Weeks 

  0.36 7.48 .566 74.72 0.18 
  4.16 2.03 N/A 83.31 0.26 

  2.33 1.74 N/A 60.95 0.16 
Percent Parents 

  0.76 6.18 .417 83.57 0.24 
  7.58 2.59 N/A 89.12 0.31 

  2.27 2.38 N/A 96.29 0.33 
Country-Level Sex Ratio 

  1.58 21.73 .221 85.79 0.20 
  0.51 12.37 .489 92.05 0.24 

  0.95 7.13 .362 95.19 0.20 
Study Restricted to Sexually Active 

  4.99 20.04 .037 80.26 0.16 
  0.15 8.60 .707 93.17 0.25 

       
Percent Single 

  7.21 26.18 .012 85.80 0.20 
  5.75 12.72 .033 90.26 0.21 

  0.91 10.19 .361 94.59 0.24 
Percent University Students 

  0.33 11.63 .576 82.54 0.20 
  0.27 7.53 .616 87.00 0.22 

  9.54 7.80 .015 81.73 0.18 

Study-level Moderators                   
Anonymity Reassurance 

  0.53 85.80 .468 86.39 0.20 
  3.18 36.86 .083 92.42 0.24 

  0.97 33.62 .333 94.99 0.20 
Participant Compensation 

  0.63 48.85 .600 86.78 0.22 
  0.62 8.42 .618 90.77 0.27 

  1.94 2.98 N/A 93.68 0.26 
Electronic Data Collection 

  0.10 54.90 .756 87.39 0.20 
  0.19 4.68 .830 92.10 0.22 

  0.00 35.56 .949 94.89 0.19 
Group Assessment 

  3.86 20.13 .038 87.13 0.19 
  0.96 3.52 N/A 93.78 0.23 

  0.48 5.23 .519 95.63 0.19 
Personal Contact 

  0.32 11.30 .730 86.08 0.19 
  0.06 8.22 .947 92.80 0.24 

  2.06 28.66 .162 94.88 0.19 
Sexuality Study 

  4.37 37.96 .043 82.05 0.16 
  0.00 20.29 .986 93.31 0.27 

  0.01 17.52 .944 91.77 0.16 
Year of Study 

  0.73 46.47 .397 86.44 0.20 
  0.10 15.91 .755 91.73 0.24 

  0.16 14.27 .698 94.99 0.20 
Note. Tests for moderation of the sex drive manifestations. The tests indicate significance of the slope for continuous moderators or differences between subgroups for categorical moderators. For 

cognition frequency, the results are statistically controlled for item content (extra-pair partner vs. any partner/no target). Results for the control variable are not reported. Some models could not be 

fitted because the number of available codings was insufficient. These are left blank. AHZ = Hotelling-T-approximated test statistic. df = small-sample-corrected degrees of freedom. p = p-value 

associated with the test statistic and df in the same row. I2 = proportion of the variation in observed effects that is due to variation in true effects. 𝜏  = estimated standard deviation of the true effects. 

Note that if degrees of freedom fall below 4, significance tests are unreliable. p-values for unreliable tests are not reported (N/A).  
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Table 4 

Regression Tables for Moderation Analyses (Sex Drive Manifestations) 

 

Moderator  
Cognition Frequency 

 
Affect Frequency 

 
Behavior Frequency 

g SE k m t df p g SE k m t df p g SE k m t df p 

Outcome-level Moderators                         
Aggregation Span 

                           
    Intercept 

  0.31 0.08 30 46 3.84 3.96 N/A 
  0.36 0.09 36 70 4.08 6.56 .005 

  0.66 0.12 28 42 5.33 8.12 < .001 
    Slope 

  0.01 0.00   2.91 5.57 .029 
  0.01 0.00   2.12 9.81 .060 

  0.01 0.01   1.02 14.67 .323 
Item Content 

                           
    Unspecified partner 

           0.40 0.06 20 20 6.87 18.08 < .001 
         

    No target 
           0.57 0.06 36 54 10.29 31.59 < .001 

         
Item Context 

                           
    Alone 

                    0.74 0.12 6 6 6.24 4.45 .002 
    Not specified 

                    0.79 0.04 39 57 18.47 34.63 < .001 
Type of Response Scale 

                           
    No 

  0.59 0.03 157 268 18.51 47.43 < .001 
  0.56 0.04 55 82 14.26 48.84 < .001 

  0.82 0.05 29 32 15.20 24.27 < .001 
    Yes 

  0.43 0.10 8 14 4.29 5.89 .005 
  0.41 0.11 6 12 3.62 4.20 .021 

  0.72 0.06 19 31 12.45 15.91 < .001 
Scale Range 

                           
    Intercept 

  0.51 0.07 155 265 7.02 40.78 < .001 
  0.80 0.19 54 81 4.17 18.38 < .001 

  0.67 0.21 28 31 3.23 7.47 .013 
    Slope 

  0.01 0.01   1.18 50.95 .243 
  -0.04 0.03   -1.31 22.19 .204 

  0.03 0.04   0.71 6.62 .500 
Item Wording 

                           
    Daydreams 

  0.39 0.12 6 10 3.14 4.02 .034 
                  

    Fantasies 
  0.66 0.10 120 189 6.42 11.49 < .001 

                  
    Other 

  0.38 0.24 4 5 1.56 1.97 N/A 
  0.50 0.05 27 49 9.76 23.37 < .001 

  0.47 0.12 4 7 3.81 2.79 N/A 
    Thoughts 

  0.57 0.03 46 74 20.81 38.89 < .001 
                  

    Desire 
           0.59 0.05 35 45 11.23 30.16 < .001 

         
    Masturbation 

                    0.80 0.04 42 49 19.20 36.25 < .001 
    Self-stimulation 

                    0.71 0.08 2 6 8.45 1.00 N/A 

Publication-level Moderators                         
Aim to Find Gender Differences in Sex Drive 

                           
    No 

  0.60 0.04 127 215 15.68 37.61 < .001 
  0.58 0.05 35 53 10.82 32.09 < .001 

  0.79 0.05 32 44 16.38 28.62 < .001 
    Yes 

  0.49 0.07 11 28 7.41 9.69 < .001 
  0.54 0.07 12 25 7.46 10.84 < .001 

  0.71 0.12 6 13 5.68 4.83 .003 
Focus on Anonymity 

                           
    No 

  0.58 0.04 74 136 14.33 47.69 < .001 
  0.59 0.06 23 32 9.31 21.12 < .001 

  0.79 0.07 17 25 11.57 14.94 < .001 
    Yes 

  0.56 0.04 70 118 15.13 48.88 < .001 
  0.54 0.05 29 51 10.75 26.14 < .001 

  0.77 0.05 27 38 15.09 23.52 < .001 
Focus on Gender Differences in Sex Drive 

                           
    No 

  0.59 0.04 118 201 15.72 38.04 < .001 
  0.58 0.06 32 48 9.80 29.36 < .001 

  0.75 0.06 21 32 11.80 18.10 < .001 
    Yes 

  0.54 0.06 20 42 9.16 19.15 < .001 
  0.53 0.06 15 30 9.50 13.79 < .001 

  0.79 0.06 17 25 12.72 15.55 < .001 
Focus on Gender Differences 

                           
    No 

  0.60 0.04 55 93 13.99 45.78 < .001 
  0.65 0.09 13 21 7.46 11.39 < .001 

  0.68 0.06 8 11 11.68 6.48 < .001 
    Yes 

  0.56 0.04 83 150 15.38 47.88 < .001 
  0.54 0.05 34 57 11.04 31.35 < .001 

  0.80 0.05 30 46 14.97 27.01 < .001 
Gender of First Author 

                           
    Female 

  0.60 0.03 57 102 17.75 49.38 < .001 
  0.61 0.05 33 47 11.48 30.39 < .001 

  0.79 0.06 16 20 13.43 14.50 < .001 
    Male 

  0.55 0.04 100 173 13.81 43.76 < .001 
  0.46 0.05 24 47 10.08 21.04 < .001 

  0.77 0.06 28 43 13.73 24.36 < .001 
Mean Author Gender 

                           
    Intercept 

  0.58 0.04 157 275 15.88 46.23 < .001 
  0.67 0.06 57 94 11.13 25.30 < .001 

  0.77 0.08 44 63 9.07 12.75 < .001 
    Slope 

  -0.01 0.06   -0.19 55.58 .848 
  -0.26 0.08   -3.04 23.18 .006 

  0.02 0.12   0.20 18.08 .845 
Publication Status 

                           
    Published 

  0.59 0.03 132 220 17.97 52.77 < .001 
  0.58 0.04 42 61 12.91 38.90 < .001 

  0.81 0.04 33 42 18.69 29.57 < .001 
    Unpublished 

  0.52 0.04 29 62 11.79 29.43 < .001 
  0.46 0.07 15 33 6.87 12.74 < .001 

  0.69 0.10 11 21 6.75 8.60 < .001 
Sexuality Journal 

                           
    No 

  0.60 0.04 117 196 15.92 48.10 < .001 
  0.53 0.05 39 65 11.28 35.34 < .001 

  0.79 0.06 28 43 14.07 25.16 < .001 
    Yes 

  0.55 0.03 44 86 15.66 41.51 < .001 
  0.59 0.07 18 29 8.95 16.31 < .001 

  0.77 0.06 16 20 13.32 13.68 < .001 

Sample-level Moderators                         
Mean Age 

                           
    Intercept 

  0.61 0.10 137 234 6.27 41.80 < .001 
  0.42 0.20 52 83 2.11 8.45 .066 

  0.90 0.14 31 42 6.18 10.17 < .001 
    Slope 

  -0.00 0.00   -0.44 31.05 .664 
  0.00 0.01   0.61 5.80 .566 

  -0.00 0.00   -0.66 6.84 .533 
Percent White 

                           
    Intercept 

  0.71 0.12 47 79 6.03 8.17 < .001 
  0.52 0.10 19 31 5.30 3.08 N/A 

  0.68 0.18 10 16 3.73 3.61 N/A 
    Slope 

  -0.00 0.00   -0.31 11.17 .759 
  0.00 0.00   0.54 4.26 .616 

  0.00 0.00   0.70 4.89 .515 
Country-Level Gender Development 

                           
    Intercept 

  -2.26 1.73 143 253 -1.31 39.64 .198 
  -0.74 2.60 55 91 -0.29 16.96 .778 

  3.50 3.00 41 60 1.16 19.07 .259 
    Slope 

  2.89 1.74   1.66 40.36 .105 
  1.32 2.63   0.50 17.01 .623 

  -2.77 3.07   -0.90 19.32 .377 
Country-Level Gender Inequality 

                           
    Intercept 

  0.52 0.08 146 256 6.84 35.87 < .001 
  0.56 0.10 55 91 5.36 34.77 < .001 

  0.90 0.09 42 61 10.24 15.13 < .001 
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Moderator  
Cognition Frequency 

 
Affect Frequency 

 
Behavior Frequency 

g SE k m t df p g SE k m t df p g SE k m t df p 
    Slope 

  0.30 0.37   0.80 19.31 .435 
  -0.05 0.55   -0.09 35.59 .925 

  -0.65 0.47   -1.38 7.46 .206 
Percent Heterosexual 

                           
    Intercept 

  0.62 0.14 81 150 4.31 9.31 .002 
  0.14 0.37 33 63 0.38 10.19 .712 

  0.61 0.19 24 37 3.19 2.94 N/A 
    Slope 

  -0.00 0.00   -0.36 10.89 .728 
  0.00 0.00   1.19 12.60 .254 

  0.00 0.00   0.65 3.45 N/A 
Average Partnership Duration in Weeks 

                           
    Intercept 

  0.67 0.09 31 46 7.17 9.85 < .001 
  0.51 0.10 17 21 5.23 9.31 < .001 

  0.96 0.10 9 9 9.65 4.94 < .001 
    Slope 

  -0.00 0.00   -0.60 7.48 .566 
  0.00 0.00   2.04 2.03 N/A 

  -0.00 0.00   -1.53 1.74 N/A 
Percent Parents 

                           
    Intercept 

  0.38 0.19 21 37 1.99 4.30 .112 
  0.36 0.13 12 17 2.75 8.91 .023 

  0.97 0.14 11 12 7.14 5.59 < .001 
    Slope 

  0.00 0.00   0.87 6.18 .417 
  0.00 0.00   2.75 2.59 N/A 

  -0.01 0.01   -1.51 2.38 N/A 
Country-Level Sex Ratio 

                           
    Intercept 

  -0.56 0.91 146 256 -0.62 21.58 .544 
  2.04 2.09 55 91 0.97 12.17 .349 

  -1.44 2.29 42 61 -0.63 7.01 .548 
    Slope 

  0.01 0.01   1.26 21.73 .221 
  -0.01 0.02   -0.71 12.37 .489 

  0.02 0.02   0.97 7.13 .362 
Study Restricted to Sexually Active 

                           
    No 

  0.62 0.04 97 172 15.70 35.13 < .001 
  0.56 0.05 36 64 11.24 33.13 < .001 

         
    Yes 

  0.49 0.06 16 29 8.41 14.93 < .001 
  0.60 0.09 7 12 6.53 5.84 < .001 

         
Percent Single 

                           
    Intercept 

  0.51 0.04 88 158 12.93 32.26 < .001 
  0.62 0.06 42 71 11.00 21.85 < .001 

  0.72 0.10 33 47 7.05 12.45 < .001 
    Slope 

  0.00 0.00   2.69 26.18 .012 
  -0.00 0.00   -2.40 12.72 .033 

  0.00 0.00   0.96 10.19 .361 
Percent University Students 

                           
    Intercept 

  0.54 0.09 80 132 5.78 9.34 < .001 
  0.47 0.10 25 39 4.62 4.81 .006 

  0.62 0.07 20 30 8.71 4.53 < .001 
    Slope 

  0.00 0.00   0.58 11.63 .576 
  0.00 0.00   0.52 7.53 .616 

  0.00 0.00   3.09 7.80 .015 

Study-level Moderators                         
Anonymity Reassurance 

                           
    No 

  0.58 0.04 92 164 15.43 46.42 < .001 
  0.61 0.05 30 43 11.37 28.01 < .001 

  0.75 0.05 25 33 14.51 22.88 < .001 
    Yes 

  0.55 0.04 49 86 12.40 41.64 < .001 
  0.47 0.06 20 37 8.51 17.54 < .001 

  0.83 0.07 19 30 12.57 15.92 < .001 
Participant Compensation 

                           
    Course-credit 

  0.64 0.06 29 53 10.12 27.41 < .001 
  0.68 0.14 5 7 5.00 3.74 N/A 

  1.02 0.12 4 5 8.43 2.74 N/A 
    Material 

  0.54 0.05 35 64 10.62 29.14 < .001 
  0.57 0.10 12 26 5.63 10.66 < .001 

  0.60 0.09 7 13 6.54 5.88 < .001 
    Mixed 

  0.60 0.06 18 29 10.97 21.59 < .001 
  0.60 0.06 4 8 10.64 2.97 N/A 

  0.71 0.08 2 6 8.42 1.00 N/A 
    None 

  0.62 0.07 18 35 9.29 22.53 < .001 
  0.46 0.09 6 11 5.05 4.68 .005 

  0.87 0.08 7 10 10.30 5.81 < .001 
Electronic Data Collection 

                           
    No 

  0.59 0.05 36 53 10.93 35.42 < .001 
  0.57 0.07 13 18 7.99 10.89 < .001 

  0.79 0.06 20 27 13.32 17.38 < .001 
    Yes 

  0.57 0.03 96 181 17.12 41.31 < .001 
  0.55 0.05 34 58 11.06 31.43 < .001 

  0.80 0.06 21 32 13.46 18.36 < .001 
    Mixed 

           0.68 0.18 3 5 3.73 1.85 N/A 
         

Group Assessment 
                           

    Mixed 
  0.38 0.07 10 13 5.51 9.70 < .001 

  0.52 0.05 4 8 10.67 2.84 N/A 
         

    No 
  0.58 0.03 103 180 16.61 41.61 < .001 

  0.58 0.05 39 63 12.29 35.81 < .001 
  0.78 0.04 33 45 18.11 29.25 < .001 

    Yes 
  0.63 0.08 19 30 7.86 22.64 < .001 

           0.90 0.16 5 5 5.46 3.91 N/A 
Personal Contact 

                           
    Mixed 

  0.56 0.06 5 8 8.99 3.82 N/A 
  0.58 0.07 4 8 7.82 2.87 N/A 

         
    No 

  0.56 0.03 84 151 16.55 44.14 < .001 
  0.57 0.06 29 48 10.00 26.82 < .001 

  0.75 0.05 26 34 15.18 23.42 < .001 
    Yes 

  0.60 0.04 57 97 13.53 48.20 < .001 
  0.55 0.06 19 28 8.67 16.78 < .001 

  0.87 0.06 17 27 13.75 14.36 < .001 
Sexuality Study 

                           
    No 

  0.66 0.05 25 42 12.44 21.37 < .001 
  0.61 0.05 12 18 11.46 10.30 < .001 

  0.79 0.09 13 20 9.11 10.01 < .001 
    Yes 

  0.55 0.04 44 87 14.96 26.67 < .001 
  0.61 0.07 21 39 8.60 19.45 < .001 

  0.79 0.05 23 31 16.59 20.62 < .001 
Year of Study 

                           
    Intercept 

  9.65 10.64 152 266 0.91 46.36 .369 
  -5.25 18.27 56 92 -0.29 15.90 .778 

  -4.04 12.16 44 63 -0.33 14.24 .745 
    Slope 

  -0.00 0.01   -0.85 46.47 .397 
  0.00 0.01   0.32 15.91 .755 

  0.00 0.01   0.40 14.27 .698 
Note. Meta-regression tables for moderation of the sex drive manifestations. For categorical moderators, point estimates for subgroups and corresponding significance tests are presented. For continuous moderators, 

values are presented for the intercept and slope. For cognition frequency, results are statistically controlled for item content (extra-pair partner vs. any partner/no target). Results for the control variable are not reported. 

Some models could not be fitted because the number of available codings was insufficient. These are left blank. g = Hedges' g effect size (positive favors males). SE = Standard error for Hedges' g effect size. k = number 

of studies per subgroup. m = number of effect sizes per subgroup. t-value from t-test testing the parameter against zero. df = small sample corrected degrees of freedom. p = p-value associated with the t-value and df in 

the same row. Note that if degrees-of-freedom fall below 4, significance tests are unreliable. p-values for unreliable tests are not reported (N/A).  
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Table 5 

Moderator Overview 

 

Moderator  
Total 

 
Cognition Frequency 

 
Affect Frequency 

 
Behavior Frequency 

m Compl. m Compl. Distribution m Compl. Distribution m Compl. Distribution 

Outcome-level Moderators                

Item Content  558 62%  282 100% unspecified partner (m = 32), extra-pair 

partner (m = 168), no target (m = 82)  76 81% unspecified partner (m = 20), masturbation 

(m = 1), no target (m = 54), own partner (m 

= 1), NA (m = 18) 
 0 0% NA (m = 63) 

Item Context  639 71%  282 100% asleep (m = 1), at work (m = 4), before 

sleep (m = 1), being bored (m = 2), 

everyday life (m = 1), in everyday life (m = 

1), not specified (m = 266), on the way to 

work (m = 2), traveling on a train or bus (m 

= 2), while reading (m = 1), while working 

at a job (m = 1) 

 94 100% in contact with an extrapair person (m = 1), 

not specified (m = 93)  63 100% alone (m = 6), not specified (m = 57) 

Type of Response Scale  897 100%  282 100% no (m = 268), yes (m = 14)  94 100% no (m = 82), yes (m = 12)  63 100% no (m = 32), yes (m = 31) 

Scale Range  732 82%  265 94% Q = [2.00, 4.00, 7.00, 8.00, 9.00], M = 

6.37, SD = 1.72  81 86% Q = [3.00, 6.00, 7.00, 7.00, 9.00], M = 

6.14, SD = 1.34  31 49% Q = [2.00, 4.00, 5.00, 5.50, 8.00], M = 

4.84, SD = 1.24 
Item Wording  639 71%  282 100% daydreams (m = 10), dreams (m = 1), 

fantasies (m = 189), other (m = 5), pre-

occupation (m = 3), thoughts (m = 74) 
 94 100% desire (m = 45), other (m = 49)  63 100% masturbation (m = 49), other (m = 7), self-

stimulation (m = 6), touch and explore 

body (m = 1) 
Aggregation Span  185 21%  48 17% Q = [1.00, 1.00, 30.00, 30.00, 183.00], M = 

23.67, SD = 27.71  71 76% Q = [0.00, 5.00, 30.00, 30.00, 365.00], M = 

26.17, SD = 42.75  49 78% Q = [7.00, 7.00, 28.00, 30.00, 365.00], M = 

48.04, SD = 89.43 

Publication-level 

Moderators                

Aim to Find Gender 

Differences in Sex Drive  779 87%  243 86% no (m = 215), yes (m = 28), NA (m = 39)  78 83% no (m = 53), yes (m = 25), NA (m = 16)  57 90% no (m = 44), yes (m = 13), NA (m = 6) 

Focus on Gender Differences 

in Sex Drive  780 87%  243 86% no (m = 201), yes (m = 42), NA (m = 39)  78 83% no (m = 48), yes (m = 30), NA (m = 16)  57 90% no (m = 32), yes (m = 25), NA (m = 6) 

Focus on Gender Differences  780 87%  243 86% no (m = 93), yes (m = 150), NA (m = 39)  78 83% no (m = 21), yes (m = 57), NA (m = 16)  57 90% no (m = 11), yes (m = 46), NA (m = 6) 

Gender of First Author  884 99%  275 98% female (m = 102), male (m = 173), NA (m 

= 7)  94 100% female (m = 47), male (m = 47)  63 100% female (m = 20), male (m = 43) 

Publication Status  897 100%  282 100% published (m = 220), unpublished (m = 62)  94 100% published (m = 61), unpublished (m = 33)  63 100% published (m = 42), unpublished (m = 21) 

Sexuality Journal  897 100%  282 100% No (m = 196), Yes (m = 86)  94 100% No (m = 65), Yes (m = 29)  63 100% No (m = 43), Yes (m = 20) 

Focus on Anonymity  815 91%  254 90% no (m = 136), yes (m = 118), NA (m = 28)  83 88% no (m = 32), yes (m = 51), NA (m = 11)  63 100% no (m = 25), yes (m = 38) 

Mean Author Gender  884 99%  275 98% Q = [0.00, 0.50, 0.67, 1.00, 1.33], M = 

0.65, SD = 0.35  94 100% Q = [0.00, 0.21, 0.50, 1.00, 1.33], M = 

0.56, SD = 0.43  63 100% Q = [0.00, 0.50, 1.00, 1.00, 1.33], M = 

0.73, SD = 0.43 
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Moderator  
Total 

 
Cognition Frequency 

 
Affect Frequency 

 
Behavior Frequency 

m Compl. m Compl. Distribution m Compl. Distribution m Compl. Distribution 

Sample-level Moderators                

Mean Age  775 86%  235 83% Q = [16.78, 20.85, 23.96, 29.89, 70.55], M 

= 25.89, SD = 6.87  83 88% Q = [18.60, 24.05, 26.47, 30.45, 51.28], M 

= 27.77, SD = 5.89  43 68% Q = [15.55, 22.82, 25.95, 30.75, 74.00], M 

= 29.22, SD = 10.29 
Percent White  323 36%  79 28% Q = [15.50, 60.00, 78.60, 90.50, 100.00], 

M = 73.92, SD = 19.73  31 33% Q = [15.50, 62.42, 78.60, 88.20, 98.00], M 

= 70.91, SD = 24.69  16 25% Q = [32.20, 50.88, 58.98, 86.25, 100.00], 

M = 65.90, SD = 24.93 
Country-Level Gender 

Inequality  828 92%  256 91% Q = [0.05, 0.10, 0.18, 0.25, 0.63], M = 

0.18, SD = 0.09  91 97% Q = [0.08, 0.09, 0.13, 0.24, 0.26], M = 

0.16, SD = 0.07  61 97% Q = [0.05, 0.10, 0.16, 0.25, 0.56], M = 

0.18, SD = 0.10 
Country-Level Gender 

Development  828 92%  256 91% Q = [0.76, 0.97, 0.99, 0.99, 1.03], M = 

0.98, SD = 0.02  91 97% Q = [0.94, 0.97, 0.99, 0.99, 1.03], M = 

0.98, SD = 0.01  61 97% Q = [0.85, 0.96, 0.98, 0.99, 1.00], M = 

0.97, SD = 0.02 
Percent Heterosexual  516 58%  150 53% Q = [31.66, 85.48, 100.00, 100.00, 100.00], 

M = 92.31, SD = 12.19  63 67% Q = [47.41, 77.75, 95.10, 100.00, 100.00], 

M = 88.13, SD = 14.49  37 59% Q = [31.66, 77.02, 96.50, 100.00, 100.00], 

M = 87.93, SD = 15.65 
Percent Single  548 61%  158 56% Q = [0.00, 0.00, 37.51, 50.00, 100.00], M = 

33.85, SD = 27.67  71 76% Q = [0.00, 0.00, 35.10, 43.78, 100.00], M = 

27.30, SD = 26.11  47 75% Q = [0.00, 30.27, 45.98, 50.67, 100.00], M 

= 40.08, SD = 25.04 
Percent University Students  424 47%  132 47% Q = [0.00, 89.18, 100.00, 100.00, 100.00], 

M = 86.02, SD = 26.36  39 41% Q = [14.20, 58.99, 92.00, 100.00, 100.00], 

M = 78.59, SD = 28.14  30 48% Q = [0.00, 53.57, 86.38, 100.00, 100.00], 

M = 71.67, SD = 33.70 
Average Partnership Duration 

in Weeks  191 21%  46 16% Q = [1.80, 25.83, 52.52, 58.05, 158.40], M 

= 56.14, SD = 43.73  21 22% Q = [3.91, 35.66, 54.94, 78.89, 287.76], M 

= 70.78, SD = 63.41  9 14% Q = [2.74, 54.42, 54.94, 55.80, 287.76], M 

= 82.38, SD = 87.74 
Percent Parents  147 16%  37 13% Q = [0.00, 14.55, 20.53, 36.00, 100.00], M 

= 30.77, SD = 28.51  17 18% Q = [14.55, 17.30, 25.00, 64.00, 100.00], 

M = 44.44, SD = 35.03  12 19% Q = [0.00, 16.37, 19.26, 30.00, 59.70], M = 

24.95, SD = 16.81 
Study Restricted to Sexually 

Active  662 74%  201 71% no (m = 172), yes (m = 29), NA (m = 81)  76 81% no (m = 64), yes (m = 12), NA (m = 18)  52 83% no (m = 49), yes (m = 3), NA (m = 11) 

Country-Level Sex Ratio  828 92%  256 91% Q = [92.17, 100.88, 101.19, 103.00, 

108.35], M = 101.41, SD = 2.46  91 97% Q = [93.92, 100.88, 101.23, 103.24, 

104.88], M = 101.69, SD = 2.47  61 97% Q = [92.17, 100.88, 101.36, 103.85, 

104.92], M = 101.80, SD = 2.72 

Study-level Moderators                

Anonymity Reassurance  798 89%  250 89% no (m = 164), yes (m = 86), NA (m = 32)  80 85% no (m = 43), yes (m = 37), NA (m = 14)  63 100% no (m = 33), yes (m = 30) 

Participant Compensation  571 64%  181 64% course-credit (m = 53), material (m = 64), 

mixed (m = 29), none (m = 35), NA (m = 

101) 
 52 55% course-credit (m = 7), material (m = 26), 

mixed (m = 8), none (m = 11), NA (m = 

42) 
 34 54% course-credit (m = 5), material (m = 13), 

mixed (m = 6), none (m = 10), NA (m = 

29) 
Sexuality Study  454 51%  129 46% no (m = 42), yes (m = 87), NA (m = 153)  57 61% no (m = 18), yes (m = 39), NA (m = 37)  51 81% no (m = 20), yes (m = 31), NA (m = 12) 

Year of Study  852 95%  266 94% Q = [1996.00, 2008.00, 2012.00, 2015.00, 

2019.00], M = 2011.38, SD = 4.58  92 98% Q = [2000.00, 2008.75, 2012.00, 2015.63, 

2019.00], M = 2012.03, SD = 4.71  63 100% Q = [1992.00, 2004.50, 2008.00, 2014.50, 

2019.00], M = 2008.70, SD = 7.01 
Face-to-Face Interview  848 95%  266 94% no (m = 265), yes (m = 1), NA (m = 16)  83 88% no (m = 82), yes (m = 1), NA (m = 11)  62 98% no (m = 60), yes (m = 2), NA (m = 1) 

Electronic Data Collection  786 88%  238 84% mixed (m = 4), no (m = 53), yes (m = 181), 

NA (m = 44)  81 86% mixed (m = 5), no (m = 18), yes (m = 58), 

NA (m = 13)  60 95% mixed (m = 1), no (m = 27), yes (m = 32), 

NA (m = 3) 
Group Assessment  732 82%  223 79% mixed (m = 13), no (m = 180), yes (m = 

30), NA (m = 59)  75 80% mixed (m = 8), no (m = 63), yes (m = 4), 

NA (m = 19)  50 79% no (m = 45), yes (m = 5), NA (m = 13) 

Personal Contact  829 92%  256 91% mixed (m = 8), no (m = 151), yes (m = 97), 

NA (m = 26)  84 89% mixed (m = 8), no (m = 48), yes (m = 28), 

NA (m = 10)  61 97% no (m = 34), yes (m = 27), NA (m = 2) 

Note. m: Absolute number of effect sizes for which the corresponding characteristic could be coded. Compl.: Percentage of effect sizes for which the corresponding characteristic could be coded. Distribution: Information about the distribution of the coded 

characteristics. For categorical characteristics, the number of effect sizes per subgroup is reported. For continuous characteristics, Q are quartiles (minimum, 25% quartile, median, 75% quartile, maximum), M is the mean, and SD is the standard deviation. 
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Moderator  
Total 

 
Cognition Frequency 

 
Affect Frequency 

 
Behavior Frequency 

m Compl. m Compl. Distribution m Compl. Distribution m Compl. Distribution 
Note that summaries for continous moderators are computed on the effect size level for this table. In the results section, some of this information was presented on the level of individual participants (i.e., as summaries weighted by sample size). Some values 

may therefore differ. 
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Figure 1 

Conceptualization of Sex Drive 

 

 
Note. This figure visualizes random data for one hypothetical person generated under our theoretical 

conceptualization of sex drive. Panel A1 depicts a histogram of the observed density (grey rectangles) and the 

curve of the expected density (dashed line) of the distribution of state sex drive depicted in Panel A2. In Panel A2, 

the black line displays the fluctuation of state sex drive over time. Panel B depicts the probability of sexual events 

over time. Panel C depicts the occurrence of sexual events over time. A colored rectangle indicates that the 

respective sexual event occurred at a given point in time. The depicted occurrences are the result of random 

sampling according to the probabilities depicted in Panel B. In Panels B and C, yellow denotes sexual cognition 

(SC), blue denotes sexual affect (SA), and red denotes sexual behavior (SB). Gender differences in this quantity 

will be meta-analyzed in the present study.  
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Figure 2 

Flow of Data into the Research Synthesis

 

Note. Flowchart of the literature search and study coding. Note that some corresponding 

authors contributed more than one publication. Of the 20,387 publications identified during 

the identification stage, 19,904 did not meet the inclusion criteria (reported at the beginning of 

the Method section) as became evident either when screening the abstract or the full text.  
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Figure 3 

Meta-Analytic Correlation Table 

 

Note. Meta-analytic correlation table displaying convergent validity for sex drive indicators. Values in the table 

without parentheses are summary effects for Pearson correlations for pairwise complete observations. The first 

value in parentheses denotes the number of studies that contributed to the summary effect (k) and the second value 

denotes the number of effect sizes (m). The solid box contains correlations among the sex drive manifestations 

and indicators of latent sex drive (convergent validity). CF = Cognition Frequency; AF = Affect Frequency; BF = 

Behavior Frequency; AI = Affect Intensity; SRSD = Self-Rated Sex Drive; TSP = Total Sexual Partners; TSPY = 

Total Sexual Partners in Last Year; ONS = Total One-night Stands; SIF = Sexual Intercourse Frequency.  
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Figure 4 

Main Results 

 

Note. Main summary effects and confidence intervals for gender differences in sex drive manifestations (i.e., 

sex drive facets, top panel), indicators of latent sex drive (middle panel), and bias indicators (bottom panel). g = 
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Hedges’ g summary effect within the respective subgroup (positive values indicate larger values in men); AHZ = 

AHZ value for the test of group differences; p = p-value for the test of group differences; k = number of studies 

per subgroup; m = number of effect sizes per subgroup. Black dots represent individual effect sizes. The thick 

black horizontal lines represent the meta-analytic summary effects within the subgroups. The thin black horizontal 

lines represent the borders of the 95% confidence interval. The dashed grey horizontal line represents the null 

effect at g = 0. Standard error for each effect is depicted on the x-axis. Circle size represents the weight of the 

respective effect size in the RVE meta-regression model. Darker circles are due to multiple, overlapping effect 

sizes. 
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Figure 5 

Funnel Plots for Sex Drive Manifestations 

 

Note. The solid vertical lines represent the within-subgroup summary effects. x-axis: Hedges’ g effect sizes, 

positive values indicate larger values in men. y-axis: Standard error of effect sizes. The dotted lines denote the area 

in which 95% of effect sizes are expected to fall in the absence of heterogeneity. Leave-one-out analyses identified 

one outlier in the center plot at g < -0.5 and Standard Error < 0.086. This effect was removed for all other analyses. 

Summary effects displayed in the figure were computed after removing the outlier.  
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Figure 6 

Moderation Results for Mean Sample Age, Gender Inequality, and Year of Study. 

 

Note. Depicted are scatterplots for meta-regression analyses. g = Hedges’ g effect size (positive favors males); 

AHZ = AHZ value for the test of the slope; p = p-value for the test of the slope. The solid black lines represent the 

slopes of the meta-regressions. Circle size represents the weight of the respective effect size in the RVE meta-

regression model. Darker circles are due to multiple, overlapping effect sizes. Higher values for the Gender 

Inequality Index denote higher inequality. 
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Sex Drive: Theoretical Conceptualization and Meta-Analytic Review of Gender Differences 
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Introduction 

These supplemental materials contain additional figures and tables to complement the analyses reported in the 

main article. Table S1 summarizes the terms for the electronic literature search. Table S2 gives an overview of the 

psychometric inventories from which we drew individual items to included them in the meta-analysis. Tables S3 

to S5 summarize results for meta-moderation analyses for the indicators of latent sex drive. Table S6 gives 

references for all psychometric inventories from which we drew questionnaire items. Figure 1 shows the 

distribution of effect sizes for the sex drive manifestations and indicators of latent sex drive, as well as for the bias 

indicators. Figure S2 depicts results of the leave-one-out analyses for outlier detection. Figures S3 and S4 show 

funnel plots for the indicators of latent sex drive and bias indicators, respectively. Figure S5 shows how the 

distributions of men’s and women’s sex drive overlap under assumptions of normality.  

A Formalized Definition of Sex Drive 

In line with recent calls to incorporate more formal modelling into psychology (Guest & Martin, 2020), we 

now present a mathematical definition of our conceptualization of sex drive. The illustrative data in Figure 1 in 

the main article were generated according to these equations. We describe the fluctuation of state sex drive in an 

individual over time 𝑋 as a simple auto-regressive process (AR(1) process; Mills, 1991), assuming that state sex 

drive at a given point in time 𝑋𝑡   depends by some factor 𝛽 on state sex drive at the previous point in time 𝑋𝑡−1: 

 

𝑋𝑡 = 𝑐 +  𝛽𝑋𝑡−1 + ϵ𝑡 (1) 

where 𝜖𝑡 is Gaussian white noise with zero mean and constant variance σϵ
2 and c is a constant. 

The relationship between state sex drive 𝑋 and the probability 𝑝 that a particular sexual event s occurs at a 

given point in time t, may be described by some function Φ: 

 

𝑝(𝑠𝑡)  =  Φ(𝑋𝑡) (2) 

While the exact nature of the relationship between state sex drive and the probability of sexual events, that is, 

Φ, is beyond the scope of the current work, we may engage in some speculation. For instance, it appears reasonable 

to assume that the relationship follows a monotonic function, such that higher sex drive implies a higher probability 

of sexual events. It may also be reasonable to assume that the relationship is not identical for the events of sexual 

cognition, affect, and behavior. For example, sexual cognition may be more likely than sexual behavior at any 

given point in time. There are many potential functions that satisfy these requirements. A natural contender could 

for example be the logistic function multiplied with some constant b:  

 

Φ(𝑧)  =  𝑏 (
1

1 +  𝑒−𝑧
) 

(3) 

where b is different for each type of sexual event, that is, sexual cognition, affect, and behavior. We wish to 

emphasize again that this is speculative, and that finding the true relationship is beyond the scope of this work. For 

full transparency: Our choice of function was in part guided by aesthetic considerations for generating the data in 

Figure 1. The same is true for our choice of parametrizations when generating the data. We assumed that σϵ
2 =

 0.64, 𝛽 =  0.9, 𝑐 =  0, 𝑏𝑆𝑒𝑥𝐶𝑜𝑔 =  0.8, 𝑏𝑆𝑒𝑥𝐴𝑓𝑓 =  0.5, and 𝑏𝑆𝑒𝑥𝐵𝑒ℎ =  0.2. We note that some obvious 

shortcomings of this model come immediately to mind. The fact that b effectively caps the probability of sexual 

events, such that for example the probability of sexual behavior never exceeds 20%, is unrealistic. It is also 

unrealistic that the probabilities for each type of sexual event always move in tandem, that is, that the lines never 

cross. Furthermore, we have omitted “hard” situational constraints on sexual behavior from the model (i.e., in most 

situations, behavioral acts to attain sexual gratification are not an option). However, addressing these limitations 

would severely complicate the model, and a more complicated model would not serve our purpose of illustration. 

For the moment, we view the model as oversimplified, yet useful. 
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Table S1 

Search Terms for Literature Search 

Domain Terms a b c d e f g 

Cognition         
 Terms 1 sex* for sex erotic     

 Terms 2 thought* cogniti* reverie* fantas* daydream* think* ruminat* 

 Terms 3 disorder disfunction      
Affect         

 Terms 1 sex* for sex  erotic     

 Terms 2 desire* urge* impuls* crav* drive* motiv*  

 Terms 3 disorder disfunction      
Behavior         

 Terms 1 masturbate*       

 Terms 2        

 Terms 3 disorder disfunction      

Note. Search terms for each domain were composed as "One of term 1 AND one of term 2 NOT one of term 3".  
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Table S2 

Overview of Psychometric Inventories 

Indicator Inventories 

Cognition Frequency Sociosexual Orientation Inventory Revised, Sociosexual Orientation Inventory, 
Sexual Desire Inventory, Derogatis Sexual Functioning Inventory, Sexual 
Compulsivity Scale, Sexuality Scale, Imaginal Process Inventory, 
Multidimensional Sociosexual Orientation Inventory, Multidimensional Sexuality 
Questionnaire, Hurlbert Index of Sexual Desire, Sexual Behavior Inventory, Sex 
Knowledge and Attitudes Test Adolescents, Changes in Sexual Functioning 
Inventory, Trait Sex Drive Scale 

Affect Frequency Sex Drive Questionnaire, Sexual Desire Inventory, International Index of 
Erectile Function / Female Sexual Functioning Index, Sociosexual Orientation 
Inventory Revised, Israeli Sexual Behaviour Inventory , Hurlbert Index of Sexual 
Desire, Changes in Sexual Functioning Inventory, Trait Sex Drive Scale 

Behavior Frequency Sex Drive Questionnaire, Derogatis Sexual Functioning Inventory, Sexual 
Behavior Inventory, Sex Knowledge and Attitudes Test Adolescents, Trait Sex 
Drive Scale 

  

Affect Intensity Sexual Desire Inventory, International Index of Erectile Function / Female 
Sexual Functioning Index, Multidimensional Sexuality Questionnaire, Hurlbert 
Index of Sexual Desire 

Self-Rated Sex Drive Hurlbert Index of Sexual Desire 

  

Sexual Intercourse 
Frequency 

Sociosexual Orientation Inventory, Derogatis Sexual Functioning Inventory, 
Israeli Sexual Behaviour Inventory , Sex Knowledge and Attitudes Test 
Adolescents 

Total One-Night Stands Sociosexual Orientation Inventory Revised, Sociosexual Orientation Inventory, 
Multidimensional Sociosexual Orientation Inventory 

Total Sex Partners Multidimensional Sociosexual Orientation Inventory, Sociosexual Orientation 
Inventory, Sexuality Scale 

Total Sex Partners in 
Last Year 

Sociosexual Orientation Inventory Revised, Sociosexual Orientation Inventory, 
Multidimensional Sociosexual Orientation Inventory 

Note. See the supplementary online materials for a complete list of the inventories with references. 
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Table S3 

 

List of Included Inventories with References 

 

Inventory Abbreviation Reference 

Changes in Sexual Functioning Inventory CSFQ Clayton, A. H., McGarvey, E. L., & Clavet, G. J. (1997). The Changes in Sexual Functioning Questionnaire (CSFQ): 

Development, reliability, and validity. Psychopharmacology Bulletin, 33(4), 731–745. 

Derogatis Sexual Functioning Inventory DSFI Derogatis, L. R., & Melisaratos, N. (1979). The DSFI: A multidimensional measure of sexual functioning. Journal of Sex & 

Marital Therapy, 5(3), 244–281. https://doi.org/10.1080/00926237908403732 

Hurlbert Index of Sexual Desire HISD Apt, C. V., & Hurlbert, D. F. (1992). Motherhood and female sexuality beyond one year postpartum: A study of military 
wives. Journal of Sex Education and Therapy, 18(2), 104–114. https://doi.org/10.1080/01614576.1992.11074044 

Imaginal Process Inventory ISI Giambra, L. M. (1980). A factor analysis of the items of the Imaginal Processes Inventory. Journal of Clinical Psychology, 

36(2), 383–409. https://doi.org/10.1002/jclp.6120360203 

International Index of Erectile Function / Female Sexual Functioning 
Index 

IIEF/FSFI Rosen, R., Brown, C., Heiman, J., Meston, C., Shabsigh, R., Ferguson, D., & D’Agostino, R. (2000). The Female Sexual 

Function Index (FSFI): A multidimensional self-report instrument for the assessment of female sexual function. Journal of 
Sex & Marital Therapy, 26(2), 191–208. https://doi.org/10.1080/009262300278597 

Rosen, R., Riley, A., Wagner, G., Osterloh, I. H., Kirkpatrick, J., & Mishra, A. (1997). The international index of erectile 

function (IIEF): A multidimensional scale for assessment of erectile dysfunction. Urology, 49(6), 822–830. 
https://doi.org/10.1016/S0090-4295(97)00238-0 

Israeli Sexual Behaviour Inventory  ISBI Kravetz, S. (1999). The Israeli Sexual Behavior Inventory (ISBI): Scale construction and preliminary validation. Sexuality 
and Disability, 17(2), 115–128. https://doi.org/10.1023/A:1021420300693 

Multidimensional Sexuality Questionnaire MSQ Snell, W. E., Fisher, T. D., & Walters, A. S. (1993). The Multidimensional Sexuality Questionnaire: An objective self-report 
measure of psychological tendencies associated with human sexuality. Annals of Sex Research, 6, 27–55. 
https://doi.org/10.1007/BF00849744 

Multidimensional Sociosexual Orientation Inventory M-SOI Jackson, J. J., & Kirkpatrick, L. A. (2007). The structure and measurement of human mating strategies: Toward a 

multidimensional model of sociosexuality. Evolution and Human Behavior, 28(6), 382–391. 
https://doi.org/10.1016/j.evolhumbehav.2007.04.005 

Sex Drive Questionnaire SDQ Ostovich, J. M., & Sabini, J. (2004). How are sociosexuality, sex drive, and lifetime number of sexual partners related? 
Personality and Social Psychology Bulletin, 30(10), 1255–1266. https://doi.org/10.1177/0146167204264754 

Sex Knowledge and Attitudes Test Adolescents SKAT-A Lief, H. I., Fullard, W., & Devlin, S. J. (1990). A new measure of adolescent sexuality: SKAT-A. Journal of Sex Education 
and Therapy, 16(2), 79–91. https://doi.org/10.1080/01614576.1990.11074980 

Sexual Behavior Inventory SBI Díaz-Loving, R., & Rodríguez, G. G. (2008). Sociosexual orientation and sexual behavior in Mexican adults. Social and 

Personality Psychology Compass, 2(3), 1199–1217. https://doi.org/10.1111/j.1751-9004.2008.00111.x 

 

Sexual Compulsivity Scale SCS Kalichman, S. C., & Rompa, D. (1995). Sexual sensation seeking and sexual compulsivity scales: Reliability, validity, and 

predicting HIV risk behavior. Journal of Personality Assessment, 65(3), 586–601. 
https://doi.org/10.1207/s15327752jpa6503_16 

Sexual Desire Inventory SDI Spector, I. P., Carey, M. P., & Steinberg, L. (1996). The Sexual Desire Inventory: Development, factor structure, and 
evidence of reliability. Journal of Sex & Marital Therapy, 22(3), 175–190. https://doi.org/10.1080/00926239608414655 

https://doi.org/10.1080/00926237908403732
https://doi.org/10.1080/01614576.1992.11074044
https://doi.org/10.1002/jclp.6120360203
https://doi.org/10.1080/009262300278597
https://doi.org/10.1016/S0090-4295(97)00238-0
https://doi.org/10.1023/A:1021420300693
https://doi.org/10.1007/BF00849744
https://doi.org/10.1016/j.evolhumbehav.2007.04.005
https://doi.org/10.1177/0146167204264754
https://doi.org/10.1080/01614576.1990.11074980
https://doi.org/10.1111/j.1751-9004.2008.00111.x
https://doi.org/10.1207/s15327752jpa6503_16
https://doi.org/10.1080/00926239608414655
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Inventory Abbreviation Reference 

Sexuality Scale SS Snell, W. E., & Papini, D. R. (1989). The Sexuality Scale: An instrument to measure sexual‐esteem, sexual‐depression, and 
sexual‐preoccupation. Journal of Sex Research, 26(2), 256–263. https://doi.org/10.1080/00224498909551510 

Sociosexual Orientation Inventory SOI Simpson, J. A., & Gangestad, S. W. (1991). Individual differences in sociosexuality: Evidence for convergent and 

discriminant validity. Journal of Personality and Social Psychology, 60(6), 870–883. https://doi.org/10.1037//0022-
3514.60.6.870 

Sociosexual Orientation Inventory Revised SOI-R Penke, L., & Asendorpf, J. B. (2008). Beyond global sociosexual orientations: A more differentiated look at sociosexuality 

and its effects on courtship and romantic relationships. Journal of Personality and Social Psychology, 95(5), 1113–1135. 
https://doi.org/10.1037/0022-3514.95.5.1113 

Note. The inventories listed here are not analyzed in full in the present meta-analysis. Rather, we retrieved one or more items that matched our conceptualization of sex drive from these inventories and meta-analysed gender 
differences on the level of individual items.  

https://doi.org/10.1080/00224498909551510
https://doi.org/10.1037/0022-3514.60.6.870
https://doi.org/10.1037/0022-3514.60.6.870
https://doi.org/10.1037/0022-3514.95.5.1113
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Table S4 

Tests for Moderation (Indicators of Latent Sex Drive) 

Moderator  
Cognition Frequency (uncontrolled) 

 
Affect Intensity 

 
Self-Rated Sex Drive 

AHZ df p I2  AHZ df p I2  AHZ df p I2  

Outcome-level Moderators                   
Aggregation Span 

  4.05 7.26 .083 79.81 0.12 
  7.07 11.37 .022 81.97 0.20 

       
Item Content 

  21.00 49.54 < .001 85.78 0.19 
  15.76 23.05 < .001 88.92 0.15 

       
Item Context 

         21.41 14.16 < .001 81.58 0.11 
       

Type of Response Scale 
  9.63 6.44 .019 89.93 0.23 

              
Scale Range 

  12.90 55.53 < .001 90.00 0.23 
  1.42 28.19 .243 90.30 0.16 

  0.64 2.75 N/A 86.70 0.16 
Item Wording 

  12.60 5.56 .007 87.66 0.20 
  0.04 2.26 N/A 90.82 0.15 

       
Publication-level Moderators                   

Aim to Find Gender Differences in Sex Drive 
  14.71 11.62 .003 89.28 0.22 

  0.53 17.25 .478 89.68 0.19 
       

Focus on Anonymity 
  1.62 135.29 .205 89.97 0.23 

  0.38 38.01 .544 89.64 0.16 
       

Focus on Gender Differences in Sex Drive 
  6.85 25.63 .015 87.62 0.21 

  0.07 29.19 .795 89.49 0.16 
       

Focus on Gender Differences 
  2.39 108.91 .125 88.86 0.22 

  0.02 23.01 .890 89.71 0.15 
       

Gender of First Author 
  1.10 112.97 .297 89.72 0.23 

  1.23 16.39 .283 90.57 0.16 
       

Mean Author Gender 
  4.20 67.90 .044 89.80 0.23 

  1.47 15.68 .244 90.68 0.17 
  2.53 3.25 N/A 79.86 0.14 

Publication Status 
  2.68 36.44 .110 89.11 0.22 

  0.08 3.45 N/A 90.60 0.16 
       

Sexuality Journal 
  9.87 76.50 .002 89.65 0.23 

  0.32 36.19 .577 90.61 0.18 
       

Sample-level Moderators                   
Mean Age 

  0.88 33.02 .356 89.79 0.23 
  2.70 6.36 .148 89.94 0.16 

  0.00 2.47 N/A 87.67 0.20 
Percent White 

  0.18 11.91 .683 89.40 0.22 
  0.77 9.06 .402 89.25 0.27 

  0.86 2.02 N/A 78.16 0.25 
Country-Level Gender Development 

  3.60 40.58 .065 88.88 0.22 
  3.17 7.05 .118 88.73 0.21 

  0.45 2.30 N/A 79.23 0.21 
Country-Level Gender Inequality 

  0.52 18.89 .479 88.58 0.22 
  0.22 35.90 .644 89.13 0.22 

  1.54 2.05 N/A 75.75 0.21 
Percent Heterosexual 

  1.71 10.29 .220 90.65 0.21 
  2.54 4.78 .175 92.55 0.18 

  0.12 1.18 N/A 71.25 0.15 
Average Partnership Duration in Weeks 

  1.19 7.58 .308 75.39 0.18 
  0.01 1.66 N/A 84.36 0.27 

       
Percent Parents 

  0.18 5.17 .685 89.56 0.28 
  0.73 3.05 N/A 89.99 0.37 

       
Country-Level Sex Ratio 

  0.48 21.38 .494 88.72 0.22 
  0.01 8.64 .937 89.42 0.22 

  0.09 1.54 N/A 79.59 0.24 
Study Restricted to Sexually Active 

  9.97 19.41 .005 83.79 0.18 
  0.04 14.61 .841 90.43 0.19 

       
Percent Single 

  12.92 31.11 .001 88.86 0.22 
  0.00 7.74 .974 90.13 0.23 

  7.47 1.00 N/A 51.57 0.14 
Percent University Students 

  0.72 11.58 .414 85.20 0.22 
  0.66 4.44 .459 92.16 0.26 

       
Study-level Moderators                   

Anonymity Reassurance 
  2.32 90.82 .131 90.14 0.23 

  3.41 11.55 .090 89.62 0.16 
       

Participant Compensation 
  1.68 51.20 .182 89.87 0.25 

  0.90 2.85 N/A 91.36 0.38 
       

Electronic Data Collection 
  0.21 57.29 .647 90.55 0.23 

  0.36 4.13 .720 91.15 0.16 
       

Group Assessment 
  6.18 20.36 .008 90.35 0.22 

  1.47 3.39 N/A 92.21 0.16 
       

Personal Contact 
  2.66 10.96 .115 90.18 0.23 

  0.51 7.84 .619 91.51 0.16 
       

Sexuality Study 
  6.57 41.89 .014 86.18 0.19 

  0.41 5.63 .547 92.22 0.23 
       

Year of Study 
  0.18 42.54 .676 89.52 0.23 

  0.11 13.56 .747 89.07 0.16 
  0.92 4.18 .388 83.64 0.15 

Note.Tests for moderation of the indicators of latent sex drive and cognition frequency (not controlled for item content). The tests indicate the significance of the slope for continuous 

moderator or differences between subgroups for categorical moderators. Some models could not be fitted because the number of available codings was insufficient. These are left 
blank. AHZ = Hotelling-T-approximated test statistic. df = small-sample-corrected degrees of freedom. p = p-value associated with the test statistic and df in the same row. I2 = 

proportion of the variation in observed effects that is due to variation in true effects.  = estimated standard deviation of the true effects. Note that if degrees of freedom fall below 4, 
significance tests are unreliable. p-values for unreliable tests are not reported (N/A).  
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Table S5 

Regression Tables for Moderation Analyses (Indicators of Latent Sex Drive) 

 

Moderator  
Cognition Frequency (uncontrolled) 

 
Affect Intensity 

 
Self-Rated Sex Drive 

g SE k m t df p g SE k m t df p g SE k m t df p 

Outcome-level Moderators                         
Aggregation Span 

                           
    Intercept 

  0.37 0.09 30 46 3.87 4.91 .012 
  0.18 0.07 16 17 2.72 5.72 .036 

         
    Slope 

  0.01 0.00   2.01 7.26 .083 
  0.01 0.00   2.66 11.37 .022 

         
Item Content 

                           
    Extra pair partner 

  0.82 0.02 106 168 36.77 98.63 < .001 
                  

    No target 
  0.57 0.04 43 82 14.85 36.36 < .001 

  0.45 0.03 39 88 13.34 29.95 < .001 
         

    Unspecified partner 
  0.58 0.05 24 32 11.74 19.20 < .001 

  0.27 0.03 20 39 8.51 16.49 < .001 
         

    Masturbation 
           0.49 0.04 19 20 11.94 16.22 < .001 

         
    Own partner 

           0.27 0.04 13 19 6.81 10.01 < .001 
         

Item Context 
                           

    First seeing an attractive person 
           0.67 0.04 19 19 15.21 14.92 < .001 

         
    Not specified 

           0.43 0.03 47 81 12.80 31.17 < .001 
         

    Romantic situation 
           0.09 0.04 20 20 2.51 15.43 .024 

         
    While having sexual thoughts 

           0.23 0.04 20 20 6.25 15.43 < .001 
         

    While spending time with an attractive 
person            0.50 0.04 20 20 13.46 15.43 < .001 

         
Type of Response Scale 

                           
    No 

  0.74 0.02 157 268 36.61 149.2
2 

< .001 
                  

    Yes 
  0.43 0.10 8 14 4.23 6.03 .005 

                  
Scale Range 

                           
    Intercept 

  0.46 0.08 155 265 5.52 41.91 < .001 
  0.52 0.12 49 165 4.36 20.88 < .001 

  1.05 0.45 7 7 2.34 2.60 N/A 
    Slope 

  0.04 0.01   3.59 55.53 < .001 
  -0.02 0.02   -1.19 28.19 .243 

  -0.07 0.08   -0.80 2.75 N/A 
Item Wording 

                           
    Daydreams 

  0.39 0.12 6 10 3.11 4.00 .036 
                  

    Fantasies 
  0.81 0.02 120 189 35.24 111.3

7 
< .001 

                  
    Other 

  0.37 0.24 4 5 1.55 1.98 N/A 
  0.39 0.09 4 5 4.44 2.14 N/A 

         
    Thoughts 

  0.57 0.03 46 74 20.89 39.17 < .001 
                  

    Desire 
           0.40 0.03 48 156 15.27 40.42 < .001 

         
Publication-level Moderators                         

Aim to Find Gender Differences in Sex Drive 
                           

    No 
  0.76 0.02 127 215 33.40 120.9

6 
< .001 

  0.39 0.03 35 124 12.06 31.34 < .001 
         

    Yes 
  0.50 0.06 11 28 8.09 9.75 < .001 

  0.43 0.04 11 33 9.93 9.63 < .001 
         

Focus on Anonymity 
                           

    No 
  0.76 0.03 74 136 26.37 70.99 < .001 

  0.42 0.04 26 80 11.13 22.31 < .001 
         

    Yes 
  0.71 0.03 70 118 21.27 65.60 < .001 

  0.39 0.04 20 77 10.84 17.36 < .001 
         

Focus on Gender Differences in Sex Drive 
                           

    No 
  0.76 0.02 118 201 32.50 111.7

4 
< .001 

  0.41 0.04 31 110 11.36 26.63 < .001 
         

    Yes 
  0.60 0.06 20 42 10.72 18.24 < .001 

  0.40 0.04 15 47 10.84 13.14 < .001 
         

Focus on Gender Differences 
                           

    No 
  0.78 0.04 55 93 21.07 51.79 < .001 

  0.40 0.06 15 45 7.31 12.36 < .001 
         

    Yes 
  0.71 0.03 83 150 25.92 78.77 < .001 

  0.41 0.03 31 112 13.77 26.90 < .001 
         

Gender of First Author 
                           

    Female 
  0.71 0.03 57 102 22.08 54.00 < .001 

  0.41 0.03 39 122 12.53 33.86 < .001 
         

    Male 
  0.75 0.03 100 173 27.91 95.14 < .001 

  0.36 0.03 11 44 11.51 9.13 < .001 
         

Mean Author Gender 
                           

    Intercept 
  0.66 0.04 157 275 18.33 51.38 < .001 

  0.43 0.04 50 166 11.00 25.32 < .001 
  0.82 0.16 7 7 5.18 2.21 N/A 

    Slope 
  0.11 0.06   2.05 67.90 .044 

  -0.09 0.07   -1.21 15.68 .244 
  -0.27 0.17   -1.59 3.25 N/A 

Publication Status 
                           

    Published 
  0.75 0.02 133 222 33.24 126.9

5 
< .001 

  0.40 0.03 45 151 15.32 39.56 < .001 
         

    Unpublished 
  0.66 0.05 28 60 14.57 25.58 < .001 

  0.37 0.12 5 15 2.94 2.95 N/A 
         

Sexuality Journal 
                           

    No 
  0.77 0.02 117 196 30.82 111.5

4 
< .001 

  0.38 0.03 32 84 11.02 27.55 < .001 
         

    Yes 
  0.64 0.03 44 86 20.63 41.50 < .001 

  0.41 0.04 18 82 10.25 16.19 < .001 
         

Sample-level Moderators                         
Mean Age 

                           
    Intercept 

  0.83 0.09 137 234 9.22 48.29 < .001 
  0.24 0.10 48 164 2.35 10.10 .041 

  0.64 0.50 6 6 1.30 1.80 N/A 
    Slope 

  -0.00 0.00   -0.94 33.02 .356 
  0.01 0.00   1.64 6.36 .148 

  -0.00 0.02   -0.03 2.47 N/A 
Percent White 

                           
    Intercept 

  0.84 0.13 47 79 6.43 9.92 < .001 
  0.29 0.11 27 98 2.56 6.26 .041 

  0.51 0.18 6 6 2.77 1.76 N/A 
    Slope 

  -0.00 0.00   -0.42 11.91 .683 
  0.00 0.00   0.88 9.06 .402 

  0.00 0.00   0.92 2.02 N/A 
Country-Level Gender Development 

                           
    Intercept 

  -2.39 1.66 143 253 -1.44 39.93 .157 
  3.52 1.76 48 159 2.00 7.01 .085 

  36.92 53.99 6 6 0.68 2.31 N/A 
    Slope 

  3.19 1.68   1.90 40.58 .065 
  -3.16 1.78   -1.78 7.05 .118 

  -36.52 54.52   -0.67 2.30 N/A 
Country-Level Gender Inequality 

                           
    Intercept 

  0.70 0.07 146 256 10.48 32.25 < .001 
  0.43 0.08 48 159 5.05 27.57 < .001 

  1.04 0.25 6 6 4.15 1.24 N/A 
    Slope 

  0.25 0.35   0.72 18.89 .479 
  -0.19 0.41   -0.47 35.90 .644 

  -1.60 1.29   -1.24 2.05 N/A 
Percent Heterosexual 
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Moderator  
Cognition Frequency (uncontrolled) 

 
Affect Intensity 

 
Self-Rated Sex Drive 

g SE k m t df p g SE k m t df p g SE k m t df p 
    Intercept 

  0.48 0.17 81 150 2.86 9.18 .018 
  0.19 0.13 35 129 1.44 4.21 .219 

  0.83 0.27 4 4 3.09 1.00 N/A 
    Slope 

  0.00 0.00   1.31 10.29 .220 
  0.00 0.00   1.59 4.78 .175 

  -0.00 0.00   -0.35 1.18 N/A 
Average Partnership Duration in Weeks 

                           
    Intercept 

  0.76 0.06 31 46 12.50 19.13 < .001 
  0.35 0.06 23 57 6.09 18.30 < .001 

         
    Slope 

  -0.00 0.00   -1.09 7.58 .308 
  0.00 0.00   0.08 1.66 N/A 

         
Percent Parents 

                           
    Intercept 

  0.80 0.12 21 37 6.49 13.45 < .001 
  0.30 0.26 7 34 1.17 3.14 N/A 

         
    Slope 

  -0.00 0.00   -0.43 5.17 .685 
  0.00 0.00   0.85 3.05 N/A 

         
Country-Level Sex Ratio 

                           
    Intercept 

  0.10 0.92 146 256 0.11 21.06 .915 
  0.55 1.89 48 159 0.29 8.52 .779 

  2.36 5.66 6 6 0.42 1.49 N/A 
    Slope 

  0.01 0.01   0.70 21.38 .494 
  -0.00 0.02   -0.08 8.64 .937 

  -0.02 0.06   -0.29 1.54 N/A 
Study Restricted to Sexually Active 

                           
    No 

  0.78 0.02 97 172 32.40 89.47 < .001 
  0.40 0.04 29 94 11.41 25.83 < .001 

         
    Yes 

  0.59 0.06 16 29 10.23 14.16 < .001 
  0.39 0.06 10 36 6.59 8.25 < .001 

         
Percent Single 

                           
    Intercept 

  0.61 0.04 88 158 17.24 40.77 < .001 
  0.36 0.04 39 130 9.43 27.16 < .001 

  0.83 0.13 3 3 6.16 1.00 N/A 
    Slope 

  0.00 0.00   3.59 31.11 .001 
  0.00 0.00   0.03 7.74 .974 

  -0.01 0.00   -2.73 1.00 N/A 
Percent University Students 

                           
    Intercept 

  0.70 0.10 80 132 7.05 8.84 < .001 
  0.30 0.09 20 75 3.49 2.87 N/A 

         
    Slope 

  0.00 0.00   0.85 11.58 .414 
  0.00 0.00   0.81 4.44 .459 

         
Study-level Moderators                         

Anonymity Reassurance 
                           

    No 
  0.76 0.03 92 164 28.82 88.65 < .001 

  0.42 0.03 36 116 12.73 31.20 < .001 
         

    Yes 
  0.69 0.04 49 86 17.20 45.39 < .001 

  0.35 0.03 9 35 13.47 7.19 < .001 
         

Participant Compensation 
                           

    Coursecredit 
  0.80 0.05 29 53 15.68 27.46 < .001 

  0.43 0.04 4 14 11.20 2.91 N/A 
         

    Material 
  0.66 0.05 35 64 13.13 32.95 < .001 

  0.35 0.05 18 58 7.20 16.83 < .001 
         

    Mixed 
  0.77 0.04 18 29 19.79 16.61 < .001 

  0.30 0.06 7 29 5.51 5.93 .002 
         

    None 
  0.79 0.06 18 35 12.92 16.36 < .001 

  0.46 0.13 2 18 3.44 1.00 N/A 
         

Electronic Data Collection 
                           

    No 
  0.71 0.05 36 53 14.06 33.40 < .001 

  0.43 0.05 10 39 8.37 8.24 < .001 
         

    Yes 
  0.73 0.03 96 181 29.21 91.98 < .001 

  0.39 0.03 33 103 12.86 28.82 < .001 
         

    Mixed 
           0.49 0.14 3 15 3.61 1.69 N/A 

         
Group Assessment 

                           
    Mixed 

  0.52 0.06 10 13 8.78 8.66 < .001 
  0.35 0.03 4 26 11.70 2.65 N/A 

         
    No 

  0.74 0.02 103 180 30.09 97.61 < .001 
  0.40 0.03 36 112 12.85 31.30 < .001 

         
    Yes 

  0.79 0.07 19 30 11.39 17.45 < .001 
                  

Personal Contact 
                           

    Mixed 
  0.62 0.05 5 8 13.17 3.84 N/A 

  0.39 0.04 4 26 8.97 2.69 N/A 
         

    No 
  0.73 0.03 84 151 27.45 80.36 < .001 

  0.43 0.04 24 83 11.96 21.29 < .001 
         

    Yes 
  0.75 0.04 57 97 19.63 53.81 < .001 

  0.37 0.04 18 53 8.42 15.09 < .001 
         

Sexuality Study 
                           

    No 
  0.80 0.04 25 42 18.31 21.98 < .001 

  0.35 0.10 5 25 3.52 3.94 N/A 
         

    Yes 
  0.65 0.03 44 87 18.69 40.93 < .001 

  0.42 0.04 25 68 10.69 22.82 < .001 
         

Year of Study 
                           

    Intercept 
  -4.29 11.95 152 266 -0.36 42.48 .722 

  5.29 14.82 49 160 0.36 13.53 .727 
  -39.65 41.85 7 7 -0.95 4.18 .395 

    Slope 
  0.00 0.01   0.42 42.54 .676 

  -0.00 0.01   -0.33 13.56 .747 
  0.02 0.02   0.96 4.18 .388 

Note. Meta-regression tables for moderation of the indicators of latent sex drive and cognition frequency (not controlled for item content). For categorical moderators, point estimates for subgroups 
and corresponding significance tests are presented. For continuous moderators, values are presented for the intercept and slope. Some models could not be fitted because the number of available 
codings was insufficient. These are left blank. g = Hedges' g effect size (positive favors males). SE = Standard Error for Hedges' g effect size. k = number of studies per subgroup. m = number of 
effect sizes per subgroup. t-value from t-test testing the parameter against zero. df = small-sample-corrected degrees of freedom. p = p-value associated with the t-value and df in the same row. Note 
that if degrees of freedom fall below 4, significance tests are unreliable. p-values for unreliable tests are not reported (N/A).  
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Table S6 

Moderator Overview for Secondary Indicators 

 

Moderator  
Total 

 
Affect Intensity 

 
Self-Rated Sex Drive 

m Compl. m Compl. Distribution m Compl. Distribution 

Outcome-level 
Moderators            

Item Content  524 61%  166 100% masturbation (m = 20), no target (m = 
88), own partner (m = 19), 
unspecified partner (m = 39) 

 0 0% NA (m = 7) 

Item Context  605 71%  166 100% being attracted to someone wrong to 
pursue (m = 3), during sex (m = 1), 
first seeing an attractive person (m = 
19), not specified (m = 81), prior to 
sex (m = 1), romantic situation (m = 
20), seeing an attractive person (m = 
1), while having sexual thoughts (m = 
20), while spending time with an 
attractive person (m = 20) 

 0 0% NA (m = 7) 

Type of Response Scale  856 100%  166 100% no (m = 166)  7 100% no (m = 7) 

Scale Range  691 81%  165 99% Q = [4.00, 7.00, 8.00, 8.00, 9.00], M 
= 7.19, SD = 1.50  7 100% Q = [4.00, 5.00, 6.00, 7.00, 8.00], M 

= 6.00, SD = 1.63 

Item Wording  605 71%  166 100% appetite (m = 2), desire (m = 156), 
libido (m = 1), motivation (m = 2), 
other (m = 5) 

 0 0% NA (m = 7) 

Aggregation Span  185 22%  17 10% Q = [1.00, 1.00, 28.00, 28.00, 28.00], 
M = 15.65, SD = 13.58  0 0% Q = [NA, NA, NA, NA, NA], M = NaN, 

SD = NA 

Publication-level 
Moderators            

Aim to Find Gender 
Differences in Sex Drive  745 87%  157 95% no (m = 124), yes (m = 33), NA (m = 

9)  6 86% no (m = 1), yes (m = 5), NA (m = 1) 

Focus on Gender 
Differences in Sex Drive  746 87%  157 95% no (m = 110), yes (m = 47), NA (m = 

9)  7 100% no (m = 1), yes (m = 6) 

Focus on Gender 
Differences  746 87%  157 95% no (m = 45), yes (m = 112), NA (m = 

9)  7 100% yes (m = 7) 

Gender of First Author  843 98%  166 100% female (m = 122), male (m = 44)  7 100% female (m = 4), male (m = 3) 

Publication Status  856 100%  166 100% published (m = 151), unpublished (m 
= 15)  7 100% published (m = 6), unpublished (m = 

1) 

Sexuality Journal  856 100%  166 100% No (m = 84), Yes (m = 82)  7 100% No (m = 5), Yes (m = 2) 

Focus on Anonymity  776 91%  157 95% no (m = 80), yes (m = 77), NA (m = 
9)  7 100% no (m = 4), yes (m = 3) 

Mean Author Gender  843 98%  166 100% Q = [0.00, 0.00, 0.25, 0.50, 1.00], M 
= 0.35, SD = 0.32  7 100% Q = [0.00, 0.38, 0.50, 1.00, 1.00], M 

= 0.61, SD = 0.40 

Sample-level 
Moderators            

Mean Age  735 86%  165 99% Q = [18.04, 24.21, 27.57, 31.70, 
74.59], M = 28.51, SD = 7.22  6 86% Q = [18.60, 24.44, 32.02, 35.90, 

39.56], M = 30.22, SD = 8.29 

Percent White  302 35%  98 59% Q = [0.00, 65.83, 84.75, 91.00, 
98.00], M = 74.00, SD = 24.18  6 86% Q = [42.00, 63.90, 73.30, 88.25, 

98.00], M = 73.43, SD = 20.47 

Country-Level Gender 
Inequality  790 92%  159 96% Q = [0.08, 0.12, 0.22, 0.25, 0.31], M 

= 0.18, SD = 0.07  6 86% Q = [0.11, 0.16, 0.25, 0.26, 0.26], M 
= 0.21, SD = 0.07 

Country-Level Gender 
Development  790 92%  159 96% Q = [0.96, 0.99, 0.99, 1.00, 1.03], M 

= 0.99, SD = 0.01  6 86% Q = [0.99, 0.99, 0.99, 0.99, 1.00], M 
= 0.99, SD = 0.00 

Percent Heterosexual  487 57%  129 78% Q = [0.00, 76.30, 90.00, 100.00, 
100.00], M = 84.04, SD = 18.53  4 57% Q = [0.00, 72.20, 98.14, 100.00, 

100.00], M = 74.07, SD = 49.41 

Percent Single  517 60%  130 78% Q = [0.00, 0.00, 0.00, 35.10, 95.00], 
M = 16.28, SD = 22.42  3 43% Q = [0.00, 0.00, 0.00, 14.50, 29.00], 

M = 9.67, SD = 16.74 

Percent University 
Students  398 46%  75 45% Q = [0.00, 54.80, 91.53, 100.00, 

100.00], M = 75.17, SD = 30.67  2 29% Q = [100.00, 100.00, 100.00, 100.00, 
100.00], M = 100.00, SD = 0.00 

Average Partnership 
Duration in Weeks  179 21%  57 34% Q = [1.80, 14.00, 53.40, 109.20, 

554.40], M = 74.15, SD = 87.93  2 29% Q = [109.20, 121.50, 133.80, 146.10, 
158.40], M = 133.80, SD = 34.79 
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Moderator  
Total 

 
Affect Intensity 

 
Self-Rated Sex Drive 

m Compl. m Compl. Distribution m Compl. Distribution 

Percent Parents  134 16%  34 20% Q = [17.30, 30.75, 64.00, 100.00, 
100.00], M = 64.32, SD = 32.15  1 14% Q = [64.00, 64.00, 64.00, 64.00, 

64.00], M = 64.00, SD = NA 

Study Restricted to 
Sexually Active  629 73%  130 78% no (m = 94), yes (m = 36), NA (m = 

36)  6 86% no (m = 6), NA (m = 1) 

Country-Level Sex Ratio  790 92%  159 96% Q = [93.92, 100.88, 101.03, 101.23, 
104.69], M = 100.90, SD = 2.19  6 86% Q = [95.65, 100.10, 100.88, 100.99, 

101.03], M = 99.88, SD = 2.12 

Study-level Moderators            

Anonymity Reassurance  761 89%  151 91% no (m = 116), yes (m = 35), NA (m = 
15)  7 100% no (m = 7) 

Participant Compensation  545 64%  119 72% coursecredit (m = 14), material (m = 
58), mixed (m = 29), none (m = 18), 
NA (m = 47) 

 5 71% coursecredit (m = 1), material (m = 
2), none (m = 2), NA (m = 2) 

Sexuality Study  428 50%  93 56% no (m = 25), yes (m = 68), NA (m = 
73)  2 29% no (m = 1), yes (m = 1), NA (m = 5) 

Year of Study  813 95%  160 96% Q = [1998.00, 2008.00, 2011.00, 
2013.00, 2016.00], M = 2010.56, SD 
= 3.10 

 7 100% Q = [2004.00, 2004.50, 2011.00, 
2011.50, 2014.00], M = 2008.71, SD 
= 4.23 

Face-to-Face Interview  807 94%  163 98% no (m = 161), yes (m = 2), NA (m = 
3)  7 100% no (m = 7) 

Electronic Data Collection  745 87%  157 95% mixed (m = 15), no (m = 39), yes (m 
= 103), NA (m = 9)  5 71% no (m = 1), yes (m = 4), NA (m = 2) 

Group Assessment  695 81%  141 85% mixed (m = 26), no (m = 112), yes (m 
= 3), NA (m = 25)  4 57% no (m = 4), NA (m = 3) 

Personal Contact  788 92%  162 98% mixed (m = 26), no (m = 83), yes (m 
= 53), NA (m = 4)  5 71% no (m = 3), yes (m = 2), NA (m = 2) 

Note. m: Absolute number of effect sizes for which the corresponding characteristic could be coded. Compl.: Percentage of effect sizes for which the corresponding 
characteristic could be coded. Distribution: Information about the distribution of the coded characteristics. For categorical characteristics, the number of effect sizes per 
subgroup is reported. For continuous characteristics, Q are quartiles (minimum, 25% quartile, median, 75% quartile, maximum), M is the mean, and SD is the standard 
deviation. Note that summaries for continous moderators are computed on the effect size level for this table. In the results section, some of this information was presented 
on the level of individual participants (i.e. as summaries weighted by sample size). Some values may therefore differ. 
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Table S7 

Interrater Reliability  

Moderator Reliability Statistic No. of 
Categories Type of Moderator NA Match NA 

Missmatch 

Gender of First Author 0.86 Cohen's  3    

Focus on Gender Differences 0.79 Cohen's  3    

Focus on Gender Differences in Sex Drive 0.79 Cohen's  3    

Aim to Find Gender Differences in Sex Drive 0.57 Cohen's  3    

Face-to-Face Interview 0.93 Cohen's  3    

Personal Contact 1.00 Cohen's  3    

Group Assessment 0.93 Cohen's  3    

Electronic Data Collection 1.00 Cohen's  3    

Focus on Anonymity 1.00 Cohen's  3    

Anonymity Reassurance 1.00 Cohen's  3    

Participant Compensation 0.94 Cohen's  4    

Sexuality Study 0.79 Cohen's  3    

Study Restricted to Sexually Active 0.71 Cohen's  3    

Journal (open) 1.00 Percent Agreement  Unknown no. of categories   

Nation (open) 0.90 Percent Agreement  Unknown no. of categories   

Mean Author Gender 0.94 Pearson Correlation  Numeric moderator 0 0 

Percent University Students 0.71 Pearson Correlation  Numeric moderator 4 9 

Percent Single 0.94 Pearson Correlation  Numeric moderator 1 10 

Average Partnership Duration in Weeks 1.00 Pearson Correlation  Numeric moderator 1 17 

Percent Parents  Pearson Correlation  Numeric moderator 4 16 

Percent White 1.00 Pearson Correlation  Numeric moderator 0 14 

Percent Heterosexual 1.00 Pearson Correlation  Numeric moderator 0 7 

Mean Age 1.00 Pearson Correlation  Numeric moderator 4 11 

Year the Study was Published 0.99 Pearson Correlation  Numeric moderator 0 0 

Year the Study was Conducted 1.00 Pearson Correlation  Numeric moderator 2 16 

Year the Study was Submitted 1.00 Pearson Correlation  Numeric moderator 1 11 

Note. Interrater reliability for study and publication level moderators. The results in this table were derived from 21 studies that were coded by two coders. 
Some moderators reported in the main manuscript were derived from other raw codings and hence do not appear in this table. The codings 'Publication 
Status' and 'Sexuality Journal' were derived from 'Journal (open)'. The codings 'Country-Level Gender Inequality', Country-Level Gender Development', 
and 'Country-Level Sex Ratio' were derived from 'Nation'. The coding 'Year' was derived from 'Year the study was conducted', 'Year the study was 
published', and 'Year the study was submitted'. We report different reliability indicators for different moderators. For categorical codings, we report Cohen's 

 along with the number of possible categories. For categorical codings with an unknown number of categories, we report percent agreement. For 
numerical codings, we report Pearson's correlation coefficient along with the number of cases were coders agreed that the information was missing (NA 
Match) and the number of cases where only one coder found information (NA Missmatch). For categorical codings, 'information missing' was treated as a 
normal category. 
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Figure S1 

Distribution of Effect Sizes 

 

Note. The red curve denotes the fitted normal density curve for the unweighted effect sizes. 
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Figure S2 

Results for Leave-One-Out Analyses 

 

Note. This figure illustrates results from a leave-one-out analysis to detect outliers for the sex drive manifestations 

and latent sex drive indicators and the bias indicators. The left pane depicts changes in Hedges’ g summary effects 

when effect sizes are removed iteratively. The right pane depicts changes in the standard error of Hedges’ g. CF = 

Cognition Frequency; AF = Affect Frequency; BF = Behavior Frequency; AI = Affect Intensity; SRSD = Self-Rated 

Sex Drive; TSP = Total Sexual Partners; TSPY = Total Sexual Partners in Last Year; ONS = Total One-night Stands; 

SIF = Sexual Intercourse Frequency. Crossed out effect sizes were removed from all subsequent analyses. 

  



GENDER DIFFERENCES IN SEX DRIVE                                                                         68 

 

 

 

Figure S3 

Funnel Plots for Indicators of Latent Sex Drive 

 

Note. The solid vertical lines represent the within-subgroup summary effects. The dotted lines denote the area in 

which 95% of effect sizes are expected to fall in the absence of heterogeneity. x-axis: Hedges’ g effect sizes, positive 

values indicate larger values in men. y-axis: Standard error of effect sizes. Leave-one-out analyses identified one outlier 

in the left plot at g < -0.5 and Standard Error < 0.167. This effect was removed for all other analyses. Summary effects 

displayed in the figure were computed after removing the outlier. 
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Figure S4 

Funnel Plots for Bias Indicators 

 

Note. The solid vertical lines represent the within-subgroup summary effects. The dotted lines denote the area in 

which 95% of effect sizes are expected to fall in the absence of heterogeneity. x-axis: Hedges’ g effect sizes, positive 

values indicate larger values in men. y-axis: Standard error of effect sizes. Leave-one-out analyses identified one outlier 

in the upper left plot at g > 0.5 and Standard Error > 0.249. This effect was removed for all other analyses. Summary 

effects displayed in the figure were computed after removing the outlier. 
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Figure S5 

Distribution Overlap for Adjusted and Unadjusted Gender Difference in Sex Drive 

  

Note. This figure displays the overlap of the density distributions for female (green) and male sex drive (red) under 

normality assumptions. The gender difference displayed in the left panel (A) is g = 0.69, which is the unadjusted global 

summary effect for sex drive manifestation indicators (i.e., averaged across cognition, affect, and behavior frequency). 

The gender difference displayed in the right panel (B) is g = 0.56, which is the global summary effect for sex drive 

manifestation indicators (g = 0.69) adjusted for response bias tendencies, that is, the global summary effect for bias 

indicators (indicating potentially biased responding; g = 0.13).  

 
 



GENERAL DISCUSSION                                                                                                                          18 

General Discussion 

Part I of the dissertation project highlighted challenges to meta-analytic research in social 

psychology and personality research. Paper 1 attempted to find summary evidence for the 

effectiveness of self-control training, but the summary effect was small, likely inflated by 

publication bias, and could not be attributed beyond doubt to a theoretical mechanism. Paper 2 

reported on a simulation study that showed how multiple sources of bias (publication bias, p-

hacking) can interact with contextual factors and each other to create significant meta-analytic 

evidence from very small or even zero true effects. Together, the findings of these two papers 

generated the guiding question of this dissertation project: How can meta-scientific work 

advance social-psychological and personality theory despite an unknowable risk of bias in the 

literature? Part II of the dissertation project is an attempt at an answer. Both papers of part II 

make use of one key idea: Re-using existing raw research data to test novel theoretical ideas in a 

meta-analysis. As it turns out, this idea helps towards both goals of the dissertation project, that 

is, building theoretical coherence and reducing risk-of-bias. In the subsequent discussion, I will 

focus on how and why such secondary data analyses can reduce bias and increase theoretical 

coherence, but first, I will discuss the idea in more detail. 

Key Idea: Secondary Data Analyses to Test Novel Research Questions 

 Many research studies in psychology do not only measure the primary variables relevant 

to the hypotheses, but also additional, secondary variables. In paper 1 of part II, experiments on 

nostalgia inductions also routinely included measurements of the Big Five personality traits. In 

paper 2 of part II, studies recorded participant gender without exception. My coauthors and I 

correlated these secondary measurements with other measurements that were more focal. More 

specifically, we correlated trait neuroticism with the effect of the nostalgia induction in paper 1 
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of part II, and we correlated gender with sex drive in paper 2 of part II. These two secondary 

measures, gender and personality, are probably prime examples for general variables that are 

routinely measured in psychological studies. It will always be informative to know how they 

relate to other focal variables in a research field. This is, of course, why they are routinely 

measured. With a meta-analytic perspective, we can examine these correlations across multiple 

studies, not just within one primary study. Consider this: Since gender and personality are 

routinely measured, there is sufficient data out there to examine how they relate to almost every 

other psychological construct. If we imagine a grand correlation table of key psychological 

constructs, be they personality traits, experimental effects, longitudinal trajectories, or even life 

outcomes, we will soon realize that there are many blank spots. Some of these spots are blank 

because there simply is no data. However, I argue that for many correlations, there is sufficient 

data in the world to get good estimates. It seems just a matter of going back, retrieving the raw 

data from the original authors, and aggregating them.  

The Role of Theory in Secondary Data Analyses 

 In the way I have described my perspective on secondary data analyses in the previous 

paragraph, it may seem purely as an exercise in data acquisition and organization: Construct a 

correlation table of psychological variables and find existing data to fill the spots. I think that this 

is a valid perspective. In my view, there is value in the work of just organizing and structuring 

the data, even when leaving theoretical work for later. However, doing this work does become 

more interesting and stimulating if theory is involved. In the two papers of the dissertation 

project that made use of secondary data analysis, theory played different roles. In paper 1 of part 

II, the meta-analysis of the nostalgia-neuroticism interaction, our hypothesis was derived from 

theory. In essence, we wanted to know if nostalgia is good for everyone. Given that nostalgia, 
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due to its bittersweetness, also entails negative emotions, people high in neuroticism may be 

more susceptible to the “bitterness”, and hence benefit less. That made neuroticism a plausible 

candidate to moderate the nostalgia main effect. In paper 2 of part II, we correlated sex drive 

with gender. Sex drive is a widely used concept, but there was no consensus in the literature on 

its definition or even a theoretical basis for a definition. Hence, we needed to do some theoretical 

work ourselves in order to make the secondary data analysis possible in the first place. This 

theoretical work along with secondary data analysis proved a perfect fit, because we could select 

precisely the kinds of data that matched our theoretical definition. As a result, we were able to do 

a meta-analysis (with all typical advantages resulting from the large data base, including precise 

estimates, high generalizability, and consideration of contextual factors), while also achieving 

high theoretical coherence. As pointed out in the introduction, this typically a challenge for meta-

analytic work.  

How Secondary Data Analyses Can Reduce Risk of Bias 

 In the previous paragraph, I pointed out how secondary data analyses can increase 

theoretical coherence, addressing the first part of the guiding question of the dissertation project. 

The second part concerns the reduction of risk-of-bias in meta-scientific work. My colleagues 

and I found that secondary data analyses based on raw data can indeed reduce risk-of-bias. I will 

first discuss the most pressing concern: publication bias. Typically, there is “publication 

pressure” on quite specific parts of a statistical analysis. More often than not, this is the p-value 

for the null hypothesis significance test (NHST) testing the main hypothesis. With secondary 

data analysis as I define it, the meta-analyst aggregates correlations that were usually not focal in 

the original study. For example, in paper 2 of part II most studies were not concerned with sex 

drive directly, but rather relationship dynamics in romantic dyads, the role of testosterone in 
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sexuality, evolutionary strategies, or something else entirely. Thus, whether or not gender and 

sex drive were correlated likely had no bearing on whether or not the study would be published. 

Thus, with regard to our goal, there was no reason to expect any direct publication bias at all. To 

be sure, there was publication bias on other values in the manuscripts. I do not mean to argue that 

the data base was entirely unbiased and representative. Yet, I would expect these distorting 

influences that are unrelated to the focal question to cancel out with regard to the correlation we 

were interested in. This was quite a revelation, to have a large data base and no pressing reason 

to question its validity. In many ways, the biasing processes for publication bias and p-hacking, 

the second important class of bias we considered in paper 2 of part I, are quite similar. 

Publication bias is goal directed selection of studies and manuscript, while p-hacking often 

involves goal directed selection of data points, variables, data preprocessing steps, or analytical 

approaches. Consequently, the same advantages of the secondary data analysis approach apply. 

Again, for the example of paper 2 of part II, the original researchers were not interested in the 

correlation between sex drive and gender, and thus likely did not (consciously or unconsciously) 

manipulate their analyses to minimize or maximize this correlation. Beyond publication bias and 

p-hacking, there were also some other bias-reducing advantages of the secondary data analysis 

approach. For one, having access to the raw data makes it possible to run meta-analytic 

psychometric analyses. In paper 1 of part II, we examined the data for range restriction and 

unreliability. In paper 2 of part II, we were able to conduct a meta-analytic test of convergent 

validity for the measures we included.   

In summary, we found that secondary data analysis can yield meta-analytic analyses that 

have high theoretical coherence and low risk of bias. In the next section of the discussion, I 
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would like to broaden the scope and attempt to situate the approach of secondary data analysis as 

described above in the grander scheme of psychological research methodology.  

Integration versus Innovation in Psychological Research 

 When I was first introduced to psychological research, my impression was that the field 

proceeds in a somewhat linear, cumulative fashion. There are solid foundations, and new 

research constitutes more and more intricate additions that extend and ornament what is already 

there. Today, I sometimes feel like everyone is just tossing new rocks on a huge pile of rubble. 

The new stuff buries the old stuff and walking up the pile is unsafe and strenuous, leaving one 

wishing for stairs. Of course, this is an outrageous oversimplification and overgeneralization, and 

does not do justice to the many subfields that do solid, cumulative work. But I do think that the 

underlying question of how the field prioritizes innovation versus integration is valid and 

important. To quickly define the terms, I would draw on a view of psychological science in terms 

of a graph model (Koller & Friedman, 2009), where psychological variables and theories are 

nodes and connections between theories and variables are edges (see Figure 1). I would consider 

innovation to mean adding nodes to the model. Conversely, integration is A) adding edges, that 

is, (empirical or theoretical) connections between the nodes to the model, or B) reshaping nodes 

so that connections can even be made in the first place. This is what my colleagues and I aimed 

for in part II of the dissertation project. In paper 2 of part II, we connected gender and sex drive. 

In order to do that, we had to develop a new theory of sex drive because there was no agreement 

in the literature (thus reshaping the ‘sex drive’ node; we obviously did not invent the concept). 

The theory added further connections, tying sex drive to personality theory (Fleeson & 

Jayawickreme, 2015; McCrae & Costa, 2003) and foundational psychological concepts like 

cognition, emotion, and behavior. In the competitive space that is the academic job market, 
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innovation is highly prized and is essentially a requirement for career advancement. Researchers 

need their own theories, and as the saying goes, theories are like toothbrushes—no self-

respecting person wants to use anyone else’s (Mischel, 2008). In this way, the psyche is carved 

up into ever smaller bits that generate a research niche, and research proceeds in parallel lines, 

carefully avoiding to trespass someone else`s territory. This is understandable, but unsatisfying. 

Integration and cooperation are needed if the field is to make progress. Working on integration 

also does not mean foregoing theory. On the contrary, theoretical work is often required to 

enable new connections (i.e., theories and variables need to be made ‘connectable’). New 

connections themselves can be of theoretical nature, and new empirical connections can be 

inspired by theory. I would appreciate to see more emphasis on such integrative work in the 

future.  

 

Figure 1 

A Graph-based Model of Psychological Science 
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Note: Circles (nodes) represent psychological theories or variables. Lines between the circles 

(edges) represent connections between variables or theories.  

To Reduce Risk-of-Bias, What About Open Science? 

 I have defined the reduction of risk-of-bias, especially publication bias, as one of the 

main goals of the dissertation project. Of course, this has been a key focus of the wider open 

science movement to solve what has often been coined a replication crisis or credibility crisis in 

psychological science (Nelson et al., 2018). So why have I thus far given little attention to the 

innovations developed by the open science movement, such as preregistration, open data and 

materials, registered reports, etc. (Munafò et al., 2017; Nosek et al., 2015, 2018; Nosek & 

Lakens, 2014). Mainly, because these measures are prospective: they increase the credibility of 

future research. My objective was to increase the credibility of summary research that aggregates 

previous work. In other words, I wanted to salvage what was there already. That is not meant to 

say that they are not important or beneficial for meta-analytic work. First, the principles also 

improve the quality of meta-analytic work directly. All papers included in this dissertation 

project have been preregistered (except for the simulation study, paper 2 of part I) and data for 

all projects is publicly available on the open science framework. Second, I suspect that the 

discussion around open science has made original authors more open to sharing their data than 

they would have been otherwise. Third, some (but not many) of the raw datasets we collected to 

conduct secondary data analyses were already publicly available, which simplified discovery and 

access. This leads me to the next point I would like to discuss, which is how new technological 

developments may make secondary data analyses more feasible in the future.  
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How Technological Advancements May Enable More Secondary Data Analyses 

 Secondary data analyses as described here involve considerable effort on the part of the 

analyst. Relevant data need to be identified, acquired, validated, preprocessed, and finally jointly 

analyzed. In this section, I will briefly reflect on ideas from statistics and computer science that 

may facilitate such analyses in the future.  

 Starting with the statistical aspect, it is worth noting that the statistical models we used 

were strictly rooted in the traditional meta-analysis perspective (e.g., Borenstein et al., 2009). 

That is, we computed effect sizes for the original outcomes and modelled these in meta-analytic 

models that are essentially multi-level models with a hidden level (i.e., the level of raw data is 

assumed by the model). This conventional way of doing meta-analysis has some advantages. For 

one, casting studies or outcomes into effect sizes is quite descriptive and allows for some useful 

visualizations, such as funnel plots (Sterne & Egger, 2005). It can also be easier to ask original 

authors for effect sizes rather than a full data set. However, using effect sizes entails a loss of 

data when they are computed from raw data. Instead, summary estimates will be more precise 

when the raw data from multiple studies are modelled directly in a multi-level model (Riley et 

al., 2010). Going forward, this should become standard practice for meta-analyses, since there is 

little reason not to do it. In many ways, the effect size-based way is a workaround stemming 

from times when sharing data was cumbersome, which is now much easier with the internet and 

open repositories.  

 Accessing and reanalyzing existing data is indeed much easier than it probably was 20 

years ago, but, as I learned, still quite effortful. Datasets shared by the original authors are often 

sparsely documented, leading to a back-and-forth on what certain variables mean. Sometimes the 

data are incomplete or even faulty. We discovered quite a few errors in the original data files. 
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For example, in one case an author misinterpreted their own gender coding in the analyses. 

Beyond these properties of the data themselves, the form in which they are transmitted can also 

be a challenge. Many authors rely on various proprietary file formats. Versioning and country 

locales can lead to problems. Authors often adjust psychological measurement in order to suit 

their purpose, for example by changing the response scale, or by removing, rewording, or adding 

scale items. I will discuss potential solutions to these issues in turn.  

 Proprietary datafile types is becoming less of an issue with the advent of open-source 

statistical packages such as R (R Core Team, 2022). With R, most proprietary datafiles can be 

read without issue, but problems may still prevail for older versions.  

 Authors changing psychological scales, sometimes without explicitly reporting this in the 

manuscript, and thus potentially distorting the measurement is a known problem. This has 

sometimes to do with the fact that there are multiple references for a psychometric scale that 

report different versions. Sometimes there is only one reference, but the reference does not 

include the full text items. A solution could be to create a central registry for psychological 

measurements that supports versioning and forking (as in common version control systems such 

as git; Junio Hamano & others, 2022). This registry would assign stable links to psychological 

measures (including all full-text items and the measurement scales). Reviewers could then ask 

authors to link to the specific version they have used and confirm that they did not alter the scale. 

If they did want to alter the scale, they would need to create a new fork in the registry and link to 

that. Recently, a proposal has been made for a central register for studies to make negative 

findings more discoverable and thus curb publication bias (Laitin et al., 2021). Similarly, 

widespread use of a registry for psychometric scales would also facilitate the discoverability of 

data for secondary analyses.  
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 Unclear documentation of data and code is also a common problem that may even worsen 

as psychological researchers perform more and more coding and data processing without formal 

training for such tasks. Beyond better training, one solution could be to incorporate datasets and 

code more explicitly into the review process, but this would place even higher burdens on 

voluntary reviewers. Perhaps there could be a similar solution like the registry for psychometric 

scales I proposed previously. Repositories for open data such as the OSF could offer features for 

uploading datasets that enforce certain quality standards for the data. Such a system could 

implement concepts from data base theory (Codd, 1970), such as data consistency tests, check 

the data for missings, and force users to label and explain variables and codings. Of course, such 

a system could only work on a voluntary basis, as there will always be exotic data structures or 

types that cannot be foreseen. However, many psychological studies have relatively standard 

formats, such as experiments or cross-sectional questionnaire studies, that could be implemented 

as templates in the system. If it were clear that a dataset conforms to a standard format, it would 

be much easier to process for secondary users, or perhaps even fully programmatically.  

 Taking these thoughts on standardizing data and study formats as well as psychometric 

measurement further, one could envision a future of machine-readable psychological research. 

Currently, to understand a psychological study, one needs to retrieve the manuscript and read the 

plain-text methods section. These sections are still far from standardized, and the information 

conveyed can vary significantly between manuscripts. In many cases, one even requires insider 

knowledge of the respective field of research to comprehend the study. Imagine that instead, 

psychological studies were sufficiently standardized to be processed computationally. One data 

file would include full information of the study design as well as any measurements, 

manipulations, and so forth. If these data were freely discoverable and accessible, secondary data 
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analyses could be more and more automated utilizing innovations in big data processing and 

cloud computing, such that analysts can search and retrieve data on specific manipulations or 

measures. Considering how diverse psychological studies are, one may find this idea farfetched. 

But consider how far computational communication through standardizing protocols has 

progressed. Servers all over the world exchange any kinds of data in real time over the internet, 

connecting warehouses, financial markets, factory components, or even cars. Finding exchange 

formats and protocols for psychological research will be challenging but could ultimately pave 

the way to truly connected research with a cumulative, accessible, and comprehensible evidence 

base.  

Limitations 

 The vision for psychological research that I tried to develop in this dissertation perhaps 

deviates from the mainstream view. Instead of expanding the concept space in (social and 

personality) psychology in an ever-faster pace and aiming for breakthrough findings, I argue for 

a slower, perhaps more boring and bureaucratic way of doing science. In this boring science, 

there would be higher thresholds for introducing new ideas. More time would be spent on 

integrative work that standardizes and connects theories and data. The work of organizing and 

curating previous evidence would be cherished, rather than dismissed as grunt work for the big 

storytellers. Progress would seem slower but would be more stable and incremental. However, I 

am uncertain how compatible such a view of psychological science is with the current social 

architecture of academia, where jobs are sparse and visibility is key.  

 A related but unresolved issue is how to give credit to the original authors when doing 

extensive secondary data analyses. The analyses in this dissertation depended heavily on others’ 

previous work and often ad hoc support with making data accessible and understandable, yet the 
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only credit these authors received was a citation, often for unpublished work. An alternative 

could be to involve authors as co-authors with pre-determined responsibilities limited to support 

with curating the data. The final article would then include a note on the contributions of all 

authors. Such article types with a large number of authors are becoming more common (for 

example, the multilab replications of ego depletion; Vohs et al., 2021).  

 Another potential limitation is that the proposed approach of re-using existing research 

data may be more feasible for some types of research than for others. The approach seems 

especially suited for correlational research, which was the primary approach of paper 2 of part II 

(Frankenbach et al., 2022). In paper 1 of part II, we relied on experimental data, but the approach 

was in essence also correlational, since we “correlated” the experimental effect with a 

measurement of personality. This point is self-evident, since secondary research can only use 

measures and manipulations that were in the original research, and incidental measurements are 

much more common than incidental manipulations (if they exist at all).  

 One issue that I have not definitively discussed is whether it is under all circumstances 

valid to detach measurements from the theoretical context in which they were conceived. For 

example, in paper 2 of part II, we retrieved the item “During the last month, how often have you 

had sexual thoughts involving a partner?” from the Sexual Desire Inventory (Spector et al., 1996) 

and classified it according to its literal, “atomic” meaning as a measure of the frequency of 

sexual thoughts. In the inventory, however, the item is thought to reflect a construct called 

“dyadic sexual desire”. This also raises the question if questionnaire items only reflect their 

verbatim meaning, or if the item context like instructions, previous items, or the overall study 

context are also reflected in the item response.  
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Conclusion 

 Part I of the present dissertation project illustrated how and why dysfunctional research 

processes in psychological science can bias entire research literatures. Part II demonstrated a 

potentially viable solution: secondary data analyses. Two papers of part II showed how 

secondary data analyses can be used to test novel research questions in a theoretically coherent 

way with low risk-of-bias. These demonstrations could serve as a starting point to further 

facilitate secondary data analyses in the future, perhaps even making progress toward a vision of 

machine-readable psychological research. Potential limitations of such a vision include problems 

with assigning credit to contributors, psychometric concerns about context dependency of 

measurements, and a limited set of research designs that support secondary data analyses. Such 

developments toward a psychological science that is truly cumulative on the data-level may 

require alterations to the social architecture of academia, away from a system that encourages 

distinguishable, individual contributions toward a more collective approach. 
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