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A first application of Benders decomposition (B3) presented to solve a large-scale
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1 Background and Motivation

1.1 The increasing role of natural gas in the energy supply

Contemporary human societies depend heavily orusleeof energy in any part of their
daily activities. We need fuel for our cars to @riw the office in the morning, electricity
to power lighting and our computers, and gas ta loea work spaces. Electricity is
produced from sources such as coal and nucleaggmenewable sources, such as solar,

wind or hydropower and natural gas.

According to (International Energy Agency, 2008)e thvorld-wide daily energy
consumption in 2006 amounted to an equivalent & @flion barrels of oil (mboéj.
Energy consumption is expected to continue to asxe induced by a growing world
population and economic growth. The Internationakigy Agency (IEA) projects a
growth in energy use of 45% between 2006 and 203B3 mboe (Figure 1, left).

Volume/day (mboe§ Shares (%) in Total Primary Energy Supply
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90% -
350 -+
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: 26% ek
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100 +
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1l (0] T
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Figure 1: Development of total primary energy deman  d (IEA, 2008)

2 mboe = million barrels of oil equivalent



Fossil fuels are projected to grow 44%, renewablen$ of energy (RES) 60% and
nuclear energy 24%. Among the fossil fuels, groraties vary considerably: coal (+61%)
and natural gas (NG, +52%) grow more than totatggnase, and oil (+27%) grows less.
Thus, coal, gas and RES increase their market slzare@ the shares of oil and nuclear

energy decrease (Figure 1, right).

1.2 Globalizing natural gas markets

Until recently, a global natural gas market wasually non-existent. Several regional
markets could be distinguished, based on geogralpproximity of suppliers/exporters
and consumers/importers. Most natural gas is tateg through high-pressure pipelines
onshore, a relatively small part via offshore pipes or in ships in the form of liquefied
natural gas (LNGY.LNG has been shipped and traded for over fiftyryehowever due

to its high costs large-scale LNG imports were t@dito some rich countries with few
alternative supply options, notably Japan and S&uttea. For several reasons, such as
locally depleting reserves and supply security merations, long-distance international
gas trade has increased rapidly over the last y@dexrger volume of LNG spot trade is

the cause for regional natural gas markets to giddomerge into one global market.

The growth in international trade is illustrated Bigure 2 and 3. Figure 2 shows that
between 2000 and 2009 global international pipetind LNG trade increased rapidly,
with 77% (from 389 to 634 bcm/y) and 63% (from 187243 bcml/y) respectively. Both

growth percentages are much larger than the 218éaese in worldwide gas consumption
of (from 2435 to 2940 bcm/Y)

3 When natural gas is cooled to -260 degrees Fahitenliquefies and becomes over 600 times denser
(www.Ingfacts.orgundated web references are dated early 2010.¢djpital investments for a
liquefaction facility are significant: the estimdtmvestment costs are $900 million for a typicab plant
with an output capacity of 4.8 bcm/y (Cayrade, 20@®h top of the high costs, there is a loss ofuali@%
of the natural gas used to power the liquefactimt@ss. However, for transport over long distancé/or
when pipelines just cannot be built, LNG is a viiaahd competitive means to transport gas.

* becm/y = billion cubic meters per year.
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Figure 2: Global natural gas consumption and trade (BP various years)

As Figure 3 below illustrates, international natugas trade is projected to outpace
consumption growth in the coming decades (Inteonali Energy Agency, 2008). The
expected increase in trade between 2006 and 20&oigt +150% in 2030, relative to a
total global gas consumption increase of +52% (fedy.

% 1200 - 80% LNG
E 1000 - ~70% M Pipelines
% // - 60% f— Share Of LNG
§ 800 L 50%
[aa]

600 - - 40%

400 - 30

- 20%
200 - 104
0 - 0%
2006 2015 2030

Figure 3: projected global natural gas trade. Sourc e IEA 2008

To better capture the recent changes in global etaitinamics caused by the rapid
increase in international gas trade, advances etimg approaches are helpful to allow
policy makers and businesses to adequately adtireggowing interdependency among
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world regions and higher complexity of the struetand trade relations in the natural gas

market.

1.3 Supply security and market power

Similar to the oil market, where a limited numbdroountries have the majority of
proved reserves, gas resources are also uneverdpds@mong nations. The three
countries with the biggest resources together loaee half of all world reserves: Russia
has 24%, Iran 16% and Qatar 14% (BP, 2010). Andoalih the world’s reserve-to-
production ratio is about 60 years, the regior@res vary dramatically: from under ten
years in Mexico and some European countries to twercenturies in the Middle East
(BP, 2010)>

Many countries in North America, Europe and Asiaenéimited domestic reserves of

natural gas, and are therefore dependent on imfprorts - sometimes nearby but often

remote - production regions. For example, in regeats the United States imported over
ten percent of its natural gas consumption fromadanBP, 2010), and many European
countries import gas from Russia, Norway and Algefihe aggregate import shares of
France, Germany and Italy from these three cowmnidd up to 76%, 79% and 69%
respectively (BP, 2010).

The two main ways to transport gas from product&gions to consumption regions are
through pipelines and as LNG. In most regions the@nly a limited number of nearby
suppliers with abundant reserves; lead times amatatacosts for transport capacity
expansions are significant for both transport apgior he situation is often best described
by the term ‘natural monopoly’ because the limda$ in transportation infrastructure
greatly hinder market access and thereby creattslfor competition. In several regional
markets there are signs of strategic behavior bgyrers. The exertion of market power
can result in higher prices for gas consumers dre@as. In the literature, Haurie et al.
(1987) and Mathiesen et al. (1987) were amongiteetd address and analyze this issue

for the European market.

® The reserve-to-production ratio indicates how mgegrs of producing at current levels it would téke
deplete current proved reserves. Section 3.2.hap@r 3 discusses reserves and resources.
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Several incidents in the past have shown the degpaydof many European countries on
Russia as a supplier. The consequences of onesiicigere severely felt in January of
2006 when GazExport, the trading arm of the largesditain gas and oil company
GazProm, shut down gas flowing to Ukraine as layera a contractual dispute (Stern,
2006). Recently in January 2009 there was a venyasi dispute with several countries -
especially in Eastern Europe - experiencing seripusblems in their gas supply

situation®

The incidents described above could arguably be asdilateral issues between Russia
and the Ukraine with unfortunate collateral conssgpes for some countries in Western
and Central Europe. However, there are developmatscould have a much larger
scope. In 2001 the Gas Exporting Countries ForulBQB was established and has
raised concerns about the possible forming of telcar the world natural gas markets.
Since 2001 the GECF has developed into a formahrozgtion with broadening
membershig. In December 2008, Russian prime-minister Putin wery explicit when
he said thatthe time of cheap energy resources, and cheapigasirely coming to an
end’.® Other GECPparticipants stated objectives for the increasdhlsoration among
GECF participants such as to coordinate investmlamis, study ways to set global prices
and represent the interests of producers and expodn the international market.
Although the recent downturn in the global econanyg the consequently lower energy
demand has undercut the market position for ensugypliers, the coordination among

GECF members will likely increase in the long term.

In general, the exertion of market power will résaltighter supply and higher prices for

gas, which can have adverse effects on economigdyhilependent on gas imports. To
analyze the impact of enhanced collaboration angagysuppliers on the economies of
importing countries in quantitative terms, theraiseed for natural gas market models

® NY Times 2009http://topics.nytimes.com/top/news/business/comesigazprom/index.html

" In 2008, the GECF comprised Algeria, Bolivia, BeyrEgypt, Equatorial Guinea (observer), Indonesia,
Islamic Republic of Iran, Libya, Malaysia, Nigerldorway (observer), Qatar, Russian Federation,idaih
& Tobago, United Arab Emirates and Venezuglaw.gecforum.com.gaJuly 4, 2008).

8 NY Times 2008www.nytimes.com/2008/12/24/business/worldbusine&s2. html
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with a global coverage and modeling approaches tiia market power aspects into

account.

1.4 Liberalization and privatization

In many countries the supply and distribution afunal gas to their end-users has been a
state-organized effort. Some exceptions includdhiéed States, Canada and the United
Kingdom. In the United States both public and pgeveompanies have been part of the
supply chain for many years and deregulation in1#®é0s enhanced the possibilities to
compete for customefsin the United Kingdom in the 1980s the adminisormbf Prime
Minister Thatcher included various market liberatians which affected the energy
sectors. A notable effect in the United Kingdom baen significantly lower gas prices
than on the European mainland and the fast exporatf natural gas reserves in the
years following the liberalizatioff. In other European countries the natural gas market
remained state-owned until the mid-nineties, whewegrl legislative and infrastructural
measures were taken by the European Commission'{E®ese measures lead to legal
unbundling - splitting of gas traders and netwopgerators - and for mandatory Third
Party Access (TPA) to transmission, distributiongrage and LNG regasification
capacity*? To enhance market access opportunities the EGecrdiats of infrastructure
priority projects (EC, 2000b) containing a variefyprojects to introduce natural gas into
new regions, interconnect regional gas networks imcdease transport capacitiés.
Many of these infrastructure priority projects hagtually been implemented in the last
few years, or are currently under constructionpfang a continuing growth of natural
gas use in Europe.

Since the European resources are limited, andvaiéahility of natural gas to end-users
must be secured, the dependence on external sigpphiast be carefully managed.
Supply diversification, buying the gas from sevegbpliers to reduce the dependence on
a single supplier has always been one of the maans) to mitigate risks. Supply

® http://www.ferc.gov/students/whatisferc/history.htm

193.R. Branston (2000), A counterfactual price asialpf British electricity privatisation, UtilitieBolicy 9
M The first European gas directive 98/30/EC. Fooagrview of energy-related directives, see:
www.energy.eu/#directivesittp://europa.eu/legislation_summaries/energy/inéexhtmand
http://europa.eu/legislation_summaries/enerqy/ierenergy _market/[27077_en.htm

2 European directive 2003/55/Efttp://www.energy.eu/directives/| 176200307 15en@I&B.pdf

3 European Commission decision No 761/2000/EC
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diversification, technological progress and costuations (Cayrade, 2004) lead to
increasingly cheaper long-distance LNG transpant$ @ontinuing high growth in LNG
trade for decades to come (cf. Figure*3)his rise in LNG trade is creating one
worldwide natural gas market in which the U.S. E&stast and Europe may be
competing for LNG in the Atlantic Basin; the U.S.e¥f Coast and India, China, South
Korea and Japan may compete for South East Asgrlies; and the Middle East can act
as a swing supplier between Europe and South EAah ANG importers.

1.5 Environmental considerations

Besides security of supply and issues related tdkehdiberalization there is another
reason that natural gas has gained much attemiaecent years. Regarding carbon,
sulfur and nitrogen content it is the cleanest agnfwssil fuels. When burning natural
gas, the emissions of carbon dioxide EGsulfur dioxide and nitrogen oxides are
relatively low, and therefore it is often a preégtralternative over coal and oil in the
electric power generation sectdrlt is generally accepted that fossil fuels areessary
to meet a large part of the energy demand in tlé cmuple of decades. However, shifts
from coal and oil to gas can provide an intermedistep to reduce GCemissions.
President Obama’s push for a cap-and-trade systetimei United States and the yearly
climate summits under the United Nations Framewookvention on Climate Change to
negotiate follow-up agreements for the Kyoto Protare only two of the many major
factors influencing the outlook for natural gas usem an environmental policy
perspective®

1.6 Making decisions in an unpredictable world

Although the upward trend in gas consumption hanbery pronounced in the recent
past, the future for the direction and magnitudenafket developments are not clear at
all. Globally, natural gas prices are much highemtthey were in the 1990s. Figure 4
shows how the average prices for imported LNG padaalmost doubled, spot prices in
the European Union (EU) more than doubled, and gpogs in the United States almost

4 Report:DOE/EIA-0637, December 2003, The Globalieiied Natural Gas Market: Status and Outlook
http://www.eia.doe.gov/oiaf/analysispaper/globaifrdustry.html

15 www.naturalgas.org/environment/naturalgas.asp

18 www.nytimes.com/2009/02/28/science/earth/28capettdchl ; http://unfcce.int/2860.phand
http://unfccc.int/kyoto_protocol/items/2830.php




tripled. As previously discussed (see Figure 2)s gamand has continued to rise
globally. However the price and demand trends aangng regions.
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Figure 4: Average Gas Prices in the Last Two Decade s ($/kcm). (BP, 2010)

In Japan the gas prices were relatively high btherastable from 2000 to 2004 (not
deviating more than 10% from an average $168/kamd) then spiked in 2008 to peak
prices of $450/kcm (details not in figur€)The price trend in the EU between 2000 and
2004 was gradually upward, more rapidly upwardtistgwr2005 to peak at $412/kcm in
2008. In the U.S.A. prices decreased in the fingi years of this century, to rapidly
increase to a peak of $313/kcm in 2005. In 2008etheas a second peak, at $316/kcm
(BP, 2010). Due to the global economic downturncg® in 2009 were considerably

lower in all the regions.

Another factor playing an important role is the chée reduce carbon dioxide emissions
to address global climate change, resulting froemgreenhouse effect. Although much
cleaner than oil or coal, natural gas is a sigaificsource of carbon dioxide and may not
be a sustainable alternative fuel for power germaran the long run. For that reason gas
consumption in several European countries is pregeto start declining in only a few
years from now (European Commission, 2008).

Whereas the previously described uncertainties eronthe demand side of the market,
the supply side also exhibits some uncertaintreduding the amount of recoverable gas

17 kem = kilo cubic meter = 1000%0ne ni amounts to 35.31 cubic feet.
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from the resource bases. Estimates for proved aplghple reserves vary considerably.
For instance, there are claims that under the @resources as much as twenty years of
total world demand are present, which could drabjiancrease global gas supply for a
long period. Alternatively, some countries are miotasly unreliable and overstate when
reporting on their domestic reserves, for examplgdin leverage in negotiations about
contracts or investments. On top of these longuncertainties that greatly affect the
future trading volumes and prices, other factorg.(e¢he weather, political disputes and
activities of war) have large impacts on the dailgrket situation.

1.7 Motivation for the current research

Governments and companies alike have to deal wittapadly changing uncertain
environment. The use of quantitative tools can hi#lpm to make valid market
assessments and support policy and business dexisio

The EC continues its efforts to make the Europearkets, including energy markets,
more competitivé® Sometimes sub objectives to support the overagchiim of
competitiveness are conflicting. The EC wants egmanof the gas transport network. It
also pursues a market with more flexibility and éeviong term contracts. The EC also
promotes TPA to available transport and storagaatps, so that no market player can
limit competition by preventing other market playdrom market entry. All individual
measures aim at enhancing competition, howeverlsydade they may not lead to the
desired outcome. For example, market participatis are willing to invest in additional
capacity usually want guarantees that the capaeity be used at a high enough
utilization rate to be profitable. For that reagbe investors would prefer to either be
able to claim the capacity for themselves, or signtracts with other market agents that
guarantee them a certain amount of revenues faxgended period of time. So to be
willing to invest, they would either want to limihe TPA clauses, or have long-term
contracts, thereby making the EC goal of networgassion conflicting with the goals
for TPA and fewer long-term contracts.

18 http://ec.europa.eu/growthandjobs/key/index_en.htm
¥ For a discussion on the instruments that can be tesprovide for sufficient investments in electri
power generation capacity in a competitive market .g., (Oren, 2003)
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Recognizing these conflicting sub objectives, theé Bas developed legislation that
allows for temporary exemption from TPASome concrete examples of projects that
might not have come on-line are the new pipelimenfithe Netherlands to the United
Kingdom and a new regasification terminal in theHéglands’*

Thus, exemptions can be made. But how should alaegu(e.g., FERC or the EC)
decide whether to allow them? Or taking it from titeer perspective: how should an
investor balance and decide on the acceptable tiemmsm to invest in a project? Should
he prefer a shorter TPA exemption period for 10G%apacity, or rather have a longer
exemption period for a smaller fraction? Both tlenmission and the investor face
difficult decision problems. In an uncertain angredictable world, they make decisions
affecting millions of consumers and involving lollis of dollars. Long-term demand and
supply are uncertain, and will probably be affechgdthe capacity investment project
under consideration. What both parties need tesdo make a good decision addressing
the uncertainty, and hedge their positions sodtasirable outcome is reached whatever
the future may bring.

Given the complexity of the market, the many fagttinat come into play and the
interdependency of these factors, a quantitativelahoepresenting the market will be
very helpful in making decisions. An example of thsights that can be gained can be
found in (Egging and Gabriel, 2006). They show remditional pipeline capacity from
the continent into the United Kingdom reduces thditg of market players to exert
market power in the U.K. market, with consequertiyer market prices, higher
consumption volumes and consumer surplus.

Other factors and uncertainties that are highlguaht for decision makers in natural gas
markets include the impact of price developments darbon dioxide emission

certificates in the European Emission Trading Sahem gas demand. Another example
is how the actual finalization date of the new hiyessia-Germany pipeline affects gas
prices and desired gas storage levels in 2015pwrthe ambitious expansion plans for

20 http://ec.europa.eu/energy/gas/infrastructure/exiemg en.htm
21 www.bblcompany.nhndwww.gateterminal.com/en/
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regasification and storage in the UK would influertbe currently downward pointing

EC demand projections (European Commission, 2668).

In the past the modeling approach of preferenceoftas been linear programming (LP),
mainly due to its simplicity of application. Sinttlee mid-nineties a shift can be observed
to more advanced modeling approaches such as nuretplementarity problems
(MCP)2® One reason for that shift is the possibility tgliitly include market power
characteristics in an MCP framework that are ie hith game theory and Nash Cournot
equilibria; something that cannot be done in LP eistf Therefore, the main models
developed in this research are cast as MCP.

The above has illustrated several important featuné the natural gas markets:
globalization, market power aspects and uncertaintyhe research that is described in
this dissertation, these and other aspects are sk,

To illustrate the contribution of this research widl compare the characteristics of the
developed World Gas Model with a number of statéhefart model$®

1.7.1 The state of the art in natural gas models

The National Energy Modeling System (NEMS) is ayéascale energy systems model
developed by the Energy Information Administratafrthe U.S. Department of Enerdf.

NEMS provides a detailed bottom-up approach fopsupnd demand of energy in the
U.S.A. for a time period of about 25 years. NEM&®slmot cover other regions of the
world and has no provisions for the incorporatidmarket power a la Cournot for the

% http://ec.europa.eu/environment/climat/emissiorginden. htn www.nord-stream.com/emnd
www.nationalgrid.com/uk/Gas/TYS/

% The EC sponsors energy market modeling effores ¢sghttp://ec.europa.eu/research/fp7/index_en.cfm
GDF SUEZ, one of the European majors in the energgket is developing an MCP model for the natural
gas market after discussing the results from arpirhry study (Gabriel et al., 2008), and the Dhnis
network operator Energinet.dk has started devegpefforts to improve their market models.

4 |n fact, linear programming models cannot modeldemand responses to price changes directly.
Quadratic programming models can have this featdogever both model types can only mimic market
power behavior by assuming some price mark-upthfomarginal cost supply curve, which is, at bast,
rough approximation of market power behavior.

% The World Gas Model will be described extensivialChapter 3.

% www.eia.doe.gov/oiaf/aeo/overviehccessed March 2010)
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natural gas market as WGM provid&s?® FRISBEE is a partial equilibrium (PE) model
developed by Statistics Norw&Y.It covers the global natural gas market on a rathe
aggregate level. The Rice World Gas Trade Model GRW) is a computational general
equilibrium (CGE) model developed by RICE Univeysh

Table 1: Overview of natural gas model characterist  ics
0)
2 > | 3 o l2la| 28
% § |Zsz|8g|l 2 2 |3l s8| &8
S| 8 |z8|58| £ 5 [§]8] &g
Model [ x =9|Zc = & nlun Oo
NEMS LP USA+CAN No 18 2030 Yearly | 2| 5 |Endogenoug
WGM MCP (World Yes 41 2030 Five yeafs2 3 [Endogenou
FRISBEE | PE [(World No 13 2030 Yearly 1 3| Endogenops
RWGTM |CGE (World No 460 2050 Five yeafs1 1 |Endogenou
GASMOD"|MCP |Europe+LNG| Yes 6 2025 Ten years 1 1 |Endogenou
GASTALE |[MCP |Europe+LNG| Yes 19 2030 Five yeafs3 3 |Endogenou
GRIDNET |LP USA No | 18000 operational| Monthly| 12 N/AExogenous
ICF GMM |NLP |USA No 114 | several yearsMonthly | 12| 4 | Exogenous

4LP: linear program; MCP: mixed complementaritylgean; PE: partial equilibrium;
CGE: computable general equilibrium.

b United States twelve, Canada two and Mexico one.

¢ Includes power generation, which is not conside®edn end-use sector in NEMS.

4 The dynamic version of GASMOD.

27 pctually, for the oil market NEMS allows marketwper exertion & la Cournot.

2 A recently developed optimization model, the Intgional Natural Gas Model I(INGM), provides
projections for the global natural gas market (idohg LNG trade), with relatively much detail fookh
America and emerging countries (such as RussiayaCinid India) but not so much for Europe. It presid
the global context for the NGTDM in the NEMS. Thedel is a Linear Program and market power aspects
are addressed by setting tighter limits for futtepacity expansions. Sources: EIA 2010, Models Used
Generate the IEO2010 Projectiomsyw.eia.doe.gov/oiaf/ieo/pdf/appl.p(hccessed Nov 11, 2010),
Personal communication Dr. A. Kydes: INGM Basicépp

29 See (Aune et al., 2009) and (Rosendahl and S2668)

% Hartley, Peter, Kenneth B. Medlock, 11l and Jike$bitt. 2004a. Rice University World Gas Trade Mode
James A. Baker, Il Institute of Public Policy, RitIniversity, Houston Texas (March).
http://www.rice.edu/energy/publications/docs/GSP rM@asTradeModel_Partl 05_26_04.f8écessed
March 2010). ; Hartley, Peter, Kenneth B. Medldtkand Jill Nesbitt. 2004b. Rice University Worlglas
Trade Model. James A. Baker, IlI Institute of Pal#fiolicy, Rice University, Houston Texas (December)
http://www.forum.rice.edu/presentations/Forum04éP¥20Hartley%20-%20Presentation%?20-
%20ANn%20Economic%20Model%200f%20the%20Gas%20Industf (Accessed March 2010). ;
Hartley, Peter, Kenneth B. Medlock, Ill. 2005. TBeker Institute World Gas Trade Model. James A.
Baker, Il Institute of Public Policy, Rice Univétg Houston Texas. and
www.rice.edu/energy/publications/docs/GAS_BIWGTM ret&005.pdf (Accessed March 2010).
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Among the models in the table, RWGTM represents wmld with the most
geographical detail, however it does not distinguiemand sectors within countries and
also it has no capabilities of representing mapater a la Cournot, both of which are
features of the WGM. Relative to FRISBEE, the WGNfes three times the
geographical detail and includes market power asp&ASMOD, developed by DIW
Berlin and GASTALE, developed by Energy Researcimt€eof the Netherlands do
implement MCP, thereby allowing an adequate reptasien of market powet. Both
models’ coverage is limited to the European natges market. In contrast, the WGM
has global coverage and includes Europe in sim{@GASTALE) or more detail
(GASMOD) compared to these two models. The lastrivealels in the table, GRIDNET
and GMM provide much detail for the U.S. gas markéthey are designed for decision
support by natural gas businesses with a shoretium-term time-horizon. This type of
short-term operational model cannot provide theetgp market analysis for which the
WGM was designed and do also not provide the glaoslerage desired. Table 1

provides an overview with more information for tlese models.

1.7.2 Contributions of this research

The models presented in this dissertation are lacge game theoretic models that
address both the increasing complexity and theeasing uncertainties in the natural gas
market. The resulting model sizes potentially irellarge calculation times, an issue that
needs to be addressed.

o The first contribution of this research is the depenent of a representative global
natural gas market model that can satisfactorilyress relevant policy issues. This
model, the World Gas Model, is unique in the corabon of:

o0 The level of detail wherein market agents are ipoated.

0 The level of detail wherein the transport optioresiacluded.

o0 The global coverage and depth of the regional ageer

o The multi-period approach with endogenous capaipansions.

31 GASMOD: (Holz et al., 2008) and (Holz, 2009). GAS.E: (Lise and Hobbs, 2009)

32 \www.rbac.com Brooks, Robert E. and C.P. Neil.2010. GRIDNE Etifal Gas Operations Optimizing
Systemhttp://rbac.com/Articles/GRIDNETNaturalGasOperati@ptimizingSystem/tabid/67/Default.aspx
(Accessed March 2010). ICF International. 2009.M5Nodel Overview. ICF International.2010. Gas
Market Modelhttp://www.icfi.com/markets/energy/doc_files/nangab.pdf (Accessed March 2010).
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o0 The inclusion of multiple seasons and storageitessl
0 The representation of market power.

o A second major contribution of this research is tievelopment of a large-scale
stochastic natural gas market model that can adielguaddress input parameter
uncertainty and allow market agents to hedge thetisions. The stochastic model is
applied to a problem with four scenarios for thebgll natural gas market for a time
horizon until 2050. The problem contains nineteeagyaphical regions and includes
78,768 variables. The largest stochastic MCP solgedtains eight scenarios for the
period up to 2040, having 117,481 variables andisglin just under 5% hours on a
dual core 2x1.2 GHz, 2GB computer.

o0 A third major contribution is the application (i.¢he adjustment, extension and
implementation) of a Benders decomposition appro#Bwhlarge-scale stochastic
mixed complementarity models, thereby addressing ®o-called curse of
dimensionality Computational issues prevented the successfutisolof the largest
problems tried.

Chapters 2 through 4 discuss the first contribyt©hapters 5 through 7 the second and
third contribution. Chapter 2 provides an overvieismhe literature relevant for natural
gas market modeling. In Chapter 3 the various adtothe global natural gas market are
introduced and discussed and the mathematical fation of the WGM is presented.
Chapter 4 provides the results of some numerics¢ studies with the WGM. Chapter 5
provides another literature overview, addressirgglsstic modeling approaches and
solution approaches to large-scale problems. Irp@n#& a stochastic natural gas market
model is presented and applied to a stochastidgmobnd Chapter 7 presents a Benders
decomposition approach for stochastic mixed comeptearity problemg?

The following chapter will provide an overview ofisting literature for game theory and
natural gas market modeling.

% This work was supported in part by: NSF grants D943 and CNS0435206, German Institute for
Economic Research DIW (Berlin, Germany), DepartnoériEnergy - Energy Information Agency
(Washington D.C.), Resources for the Future (WagbimD.C.), Statistics Norway (Oslo, Norway).
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2 Literature Review

In this section literature relevant for natural gaarket modeling is presented. Some
mathematical concepts and notation are introdusededi as concepts from game theory.
In later chapters more literature relevant for gpesections is presented, and Chapter 5
provides a literature overview specific to stocltastodeling. This chapter provides a

background for the research proposed, and shouwdida a stepping stone to the

description of a full-scale deterministic naturakgnarket model in the next chapter.

2.1 Some mathematical concepts
In an economic model with multiple goc{dﬁ, qz,..,q“} it is convenient to have a short

G

notation. Vector notation provides this._ A vedor % represents all then goods. In

O

text it is generally more convenient to use thedpmseof a vector: g’ ={q, qz,..,qn} :

Then, for example to write the total reven@sp,q of a company sellingn productsg;
i=1

at pricesp,, the following vector multiplication provides tiseiccinct expressionp' q,

which is often just written s’ gwhen it is clear that p and q are vectors.

A matrix is an array of numbers. For example, to denoteptiees for two goods in a
three-period model, the following matrix with twows and three columns can be used:

P:(al o mj
p21 p22 p23

Function f R" —~ R is lineay if Ox, yOR",0A,pOR: f(Ax+py)=A f(X+p f( Y.
A function g :R" - R is affing if there are a linear functioi R" - R and a vector

bOR such that:g(x)= f(X)+ b. A function f :R" - R is convexf
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Ox, yOR",A0[0,4: f (Ax+(1-2)y)<Af(X)+(1-2) f(y).

If Ox, yOR",A0(0,): f(/1x+(1—)l)y)<)lf(x)+(1—/1) f(y), f is strictly convex

(Nash and Sofer, 1996). A functioh(x) is concaveif and only if —f (x) is convex. A

function that is both convex and concave is affine.

A regionor setSis convexif: for any two pointsx andy in S, any convex combination

Ax+(1-2)y,A0[0,] is also in the setOxOS, yO SAO[0,]= (1 % (1-4) yO ¢

(Nash and Sofer, 1996). A problem with a convexotiye and a convex feasible region

iS a_ convex programming problem

An ¢ -neighborhoodaround a pointxJ E is the setN, (x) :{ y:|| x= )H<£}. A point

xOSO Eis in the closure of SxOcl S, if Sn N,(¥Y#0,06>0.If S=cl S, thenS

is closed If there is a ball with a large enough radiust tb@an containS, then S is
bounded A setS that is closed and bounded_is comp@azaraa et al., 1993). A set
defined by a finite number of linear constraints igolyhedral sebr a_polyhedroriNash

and Sofer, 1996). A (square) matribM OR™" is positive semi-definite if
x"Mx=0,0x0OR". If x"Mx>0,0x0OR"\{0}, thenM is positive definit§Cottle et al.,
1992).

The gradient (vectordf a real-valued functiorh: R" — R is the vector of first order

(partial) derivatives Dh(x)=| ® |. A stationary pointof a function is a point

(%, %,,--+%,) for which the gradient is GJh(x) =0 (Nash and Sofer, 1996).
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A collection of real-valued functionhg, h,,...,h, can succinctly be written as a vector

Ohy (%)
O, (X)

function h, whosek” component ish,. The Jacobiarof h is: Oh(x) = , a

Oh, (%)
matrix whose rows contain the gradients lofh,,...,h, (Bazaraa et al., 1993). The

HessianDzh(x) is the matrix of second order partial derivativEstries of this matrix

can be written ag0?h(x)] =54

(Bazaraa et al., 1993).

Optimization is solving problems to find an optimum (minimum maximum) of a
function (the_objectivefor a specified set of allowed values, the felasikgion If there
is just one point in the feasible region for whittte objective function takes on its
optimum, the problem is said to have_a unique Bwiutlt is also possible to have

multiple optima or no optimum at al. There are salveeasons for problems to not have a
solution. The feasible region may be empty or mwhgact and some functional forms of

the objective (e.g.;: or In(x)) are not bounded on regions containing the v&ue
Generally every optimization and many economic [@mols can be formulated as

follows: m>i(§1 h(x),DxD SOR", h:R" - R convex andS compact* If Sz0O (non-

empty) there is at least one optimal solutionSK [0 and h(x) is strictly convex, the

problem has a unique solution. (Cf., necessary srificient optimality conditions in
(Bazaraa et al., 1993)). If the objective functaord equations (constraints) specifying the
feasible region are all affine, the optimizatiorolgem is a_linear prograniLP). A

problem with an objective of the forel x+ X' Mx is a_quadratic prograg@P).

Every LP can be written in matrix notation aeip c'x. s.t. Bx-d=0 (xOR",cOR",

BOR™™ andd OR™). When an LP is optimally solved, beside the optiralues forx,

andc'x, also a set of values related to the constramtietermined. These values are the

% Maximization problenmax h( x) can be written equivalently as minimization problain — h(x).

x20 xz0
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dual variablesalso known as dual prices, shadow prices or Lagranultipliers. Every
LP has an associated problem, the dual probieith an objective function and feasible
region stated in terms of the dual variables. Thal @f the above LP can be written as:

maoxdTys.t. B'y—c<0. To distinguish the original LP and the dual LR briginal LP
y2

is referred to as the primal

The solutions to the primal and the dual are veonclmrelated through the Weak and
Strong Duality Theorems (Nash and Sofer, 1996) twedComplementarity Slackness
Conditions(Bertsimas and Tsitsiklis, 1997). Weak dualitythe characteristic that for

any two feasible pointg andy for the above primal and dual problenms,x< d'y.
Strong duality is the characteristic that if onetwd two of primal and dual problems has
an optimal solution, so does the other, @@= d' y for the optimal solution vector
and y. The Complementarity Slackness Conditions can be asea special case of the
mixed complementarity problem (MCP), the approanplemented in this dissertation.

The Complementarity Slackness Conditions stateitliat some specific vectorsandy

the following conditions are truex" (c— B y) =0 and y' (Bx- d) =0 for x,y feasible

(x=0,y=0,Bx—d=0andB'y- c<0) thenx andy are optimal solutions to the primal

and dual problems.

In economic problems the dual variables of constsaioften have a very intuitive

interpretation. For example, for resource constsaihe shadow prices are the marginal
values of the resources. If in an optimal solutiba resource is not fully used (there is
slack, the dual price is zero. But if it is fully usednd having more of the particular

resource would allow for a better solution, theldurece indicates how much it would be

worth to obtain more of that resource.

For a problemmin f(x) s.t. k(x)<0 andI(x)=0 (X OR" and k] R" » R) with v

andw as dual variables, the Karush-Kuhn-Tuci€KT) conditions are:

18



stationarity® Of (x)+Zn:viDK (¥+> wO](X=0

i=1 j=1
primal feasibility: k(x)<0 andl(x)=0
nonnegativity of multipliers: v=0
complementarity slackness: vTk(x) =0.

The combination of v=0, k(x)<O0 and v'k(x)=0 is usually abbreviated to

0<vOk(x) <0

For some types of problems, KKT conditions are asagy or sufficient for an optimal
solution. _Constraint qualification@CQ) are mathematical properties to problems that

guarantee that every KKT point provides an optis@ution. In (Bazaraa et al., 1993)
several CQ are discussed that are useful for tpe tyf models developed in this
dissertation. The objective functions to be minietizoy model agents are convex and
twice differentiable. All feasible regions are plodgral, specified by affine inequalities
and linear equality conditions. For such problewit) a feasible region defined by linear
constraints KKT are necessary for optimal solutjondependent of the functional form
of the objective. For minimization problems withneex objectives and a feasible region
defined by convex inequalities and affine equatitnditions KKT points are sufficient
for global optimality. Thus, KKT conditions are mssary and sufficient for optimal

solutions for the models in this dissertation.

A linear complementarity problerfi CP) for a vectob, matrix A and variablesx is to

find xsuch that:0< x 0 Ax+ b= 0 (Cottle et al., 1992). In_nonlinear complementarit

problems(NCP) the expressio®x+ b can be replaced by nonlinear functions. MCP are

a generalization of NCP, allowing for other thamozwer boundsK:Ii OR 0 -w) as

well as upper boundst( uy DR O+ ) to the decision variables. For an MCP with

% Instead of stationarity, alstual feasibilityis used.
% In this dissertatior@ < x [ —k( x) > 0 will be used since the modeling tool GAMS doesailiw the<

variant and we prefer to have the code and theemnatical formulation consistent with each other. In
some cases this affects how the sign of the freé\driable values should be interpreted.
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(nonlinear) functiolr R" - R", a vector xOR"must be found for which for each

a lL=x = F(x)=0
elemenx: b. | <x <y = E(X)=0
c. %=y = F(¥<0

Another generalization of the NCP is the variatiomeequality (VI). For a function

h:R" - R"findxOPsuch that: h(x)'(p-X=0,0p0 F. When P=R?, the
nonnegative orthant of a Euclidean space, a soltitidhe VI is equivalent to the solution

of the NCRPO<xOh(x)=0(Cottle et al., 1992). There are more combinatiafs

functions and feasible regions for which the VI lgem is identical to an NCP, for
instance whelh is affine andP is polyhedral (Cottle et al., 1992). The modelserged in
Chapter 3 is an MCP, since the market-clearing itimmd cannot be included in an NCP

without loss of generality.

2.2 Game theory
A gamehas three elements: playepd] P, strategiesf all players:s, U S,, and_payoff

functionsu, (sp, s;) :( S §) - R that depend on the own stratesgyand the strategies

executed by the other playess;s (Fudenberg and Tirole, 1991). Players are theiestn

the game that make decisions. They decide upondap&mal course of action, i.e., what
strategyto execute. The payoff functions state for eacyel the benefit resulting from
their strategy choice given the chosen strategfeslloother players. In an economic
context the players can include producers and e¢oess) and strategies the possible
production and consumption levels. For instanoe payoff function for a producer is his
profit level, the payoff function for the consumass their consumer surplus. If the
producers would decide to collaborate and maxirtiiee aggregate profits, the resulting
game would be a cooperative gariee game as previously described where all agents

maximize their own payoff is non-cooperatiie game containing both cooperative and

non-cooperative aspects is a hybrid game

In an economic market model equilibria are pointere supply and demand are equal.
The game concept does not apply to (micro)econoraidy, and there are various
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equilibrium concepts for games. A concept often used in micoemics is the Nash

equilibrium. In a_Nash equilibriurall players choose a strate@y that maximizes their
payoff given the anticipated responses of all ofsleyerss,. No player would benefit
from changing his strategy unilaterallyZp ] P:up(%p, %)2 LE]( S ‘§),D s (Nash,

1951). Often,_perfect informatiors assumed in game-theoretic models, as well as

rationality, two rather intuitive concepts, which allow forcacate forecasts for other
players’ behavior. When all players communicater theeversible) decision at the same
moment, the game is said to be a simultaneous ;gatherwise it is a sequential game

(e.g., the Stackelberg game, see the next sectforsequential game necessarily has
more than one stage; however a simultaneous gamearssist of multiple stages too.
Games with several stages are dynamic gaores-period games are static gamésere

can be different information structures dynamic games. In multi-stage games with a

closed-loopinformation structure, or feedbaskrategies, at every stage, players consider
former strategy decisions and outcomes when chgasitourse of action. In contrast, in
open-loopequilibria all decisions for all stages are sethatstart of the game. Although
the assumptions underlying the open-loop gamemare restrictive than for closed-loop
games, the resulting models are generally matheaiigtitractable. Therefore the open-
loop analysis is used very often in analyses ofitaxm equilibria and trends.

In games, there may be no solutions, just one, orenthan one (see (Nash, 1951),
(Debreu, 1952), (Arrow and Debreu, 1954) and (RpsE365)). Two well-known
theorems that provide a basis for the existencequilibria (e.g., for the World Gas
Model) are the following. The_ Frank-Wolfeheorem: if hOC® (continuous),
h:R" -~ R, quadratic and bounded below on the polyhedrasiliéa region P # [
(POR"), then h attains its minimum o (Cottle et al., 1992). As is illustrated in the
next section, an equilibrium in a perfectly comgpei market with quadratic costs can be
calculated by maximizing social welfare. As longadlsconstraints, such as production
capacity and pipeline flow limitations are lineae have a polyhedral feasible region and
the Frank-Wolfe theorem warrants that there isast one feasible solution point that is
optimal. As long as there are no lower bounds ath@n zero included in the model, the
feasible region will always contain the zero vedtorall primal variables, and therefore
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never be empty. Strict convexity of the (quadrasi@gial welfare function guarantees that
the solution point is unique.

Since in some of our models we apply a non-quadfatictional form for production
costs, the Frank-Wolfe theorem cannot always bdieppThe Weierstrassheorem

applies to a broader class of functionshfiC®, h:R" - R, and Pz 0 and compact,
then the problemrpinh(x) s.t. xOP] has a solution (Bazaraa et al., 1993). Note that

this theorem guarantees the existence of a solubwindoes not say anything about its
uniqueness.

2.3 Economic market modeling

When designing economic market models various esomoust be made regarding the
market structure. The following picture is an atidisversion from (Shy, 1995).

O

Perfect Imperfect
Competition Competition
Duopoly/
EL/OMTDOIY
Cooperative Noncooperative
Sequential Simultaneous
moves moves
Decision on Decision on
quantities prices

Figure 5: Market structures (Shy, 1995)

It distinguishes features according to the typmtd#raction among players, the number of
players, the order of decision making, and whethentities or prices are set by the
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suppliers. For example, an imperfectly competitivearket, with multiple non-
cooperative suppliers, who decide simultaneouslyaiput quantities, is an oligopoly a
la Cournot The potential monopoly profit is often larger nhédne sum of the profits of
suppliers in a Cournot oligopoly (e.g., the follogiexample, where the monopoly profit

of 422 is more than the aggregate duopoly profit2f18; = 372). Thus, there is an

incentive for suppliers to collaborate and fornaael.

Another market structure that is often assumedarket models is perfect competition, a
concept first described by Walras in the late 180@serein all market agents are price
takers and cannot manipulate the market pricesr@®&/al977). In a perfectly competitive
market the market equilibrium can be found by mazing social welfarethe sum of
profits of all players plus the consumer surplusr{idon 1938).

| Inverse demand curve |

Produce
Profit

Price

| Ma@al supply cost curve

i

Production
Costs

Quantity
Figure 6: Social welfare components in a market equ ilibrium

As an example of the concept of some of the releeaonomic concepts, assume a
producer who is selling some commodiyto a market with a demand curge15-p.
Commonly, when plotting demand in a graph, the iseeglemand curve is usquk15-g

Production costs are $2 per unit. The consumeitsigan be expressed §$15— p) gq-=
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1g?. The social welfare is the sum of producer prafg-2q = (13— q) q=13-¢
and consumer surplusg’. To obtain a perfectly competitive market equilibn the
expression to be maximized 18q- ¢’ +4q°=13q-1¢’. Setting the derivative equal to

zero13- g = Ogives the optimal quantitg:=13.

Now assume that the producer realizes he is thesugplier to the market, and that his
supply affects the market price. Hence, he is aapolist, and ignores the consumer
surplus when determining his optimal productionelevihe producer’s optimization

problem is to choose a nonnegative valuegfdihat maximizes the quadratic expression

139 - q°. Setting the derivative equal to zero, reveals tiha optimal quantity igj =61,

exactly half of the perfectly competitive supplpdaa profit of(15— 2- 6%) X 6= 42.

For perfectly competitive and monopolistic markebdals with convex quadratic
objective functions and affine, downward-slopingarse demand curves the equilibrium
can always be found through optimization. Howewrdther types of markets, such as
oligopolies, optimization cannot be used to adegjyanodel them. The following is an
example for modeling an oligopoly. In this cases siolution can be derived analytically,
using symmetry of the market players.

Assume that there are two producers, identicah¢éodne in the previous example, who

are competing a la Cournot. Each producehooses a quantity that maximizes the
quadratic expressionpg -2q = (13-g,-q,)q. To solve this for producer 1:

max| (13-q,) ¢ - ¢’ |, seta[(lg_f—ow=0 = 13-¢,-2q,=0 = q =% % Using

symmetry of the producers to determine the solutigr g, =4+, and each producer

3" We need to assert convexity of the minimizatiojeotive. Maximization of pq —2(q is equivalent to

minimization of 20, — Pq . Substituting in the inverse demand curve forand taking the first partial

2 1
derivative with respect t@}, results in2q, + ¢, —13. The Hessian 0{1 2} is positive definite, hence

the objective function is strictly convex.
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13-q,

makes a profit of 15— 2- 2x 4)x 4= 1§. The expressiory, =% is known in the

literature as the optimal response cuore(Cournot) reaction curvdt shows for each

supply level of the competitor how much a firm skiosupply. For a duopoly of suppliers
the optimal response curves can be drawn in a tmeytsional picture and used to derive
the market equilibrium point, as is shown in Figidre

14
13
12

el
o r

Supplier 1

I

OFRPNWDMOUGIO N OO

01 2345678911111
0 1 2 3 4
Supplier 2

Figure 7: Duopoly market equilibrium using optimal response curves
Adding more producers to the problem with identisapply costs leads to a quadratic

optimization objective for every producer of thenfo pq -2q :(13—2 q] q. Setting
i

the partial derivative equal to zer@3-> g, —q =13-) ¢, -2 = O results in the
j

j#
following expression for the optimal supply quaestin an n-firm oligopoly market:
G =5, Oi.
We see that for this stylized example the markatildgium can be determined
analytically, and the outcomes are closed-form esgipns. In a more general setting,
such as the natural gas market model that we develth asymmetric costs, multiple
supply and demand nodes, pipeline capacity resingtand other complications, the
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complete system of equations can generally notdheed analytically. Unlike in the
perfectly competitive market structure that maxiensocial welfare minimize (supply)
costs, the Cournot oligopoly solution generally flo®t minimize the supply costs. All
competitors each maximize their own objective fiorgtwhich cannot be aggregated and
represented as one optimization objective; theeefoconvex programming approach or
any other optimization approach cannot be usethtbthe market equilibrium. For such
markets where market power plays a role, compleangyptproblems provide a viable
modeling approach. For example, the above duopatybe cast as the following LCP,
consisting of KKT conditions for the profit of tiseippliers®®

o[ (13-,) 4~ |

w20 o 056 013-6,- 2> 0
o[ (13-0y) o~ | 0<q,013-q-29,> C

0d,

O<qg U

0<q, O >0

or in matrix notation LCRY,M)

0<q0q (b+ Mg =0, with b" =(13 13 andM:(j :3

An equivalent variational inequality for this prebt is to find (G&,qz)DRi s.t.

(13-¢,-2q 13-q- Ap> Q(;l:gﬁjz (for all (g, g,) OR?
2 2

Some markets are characterized by a dominant playdra fringe of followers. For
example, some references argue that the oil mapaates this way, with OPEC as the
dominant player (e.g., (Al-Qahtani et al., 2008)is leader-follower market structure is
known as a Stackelberg gamfe characteristic of this market structure is feguential

nature. In the first stage the leader decides snohiput level; whereas in the second
stage the followers decide on theirs. The leadeassumed to have full insight in the
followers’ willingness to supply and uses this mf@tion when setting his optimal
output level. In the previous two-producer exampte information can be summarized
in the optimal response curve. The following exasrgiiows the Stackelberg equilibrium
where both leader and follower exert market powkx Gournot. Note that typically the

3 See footnote 37 for a short proof that the HessfaM is positive definite, asserting concavity of the
individual players maximization problems.
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leader would have another cost structure thandahewer, but in this example the same
data as before are used.

In the first stage the leader maximizes the foIImviexpression:(lB—oﬂ—qz)q,

anticipating the second stage respom;e;l}T"“. Substituting in the anticipated response

13-q

in the objective function gives the foIIowingﬁlI:’»—ou—T)ql o (1—23——§q1)q1. Setting
the first derivative equal to zero gives as tharoat supply quantity:q, =4 =21, and

for the follower: g, =% =8 -4 =18_13-6-55 The total supply to the market is:

2+ 28=2A=7-, which is lower than th&Zin the previously shown duopoly results.

In general this type of multi-stage models cannetftrmulated as complementarity
problems, and a whole class of more general prableas been developed to model
them; the mathematical problems (or equilibriumbbeans) with equilibrium constraints

(MPEC/EPEC). See, e.g., (Luo et al., 1996) or e Bection 2.4.

2.4 Natural gas market modeling

One of the main purposes for developing naturalngasket models has been to analyze
the impact of policy and infrastructure developmnsemt markets and consumers. Stoner
(1969) may have been the first to present work @adeting a natural gas system. The
early 1980s energy market liberalization effortstle United States and the United
Kingdom required politicians and regulators to gatiinformation and boosted the
development of quantitative models. A second baashie when in the late 1980s the
European Commission started privatization and dilieation policy of the electricity
market, and in the 1990s the natural gas markéls (&rious years).

The first market modeling efforts seem to have b@escuted by American researchers,
for the North American natural gas market. Earlykvon natural gas market modeling
with the direct objective to support policy devetmgnt can be found in (O'Neill et al.,
1979). That work had as main objective to reasaigilable gas supply to consumers in
case of emergencies. Their model was solved appaigly, linearizing non-linear
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equations and applying an iterative (modified Newtonethod. Another model, the
National Energy Modeling System (NEMS), and presiowlated models from the U.S.
Department of Energy contain a separate sub-sy&iemmodeling the U.S. natural gas
market, the Natural Gas Transmission and Distrisullodule (NGTDM) (Gabriel et al.,
2001), (International Energy Agency, 1994). The NIBA consists of various modules,
including some for demand sectors, the supply sidé conversion/transmission. An
iterative approach (nonlinear Gauss Seidel) is tsasdlve the NEMS.

New developments in mathematical formulations aochmuter software have allowed
for the representation of the specifics of actuadrkats in a single equilibrium
framework. Developments and applications on thetiNé&merican natural gas market
include optimization-based equilibrium models (Galbet al., 2000, 2003) and mixed
complementarity problems (Gabriel et al., 2005d)5%). A big advantage of the latter
model types is assessing the impact of market poweNash—Cournot setting.

Another market, for which several models have bdemeloped over time, is the
European market. Haurie et al. (1987) developedoahastic Nash—Cournot model.
Mathiesen et al. (1987) investigated market poweithe selling side of the European
natural gas market. Another modeling approach va#tert in (De Wolf and Smeers,
1997). They developed a two-stage stochastic Stamige game for the European gas
market with one producer (Norway) as the leader #red others (Russia, Algeria,
Netherlands and the U.K.) as followers. A stocltagpproach was also developed by
(Gurkan et al., 1999). They developed a Monte Csirlaulation based method to solve
stochastic variational inequalities. Boots et 2004) constructed Gas mArket System for
Trade Analysis in a Liberalizing Europe (GASTALHhat model, based in part on the
work by (Golombek et al., 1995, 1998) used a swseesoligopoly perspective. In
further developments of GASTALE, Egging and Gab¢2£06) let go of the successive
oligopoly approach. They added features like demseabsonality, a storage sector and
transmission pipeline capacities. These extensiemeved the possibility to have market
power at two levels in the market, since the cle®ech expressions needed to solve the
model with double marginalization could not be ded anymore. The model agents in
(Egging and Gabriel, 2006) included producersaagmission system operator as well as
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storage operators and allowed for market powertiexeiin the interaction between
producers and demand sectors. Various cases weflgzed with a focus on market
power exertion in the European gas market. Eggire).g2008) presented a new MCP
for the European gas market with more detail th&STALE. The trader was separated
from the producer and the LNG supply chain wasesgnted as liquefiers, shipping and
regasifiers. The case studies included two disoaptiases to illustrate the dependencies
of Europe on Russian and Algerian supplies. Eggingl. (2010) further developed the
model to the first version of the World Gas Mod&GM-2008). This model covered the
whole world, multiple periods, a detailed repreagon of the LNG supply chain and
allowed endogenous infrastructure expansions. Egeginal. (2009) implemented the
model to study the impact of the coming into existeof a global gas market cartel. Two
cases were studied relative to a reference scen@nie first case mimicked a cartel
according to GECF membershipln a second case, production capacities of cartel
members were kept at 2005 levels throughout the hiorizon, resulting in an about 50%
decreased output by 2030 relative to the firstetarase. When implementing the cases
some model limitations showed with regard to theresentation of a cartél. These
limitations have been addressed when developingittael in this research. Egging et al.
(2009) was a contribution to a Special Issue of Ehergy Journal Vol. 30 as an outcome
of the Energy Modeling Forum (EMF) 28 Although with some limitations, among the
participating models in EMF 23 the model version M2008 in (Egging et al., 2009)
and (Egging et al., 2010) was best suited to implena global gas market cartel in a
hybrid market setting with a fringe of Cournot asaimpetitive players.

Continued GASTALE development in (Lise et al., 20@8d (Lise and Hobbs, 2008)
addressed capacity expansions in a multi-period elnddther recent models for the
European market include NATGAS (Mulder and Zwafip@) and GASMOD (Holz et
al., 2008) and (Holz, 2009). Gabriel and Smeer9g2®rovided a broad overview of
natural gas market equilibrium models and provigggestions for further mathematical
approaches to address relevant issues in the haggaa markets. Although
complementarity problems have clear advantagesmalate market power for certain

39 Gas Exporting Countries Forugecforum.org
“0Due to the separate coordination of pipeline aNGlexport.
“1 http://emf.stanford.edu/research/emf28tp://emf.stanford.edu/files/pubs/22377/EMF23R&ntab. pdf
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types of analysis, optimization models may stillthe method of choice. Tomasgard et
al. (2007) in (Hasle et al., 2007) described optation approach for various steps in the
gas supply chain, and provide a stochastic modelppgoach to address uncertainty.

An important consideration in natural gas markstthe finiteness of the resource. Not
only daily production capacities are limited, busocathe total production over time.
Hotelling (1931) discussed the optimal depletiothpaf exhaustible resources. His key
result was that an optimal depletion path indugesep that, corrected for discount rates,
are constant over time. The rationale is thatiifgs would move differently, it would be
worthwhile to shift production between periods. Shesult is known as the Hotelling
rule. Several recent publications that addressefeiss of resources include (De Joode,
2003), who addressed depletion of gas reservelernnteraction between Russia and
Europe. Benchekroun et al. (2006) analyzed diffeseenarios for how the threat of a
forced break-up of a cartel impacts the extractaie of the resource by the cartel in the
cartel period. In honor of the #%irthday of Hotelling's paper, Gaudet (2007) dissed
many implications of the Hotelling rule in the peas world. Zwart (2008) elaborated on
the interplay between market power exertion andrahigas depletion in the European
natural gas market.

The previous subsection (2.3) introduced the Sthekg equilibrium in a two-stage
game with market power. De Wolf and Smeers (19@vehbped and applied a stochastic
two-stage game for the European Gas Market withwidgras the leader and other
suppliers as followers. Hobbs et al. (2000) devetban MPEC for an electricity market
with a first stage wherein one or more individuahk decide on their supphjid curves
and in the second stage an integrated systemstopailaars the electricity market
through the profit maximization resulting from phases from suppliers, deliveries to
consumers, and pricésGabriel and Leuthold (2010) presented a two-stagdel with
discrete first state variables and developed argéselution method that transforms the
model into a larger, but more easily solved, mixetger program. They presented
computational results for a fifteen node networkerong the Netherlands, Belgium, and
the French and German border regions.

“2 A bid curve is an upward sloping curve indicatthg willingness to supply for each price level.
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Several papers developed solution procedures foE@®Rithout specific applications.
Some approaches have used penalization and relaxairategies. Penalization

approaches remove complementarity conditiesgs0 from the model restrictions, and
add a penalty term to the objective that accoumtsdw muchxy deviates from zero.

DeMiguel et al. (2006) developed a two-sided refiaxascheme. The starting point was
to reformulate the MPEC as a standard nonlineagrama (NLP) by replacing the
complementarity conditions by a set of smooth gamsts. Doing so, the feasible region
of the resulting NLP has no strictly interior pa@nand as a consequence constraint
gualifications are violated, and thereby the meamslost to check if found stationary
points are optimal. The authors referred to worlSolieel and Scholtes (2000) and gave
optimality conditions for MPEC. To maintain the &pgbility of constraint
gualifications, DeMiguel et al. developed a seqaMiLP approximation approach to
the MPEC, in such a way that the relaxed NLP hastietly feasible interior, even in
the limit. To solve the NLP they proposed the ukarointerior point method, which is
described in their paper. Gabriel et al. (2009) eflgved a Benders decomposition
approach to solve two-stage problems with disaretestraints. The approach combines a
Benders algorithm with a procedure to decomposeltimeain of the upper-level discrete
variable to ensure that the otherwise possibly asasubproblems are convex.

The above illustrates that there are many modelapproaches that allow the

representation of market power a la Cournot. Stilny researchers use optimization
approaches for their market models. Although omation approaches are valid to

analyze perfectly competitive markets, markets whearket power can be expected are
not well represented by them. MPEC are a more gémémss of models than what is

needed in this research; for our purposes it is metessary to implement these
technically and computationally challenging modglapproaches that need considerably
long calculation times to solve representative das. The main natural gas market
models in this dissertation are market equilibriapproaches, in the form of mixed

complementarity models.
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Smeers (2008) discussed several major challengéshiould be addressed by modelers
to support the European Commission in the developroka regulatory framework for
the European natural gas market. The three corecigs for the internal gas market
are: i. to increase competition, ii. security ard gustainability of the energy supply.
Smeers analyzed the contributions that existing etsodan make, consistencies and
inconsistencies between model results and propleggslation, and the potential for new
models to provide insights. Smeers discussed vamoarkets that can be distinguished
related to natural gas: production, transportatistorage, trade (‘supply’ in (Smeers
2008)) and the retail market. Some major shortcgmiaddressed by Smeers are: the
simplicity of the demand representation, model$ doanot allow for fuel substitution, oll
price linkage, vertical integration, not represegtihe entry-exit system for domestic gas
networks, how market-power exertion in gas supplyepresented, that market-power
exertion in capacity markets is not representeal athe use of congestion pricing for the
use of infrastructure capacities and not addressemgironmental policies and

sustainability issues.

Smeers (2008) posed many challenges and potentiefiged a path of future research
for many years to come. The models and methodsepied in this dissertation do

address representativeness of natural gas mark#tlsnby scaling up the geographical
region covered by a single model. Also, uncertaintfuture developments is addressed,
however most issues posed by Smeers remain uniuche

The World Gas Model (WGM-2009) that is introducezkinin Chapter 3 is an improved
version of the one that was presented and apphedEgging et al., 2009, 2010) and
(Huppman et al., 2010). WGM-2009 is presented recntly submitted paper (Gabriel
et al., 2010) and used in studies for Resourcest®Future and Statistics Norway as

well as several conference papers.
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3 A Multi-Period Natural Gas Market Model:

The World Gas Model
In this section the World Gas Model (WGM), a detigistic multi-period MCP for the
global natural gas market is introduced. In the ehodarious economic roles are
distinguished by countries and geographical regidfach such region can have a
producer, trader, storage operator and a transmissiystem operator, which is
responsible for managing all transport optionspiavide a framework for the following
discussion, Figure 8 below illustrates the intecas between the market participants that

are represented in the model.
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Figure 8: Trade relations in the WGM

Modeled market players are producers (P), trad€ysliquefiers (L), regasifiers (R),
storage operators (S), marketers (M) and sevenaswuoption sectors (K1, K2, K3).
Producers sell gas to traders. Traders ship ga®risumer markets, domestically via
distribution networks, or internationally via higiressure pipeline networks or LNG
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terminals, ships and regasifiers in other countriemders can make use of storage
services to balance their flows among seasons.

The WGM is unique in the combination of the levedetail wherein market agents and
transport options are incorporated, the global mye and depth of the regional
coverage, the multi-period approach with endogenmagpacity expansions for
transportation and storage infrastructure, addngsseasonality in the demand sector and
how market power is represented.

We describe the players and some technical chaistade and economical roles in the
natural gas market and how the characteristicsraled of the players are represented.
The objective functions and constraints for thesilela regions are presented, as well as
the Karush-Kuhn-Tucker (KKT) conditions, and therked-clearing constraints (mcc):
the equations that tie the separate players’ pnobkegether into one MCP.

3.1 Introduction

Natural gas consumption and production can be fonrdost world regions. There are
big differences between the regions though. Fomgte, North America and Europe
have well-developed gas pipeline systems to trahsgfee gas from suppliers to
consumers, possibly crossing several country berdarthe way. In other parts of the
world pipeline transmission systems are much les®ldped, and domestic distribution
networks may only cover parts of the countries. ##b0% of natural gas is used in the
same country as where it is produced (BP, 2010)th&fremaining 30% about 50% is
shipped internationally over relatively short pipek, about 25% over long international
pipelines and about 25% by LNG tankers (Internai&mnergy Agency, 2008).

The different aspects of the individual regions s addressed when setting up a
model. Infrastructure and market characteristicstnhe represented at an adequately
detailed level to be able to draw useful conclusidtiowever much of the desired data is
not (publicly) available, what puts limits to thevél of detail that can be implemented.
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Energy markets have many different types of agantsmany possible interactions may
occur among them. When formulating a model for aargy market many modeling
decisions must be made regarding the representatitte actors and the technical and
economical detail that can be represented. Thesfaotthe modeling exercise presented
in this chapter is on the market power aspectiénupstream market and the impact on
production, consumption, traded volumes and priCEse emphasis in the model
development is on the economic interactions prewale the natural gas market. Many
technical aspects relevant for the natural gas etagke addressed and discussed,
however for tractability reasons many of them witit be incorporated in the actual
model.

Before introducing the economic roles of all thayars we will first start with an
introduction of the fossil fuel that is the subjettproduction, trade and consumption in
this dissertation.

3.2 Natural gas

Natural gas is a hydrocarbon consisting mostly ethane (Ch), ethane (€Hg), some
larger alkanes (.x+2) and some components that are described in latgioss. The
existence and production of natural gas are linkedanother hydrocarbon: oil, so
describing the origins of natural gas means disegsBydrocarbons more generally.
Most of the technical details are based on (Crafale 1991), however some web
resources have been used as {ell.

3.2.1 Hydrocarbons

Many million years ago dead organic material pilgdon the bottom of the sea. Over
time huge layers of sediments buried the organitenia. Bacteria, pressure and heat
degraded and decayed the organic material intd fiixtures of hydrocarbons ¢8y).

These mixtures of crude oil, natural gas and nhigaa liquids (NGL) are nowadays

denoted as petroleuffi.

43 www.metu.edu.tr/~kok/pete443.htrmbww.eia.doe.gov/neic/infosheets/natgassupply.html
www.naturalgas.orchttp://fossil.energy.gov/education/energylessora/gen _howformed.html
www.energy4me.orgndwww.most.gov.mm/techuni/media/PE_04025_13.pdf

*4 The terms petroleum and hydrocarbons can be nsexthangeably. We will use the term hydrocarbons.
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Natural gas is the part of the mixture that is gaseat ambient temperature and under
atmospheric pressure. In natural circumstancesnvwdeparated from crude oil after
flowing out of a reservoir, natural gas containgexavapor, hydrogen sulfide, carbon

dioxide, helium, nitrogen, and dissolved NGL sush@opane and butane.

Reservoirs with accumulated mixtures of hydrocasgbexist underground as subsurface
porous sedimentary rocks, in and under the sameneats that buried them when the
hydrocarbons were still organic material. Theseeugbund reservoirs of oil and gas are
often connected to aquifers: porous rock systemsagung water.

Reservoirs can contain hydrocarbons that are lgjugdses or both. The terms gases and
liquids refer to the state of the hydrocarbons wuratenospheric pressure and ambient
temperature. Due to high reservoir pressures gasgshave a liquid state; in contrast,
liquids can have a gaseous state when temperaitgdsigh. Dependent on the pressure
and temperature in a reservoir, the mixture of bgdrbons can be in a single-phase
(either gaseous or liquid) or the two-phase stétais, if the single phase is a liquid
phase, there may be gases present, dissolved wilthdternatively, if the single phase

is gaseous, any oil and NGL in the reservoir aqgoviaed. Typically, if the state of the
reservoir is two-phase, there is a gas cap onatog there are liquids in the lower part of
the reservoir: the oil zone. Due to these varidussp and substance combinations there
can exist up to four types of hydrocarbon resemesreservoir: free gas, dissolved gas,
crude oil and NGL (Craft et al., 1991).

The total content of a reservoir, the resourcea iixed quantity. Generally not all
contents can be recovered. How much can be, dementte production methods used,
the economic circumstances, and environmental e governmental regulations.

3.2.2 Reserves

Due to the physical characteristics of hydrocanes®ervoirs, it is not easy to estimate the
total volume of hydrocarbon contents in them. ThRime-estimating activities to gauge
reserves in an area where no production is takiagepyet are calledxploration Over
time, petroleum engineers have developed an addacékit, including seismographic
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data collection and computer simulations, to gatigetotal of reserves in reservoirs.
Seismology studies how seismic wave energy moviésreintly through various types of
terrestrial surface and underground formationssr8iei waves are created artificially by
machinery, and the behavior of these waves is medsusing sensitive tools, called
geophones. Other data gathering activities inchadasuring magnetic properties and the
gravitational field of the Earth.

Since there is a huge variation in the reliability the assessments, and exploration
activities may lead to drilling dry wells, but alsm huge finds, various classifications of
reserves estimates have been developed. The vedizdtions of proved, probable and
possible reserves are conceptually self-explanatooyvever have varying meanings
dependent on the institute that performed or regothe assessment, the assessment
method used, and whether the assessment was dagitror stochastic.

The Society of Petroleum Engineenas made huge efforts to compare and standardize
reserves likelihood methodologies (Society of Retnm Engineers, 2005a, 2005b).
Naming conventions for reserves include: 1P fowvpdoreserves, drow Estimate 2P,

for proved plus probable reservesBast Estimatand 3P, for proved plus probable plus
possible reserves, étigh Estimate

When stochastic assessments are performed, in tErmoved, probable and possible
reserves, 1P is often taken equivalent to an &t |188% chance that eventually the
recovered quantity will be the estimated amounti@Bt least 50%, and 3P to at least a
10% probability of eventual recovery.

When other characteristics are taken into accosmth as economic and technical
recoverability, the (Society of Petroleum Engine&@05b) address that the reporting
standards of many international agencies are roatethe reporting methodology
proposed by McKelvey (1974).
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Figure 9: McKelvey Box in (Society of Petroleum Eng  ineers, 2005b)

As stated above, the actual volume of hydrocarkiona reservoir is hard to assess.
Whenever an exploration team decides that a site d@od prospects to find
hydrocarbons, the next step will be to drill anragtion well. Permits need to be
arranged, leases and rights of land use as welir@angements with local or federal
authorities about royalty and tax regimes. If a Iyedrilled well hits a significant
hydrocarbon deposit with development potentialisitfurther enhanced to become a
production well.

Dependent on how many cubic feet of gas are disdalv the crude oil various types of
reservoirs orwells, are distinguishedDil wells can have aissolvedgas content of up to
a few 1000 cubic feet per barrel of crude @Has-condensateéeservoirs may have
between five thousand and one hundred thousand: ¢abt of gas per barrel of olil.
Natural gas wells contain per one hundred thousahit feet of gas at most one barrel
of condensatemixtures of hydrocarbon liquids that are lesssgethan crude oil. Gas
from condensate reservoirs is calldt gas, from gas reservoitsan or dry gas. The
various forms wherein gas can be present in diftereservoirs have been given different
names. Gas from oil wells &ssociatedjas, which can bassociated-fregas if it comes
from the gas cap aassociated-dissolvedas, orsolutiongas, if it was dissolved in the
crude oil.Non-associategas is gas from a reservoir that hardly contaimscaude oil or
condensates, with gas to oil ratios over one huhttreusand cubic feet of gas per barrel
(Craft et al., 1991).

38



3.3 Production

Once a well is drilled in a reservoir, pressurdedénces will cause oil and gas to flow
through the pores in the sedimentary rock to th#. Wéater from connected aquifers
may further push out some of the oil and gas. Tiiflaw of hydrocarbons causes the
pressure and temperature to decrease, changimghyisecal properties of the mixture of
hydrocarbons in the reservoir. For example wherptiessure gets lower in a two-phase
reservoir, the gas saturation in the oil zone imtkease. When it reaches the critical gas
saturation point, gas will flow out of the oil, eiging the oil/gas ratio and this free gas
may start flowing to the production wells.

The Schilthuis material balance equation (Crafalet 1991) is helpful when analyzing
shifts in those properties, pressure and temperawunen deciding on measures needed
to prevent undesired changes. The material balagoation denotes a conservation of
matter by accounting for volumes and quantitieBudls that were initially present, have
been produced to date, have been injected into,asadstill remaining in a reservoir.
Essentially the equation presents a volumetricrz@aSince the volume of a reservoir is
constant, the sum of the volume changes of ok fr&s, water and rock must be zero.

Dependent on the physical properties of the hydbmse mixture, various production
methods can be used. In general the initial enegyained in the reservoir will be
enough to just let the gas and oil flow for sonmeeti The methods that use the reservoir
energy are therimary productionmethods. The pressure of ground water and disgolve
gas will push out gas and oil. A second primarydpation method is fluid displacement
of oil and gas by water inflow from aquifers. A rthiprimary method is capillary
expulsion, the process of water creeping up napores in the rocks while pushing out
the oil. A fourth method, gravity drainage, happerigen oil moves to wells in lower
parts of the reservoir.

Fluid displacement under the impactiofectedwater or gas is consideredsacondary
recoverymethod, as are other methods aiming at repressgitize reservoir. Pumps can
also be used to repressurize the reservoir. Tleetiop of water is called water flooding,
whereas the injection of natural gas is referrecagogas cycling. Injected gases can
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usually be recovered at the end of the oil producphase. However when the eventual
recovery is in the far future, the lost revenuel k@ significant and other gases can be
injected instead. In particular, the injection aftwon dioxide is rather commonly applied.
A third set of methods is calletkrtiary recovery also referred to asmproved or
enhancedrecovery. These methods aim at lowescosity (stickiness) of the oil, and
include the injection of chemicals or chemicallgaied water. Also steam can be injected
to increase the temperature of the oil and thettshyiscosity.*

Since conventional methods on average only prodimmut one third of the initial
hydrocarbons in place, enhanced recovery methods adarge potential regarding the
total output of production wells.

Besides production from natural gas from wellsyeéhare also other sources of gas that
add to the total natural gas supply. For exampéeBhergy Information Administration
(EIA) lists as supplemental gas supplies: blashdoe gas, refinery gas, propane-air
mixtures, and synthetic natural gas manufacturean fhydrocarbons or from coal.
Although locally these supplies can be significahgy do not have huge impact on the
global gas supply yet. In the future, biogas (efrpn organic waste or manure) and
gasification of coal possibly in combination witarbon sequestration and storage, could
potentially play significant roles in the supply pétural gas. Biogas arises from the
degeneration of organic material in the absencexgfen®® The potential for biogas is
huge, for instance, any wastewater treatment facilandfill or dairy farm can be
equipped to harvest the outflow of biodag.he biogas can be used to produce heat and
power in a Combined Heat and Power (CHP) plantdistributed for use similar to
natural gas. Due to the generally large sharesadfon dioxide, the calorific value is
often too low for direct injection into the naturgas distribution grid. To do so the
quality of the biogas must be upgraded. Mid 2008gds has become eligible in most
U.S. states to fulfill the renewable energy tardatd out in their Renewable Portfolio

* fossil.energy.gov/programs/oilgas/eor/

“® http://www1.agric.gov.ab.ca/$department/deptdoé&ateng4447(Accessed, Nov 8, 2010) ;
http://www.iea-biogas.netAccessed, Nov 8, 2010)

*7 http://www.epa.gov/chp/markets/wastewater.htAdcessed, Nov 8, 2010)
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Standards (RPS). State’s renewable energy targetspato 30% for electricity supply,
and the share of biogas in the total energy supplyikely increase?®

Similarly, in the EU directive 2009/28/EC has beelopted by the European Parliament
to promote the use of renewable enetyRy 2020, 20% of energy should come from
renewable sources, including biomass and biogathdrEuropean Union, in 2007 the
total amount of biogas used was about 36 mboe, mbsthich was produced in
Germany and the United KingdothThe huge potential for biogas and its status as a
renewable energy source may affect the reservedrab®&/P-ratios of natural gas, which
is not accounted for in the case studies in thasattation.

Lastly, in recent years more deep hydrocarbon wellise been drilled. The not-so-deep
reservoirs, the ‘low-hanging fruit’ among the oildagas wells, have been harvested and
there is a trend towards new wells being deeperdaeger. When drilling deeper wells
more gas and condensates are found, as well assoloteon gas in the oil due to higher
pressures on greater depths.

3.3.1 Processing

Produced natural gas is referred to as raw nagasl It can be wet: containing large
amounts of condensate; and sour: containing sdifixide and/or carbon dioxide. Sour
gas can cause corrosion in the pipeline system;gameérally furnaces and other gas
using appliances can only operate safely or efittyeusing gas within a specific range of
burning characteristics. Therefore, gas usuallydeeprocessing before it can be
transported to and used by the final consumérs.

Raw natural gas may contain all kinds of materglsh as: water vapor, hydrogen
sulfide, carbon dioxide, helium, nitrogen, and diged NGL: ethane, propane, butane,
isobutane, pentane and natural gasoline. Furtherepsing is needed to separate all

“8 http://www.epa.gov/chp/state-policy/renewable_tfal{Accessed, Nov 8, 2010);
http://www.epa.gov/agstar/tools/funding/renewalilal{Accessed, Nov 8, 2010)

“9 http://eur-lex.europa.eu/LexUriServ/LexUriServ.dd2GELEX:32009L0028:EN:NOTAccessed, Nov
8, 2010)

*0 http://www.eurobserv-er.org/pdf/baro186_a.péEcessed, Nov 8, 2010)

1 www.naturalgas.org/naturalgas/processing_ng.asp
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hydrocarbons and fluids from the pure natural gaget dry natural gas: mostly methane

and a small fraction of ethane.

There are several steps in processing wet gas/tgad. Some technically uncomplicated
steps are performed close to the wellhead, whes®zeral more advanced steps are done
in larger-scale facilities. The not-so-complicastelps include:

0 Scrubbing, to remove sand and other large particles

0 Heating, to prevent too low a gas temperature wbazhd induce gas hydrates (a solid
ice-like substance) to form, accumulations of whiohild impede the flow through the
pipeline network.

o0 Removing oil and gas condensates. This can bengglesias having a closed tank
through which the gas-oil mixture is lead and wireggavity separates the gases from
the liquids. Dependent on the wet gas charactesistiore specialized equipment uses
pressure and temperature differences to separateoadensates, gas and sometimes
water.

o0 Removing water. This can be done by separationhéf water is free and liquid),
absorption or adsorption. For absorption a chenagaht with an affinity for water is
used to absorb the water. Adsorption is cooling mdae mixture and collecting the
water vapor.

Consecutive processing steps are more advancedusurally done in a centralized

fashion:

o Separating of NGL, including the extraction of N@hd fractionation of the various
components. One method is absorption, similar ttem@moval, but with a different
absorbing agent. Cryogenic expansion is coolingrddve gas by rapidly expanding
it. The drop in temperature makes all gases comgemscept the methane. For the
fractionation the different boiling points of difent NGL are used to consecutively
separate them from each other

o Removing sulfur and carbon dioxide. Taking the wulbut is called sweetening, a
process similar to the absorption processes foovaihof water and NGL.

Due to limitations in model capabilities, but aldata availability, not all steps and

characteristics presented in the previous sectamesincluded in our model. Before
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presenting the mathematical formulation in the reedtion, we introduce the notation
used.

3.3.2 Nomenclature

The notational conventions used in the model foatih are mostly self-explanatory.
Generally, sets and market-player indices are its¢ letter of their full name. For
example, the variablSALES are the total sales of a market agent of typécf.,

SALE$dm in Eq. (3.3.4)). AlsoPURCH' are the purchases of an agent of typ&he set

N denotes model nodes; and for subsets of nodesvahglaye is present, we udg(x).
®2To refer to individual nodes in this set, we wri(&). Similarly, to denote the subset of
agentsX present at node, we useX(n), (e.g.T(n) are the traders with access to najte
and to refer to individual set elements of this set writex(n). All market prices, i.e.,
dual variables to market-clearing conditions, apresented by the Greek let@mwith
appropriate subscripts and superscripts; and shadioes of constraints are denoted as
lower-case Greek symbols (e.gr, 5, y for capacity constraintg for mass balance
constraints ang for capacity expansion limitations). For completesn a full list of
symbols used is shown below before the model faatran. Most costs and price-related
data are in thousands of dollars per million cubieters (k$/mcm); the unit of
measurement for volume and flow data is millionicubeters per day (mcm/d).

3.3.2.1Sets

alA Gas transportation arcs, e.g., {NNED_GER, LNORAFRGER_GER$*
dOD Demand seasons, e.g., {low, high}

pOP Producers, e.g., {P_NOR, P_RUW, P_RUE}

md M Years, e.g., {2005, 2010, 2015, 2020}

2 Model nodes represent geographical regions inviiréd. They can be defined flexibly in the modetala
set. Due to the limited relevance and impact ohtides that only produce and consume small amounts,
several countries have been grouped with neighpanies and are represented in the model data sat on
aggregate level. For some countries the oppositeés their consumption or production is so highd the
geographical distances so large, that a divisicdh@tountries in several regions is warranted. rEgeons
used in the numerical analyses are introduceceasttirt of Chapter 4.

%3 The first letter indicates the type of arc, conabions of three letters denote the region of cquname.
NNED_GER represtents a pipeline from the Nethedandsermany; LNOR_FRA an LNG shipping arc
from the Norwegian liquefaction node to the redgeatfon node of France and RGER_GER the arc from
the German regasification node to the German cypunatde. NNIG_LNG would denote the arc from the
country node Nigeria to the Nigeriaion liquefactinode.
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nON Region nodes, e.g., {N_NOR, N_RUW}

sO0S Storage facilities, e.g., {S_NED, S_GER}
tadT Traders, e.g., {T_NOR, T_RUS}

at (n) Inward arcs into node

a (n) Outward arcs from node

3.3.2.2Constants/Input parameters

b Arc capacity expansion costs (k$/mcm/d)

b Storage injection capacity expansion costs (k#iiinc

b Storage extraction capacity expansion costs (&$/m

bW Storage working gas capacity expansion costsn&®y)
Com(-) Production costs (k$/mcm)

CAPan Arc capacity (mcm/df

CAP;Q}In Storage injection capacity (mcmd)

CAPor Storage extraction capacity (mcnift)

CON[,, Contractual supply obligation (mcm/d)

oc Level of market power exerted by trader in a ree§, 0[0,1]

0 is perfectly competitive, 1 is fully Cournot.

days Number of days in season

AR Upper bound of arc capacity expansion (mcm/d)

Zj‘n Upper bound of storage injection capacity expamgmcm/d)
ng Upper bound of storage extraction capacity exipangncm/d)
Zfr‘r’," Upper bound of storage working gas capacity esigan(mcm)
7 Discount rate in yeary,, 0(0,]]

INTY Intercept of inverse demand curve (mcm/d)

>4 Sub-script m is to account for expansions apprarashder construction.

44



SLP!

ndm

A reg
Tadm

Sl, reg
Tsdm

—S
WGsm

Loss rate of gas in transport ar;:D[O,l)

Loss rate of gas storage injectid);D[O,l)

Production capacity (mcm/d)

Total accessible reserves in time horizon (mcm)
Slope of inverse demand curve (mcm/d/k$)
Regulated fee for arc usage (k$/mcm)

Regulated fee for storage injection (k$/mcm)

Storage working gas capacity (m¢ém)

3.3.2.3Variables

AA
ASl

snm

ASX

A
FLOW,
INJ
PURCH .
SALES,,
SALES,,
SALES,,
SALES}
SALES,.
XTRy

m

Arc capacity expansion (mcm/d)

Storage injection capacity expansion (mcm/d)

Storage extraction capacity expansion (mcm/d)

Storage working gas capacity expansion (mcm/d)

Arc flow by trader (mcm/d)

Quantity injected to storage by trader (mcm/d)

Quantity bought from producer by trader (mcm/d)
Pipeline capacity assigned to trader (mcm/d)

Quantity sold by producer to traders (mcm/d)

Storage injection capacity assigned for use et (mcm/d)
Storage extraction capacity assigned for useattetis (mcm/d)
Quantity sold to end-user markets by trader (mgm/d

Quantity extracted from storage by trader (mcm/d)

%5 Sub-script m is to account for expansions apprarashder construction.
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When presenting restrictions in the formulationtotye Greek symbols in parentheses

represent the dual variables used in the KKT d&éawa

a,[=0 dual variables to capacity restrictions

@ free dual variables to mass balance constraints

p=0 dual variables to capacity expansion limitations

77 free duals to market-clearing conditions for sold &ondght quantities

T free duals to market-clearing conditions for capaaggignment and usage.

In what follows, we describe the representatiothefproducer and other players.

3.3.3 Producers

Some companies involved in natural gas productrerExxon-Mobil, British Petroleum,
Shell, Statoil, Gazprom and Sonatrach. A main tiffiee between the first three and the
second three companies is that the first threeadp@lobally and the second three mostly
regionally. In many countries the production of gasationalized, especially in the
countries that would potentially participate inlalml gas cartel. Much of the company
data for global firms is either not available, oowd take more time to collect than can
be justified for an academic study. For the typestoflies performed with the model as
part of this dissertation, focusing on upstream kaarpower, a country-based

representation is adequate to provide insighttimomarket developments.

In reality, natural gas production rates and cedlisvary by reservoir and over time, and
the costs for and success rates of drilling newrkgsrs must be accounted for. However,
data for costs and reserves of individual resesvaie not publicly available or very hard
to obtain. Also, the level of detail might have @gntially unmanageable impact on the
model size of the resulting MCP. Therefore, in model we limit the representation of
the production side of the natural gas market eéoagtonomically most relevant aspects.
We assume that all technical characteristics casub@marized into a supply cost curve,
a limit to daily production and a bound to the taiaer the time horizon economically
recoverable reserves. In the model there is oneéuaton quantity for every producer in
every season and every year, which must be intexpras the seasonal average
production level. Summarizing all (marginal) suppbpsts into one curve is a
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simplification, but very common in the literaturand representative enough in the
perspective of a long-term equilibrium model.

3.3.3.1Assumptions

The model type used, MCP, requires that feasibdgons and minimization objective

functions are convex. Additionally, there are lisnib data covered in publicly available

sources. Also, the inclusion of many charactesstiod much detail will lead to large

models and possibly a large computational effortstdve the model. To develop a

representative MCP that is computationally tradabie assumptions must be made for

the producer and other players. Hence, producerassumed to:

0 maximize their discounted profits over all periods

o have perfect information

0 have exogenously given production cost functioadlyctapacities and reserves

0 have strictly increasing convex production costhjcl include other relevant costs
such as processing of the gas

(@)

only sell gas to one given trader (which could besidered to be their trading arm)
0 be price-takers with respect to their selling pacel not exert market power.

3.3.3.2Producer problem
A producerp is modeled as maximizing his discounted profithjolv are the result of
revenues from saleSSALES, minus production costs. Cash flows in yearare

discounted with a factgr, . Since sales rates are per day and may differebga, the

sales rates are multiplied by the number of dayherseasod: days .

max ZymZday%[ﬂf(@deALE%m— Gh SALE@J (3.3.1)

SALESum  mOM  dOD
The sales rate is restricted by a production c@pﬁzm (that can vary by year):
—P
st SALES, < Pk O dm(a®,) (33.2)
Due to reserve limitations or governmental resoitt the aggregate production over all

years in a time period is restricted by a produrcteiling ﬁi
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> > days SALE§,< P [ m(5}) (3.3.3)

mOM dOD

Lastly, the sales-rate must be nonnegative:

SALE$dmZO O d r (3.3.49)

Note that all market-clearing conditions are shatrthe end of this chapter. Also, the
KKT conditions for the producer and all other agetdn be found in Appendix 3.13. The
market player that we describe in the followingtsetis the trader.

3.4 Trade

Most natural gas trading companies also perforneragictivities than buying and selling
of gas. Often gas trading companies have somecakdr horizontal integration, and the
integrated companies can be active in all aspettth® natural gas market, from
production and trade, to liquefaction, regasifioatiLNG transport, pipeline operation
and storage. Examples of traders in today’s namal marketplace include Gazexport,
the trading arm for Gazprom (Russia) and GasTeWa tBe trading arm for NAM
(Nederlandse Aardolie Maatschappij). A company thatctive in Washington D.C. and
Virginia is Washington Gas, and companies thatatie in various southern U.S. states
include San Diego Gas & Electric and Southern Galih Gas Co. Before discussing the

role of the trader in the WGM, we elaborate on sasyects relevant for gas trade.

3.4.1 Market power

The Organization of Economic Co-operation and Dewelent (OECDY defines market
power as:the ability of a firm (or group of firms) to raisend maintain price above the
level that would prevail under competition is reéet to as market or monopoly power.
The exercise of market power leads to reduced oatpdi loss of economic welfare.
Generally, the exertion of market power by paracunarket agents is hard to prove.
Sometimes internal company memos are made publmbgy ex-employees, but usually
the information stays hidden. Typically one wouldntvto show that prevailing market
prices are higher than would be the case in a grfeompetitive market. To that end,
we would need an adequately representative modktata set and show that price and

%8 http://stats.oecd.org/glossary/detail.asp?1D=3256
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output values in a perfectly competitive market lasger than prevailing market prices.
We would need to show that finite resource consiilens (e.g., (Hotelling, 1931) and
(De Joode, 2003)) and restrictions in productiord aransport capacity are not
responsible for the difference between marginalpgugosts and prevailing market
prices. Proving the point this way is nearly impbles however some past events have
provided empirical evidence for market power exertin 1980, Algeria cut off supplies
to American and European customers trying to foneeacceptance of unilateral changes
in contractual terms (International Energy Agen2904). More recently, Russia has
disrupted supplies to the Ukraine and other CISnties’ as leverage in contract
negotiations (Stern, 2006). The recent announcestemaund and developments of the
Gas Exporting Countries Forum (GECF) are also atication that market power
exertion exists, or at the very least is contenaoldly some gas exporting countries (see
Chapter 1.)

Market power has been ignored for a long time irdeting energy markets. One reason
is that a typical Cournot oligopoly cannot be reygrdged as a linear or quadratic program
which makes it a computationally challenging endeavsmeers (2008) provides an
extensive discussion on alternative ways to modatket power. Smeers argues that
linear and quadratic programs can sufficiently oeptmarket power aspects. He states
that adding a mark-up to the pure competition psigices, arguing that an exogenous
mark-up is equally arbitrary as a conjectural aaor conjectured response approach,
for instance as implemented in (Mulder and Zwab)&), (Boots et al., 2004) or (Egging
and Gabiriel, 2006). According to (Smeers, 2008ykru@s can be easily interpreted and
compared to market observations. However a markproach fails to capture one
important aspect of market power: the incentive foarket power players to
geographically diversify their supplies. This effeas illustrated and explained for the
European gas market in (Egging and Gabriel, 2008 explanation is along the
following lines. In a perfectly market, wherein risport costs are minimized, most
supplies are shipped to domestic and neighboringiete When exerting market power,
suppliers are inclined to supply lower amountshi® domestic and neighboring markets
to drive up prices. However, the higher prices teregpportunities for other suppliers,

" Commonwealth of Independent States: the counuigsn the former Sovjet Union
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which can result in gas being shipped over longstadces in an imperfect market,
relative to a perfectly competitive market. To slitate this effect we have included an
example at the end of this chapter.

3.4.2 Levels of market power®

There are many papers that develop, use or teqcéorcepts of) oligopolistic market
power somewhere between perfectly competitive aashNCournot oligopoly in markets
as varying as agriculture, supermarkets and tHmeaimdustry. Some terms that have
been used to indicate market power levels: the etarwer paramete{* in (Raper et
al., 1998); variabled in (Steen and Salvanes, 1999), the conduct paeameand
conjectural elasticity (Taylor and Kilmer, 1988)Wé¢erahewa, 2003), conjectural
variation (Garcia-Alcalde et al., 2002), and thenhers of equivalent Cournot firms (cf.,
the value ofhin g =2 in Section 3 of Chapter 2), the Lerner index (lezyri934) and

n+l

the Hirschman - Herfindahl index (HHI). In our worke apply a mixed conjectural
variation approach. We define a market power param@r the traderséan[O,l],

0 ) SALES g

which is implicitly defined as follows)", = —=

—>———, the partial derivative of the
ASALEG )

total supply with respect to a firms own supply.vAlue of 5fn =0 means no market

power: the conjecture is that a change in own supll not induce a change in total

supply (and thus in market price); a valuediﬁn =1 means that the trader is a full

Cournot player. As a full Cournot player the cotyeed variation in supply by the other
players is 0 (i.e., other players will not chanbeirtt output volumes in response to a
change in the market price induced by this playehanging output volume). Positive
values lower than one indicate that we assumesthrae market power is exerted by the
trader, but diluted relative to Cournot competitiorhis implies that the model as
implemented is not a strict Cournot model, buteath heuristic way to deal with varying

degrees of market power and to calibrate the modehg-term market share

considerations and government policies are twadheffactors that may not completely
prevent, but may to some extend limit the exeritbmarket power.

%8 This discussion on market-power parameters igyht} adjusted version of the discussion in (Ego@t
al., 2008). Special thanks Energy Policyfor the permission to reuse some of the work is diissertation.
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In the model presented in this chapter, the magater is with the traders, both
representing the pipeline and the LNG deliverigss ™iffers from (Egging et al., 2010)
wherein both traders and regasifiers could exerketgpower. The latter formulation was
not able to adequately represent cartel types lhiston. This is corrected by the current
formulation wherein traders coordinate both pipelamd LNG flows originating from the

same country.

3.4.3 Contracts

The subject of long-term contracts was briefly @dded in Chapter 1 as a means for
market participants to secure a return on investsne@m expensive transportation
infrastructure and a mechanism to allocate riskn@lthe natural gas supply chain.
Although decreasing in relative volume, long-teronitacts are still a very important
factor in natural gas markets. In the year 20072%20f global LNG (GIIGNL, 2008)
was traded via long-term contracts, and a largé gfathe remaining 17.8% via short-

term contractg®

Most long-term contracts in the LNG market contdie Take-Or-Pay(TOP) clause: the
buyer agrees to pay for a specific quantity of \aekd LNG, even if he would not
actually take it. A second option, tfflexibility clause allows the buyer to purchase an
extra volume of LNG (often up to 50% of the minimwuapplied amount) at the
contractually agreed price. A third common conttaaomn is thedestination clausewhich
entails that the buyer cannot resell the gas tdahangarty without permission of the
supplier. The destination clause effectively segsiehe market, thereby hindering
competition and market liquidity. It is one of tlssues that has been heavily debated by
European regulatory authorities, for example indbetext of Russia’s dominant supply

situation (Finon and Locatelli, 2008).

* For pipeline gas it was not possible to find asfgrences that indicate the share of (long-termjrects.
For instance, (International Energy Agency, 2008)tgqs GIINGL for the LNG contract shares, but gives
no pipeline contracts share. To give some indicaiio the United Kingdom, the earliest and mostrope
market in Europe, about 70% of the produced gassetasunder long-term contracts, about 15% under
short-term contracts, and about 15% on the spdtehéinternational Energy Agency, 2004). In Belgjum
which is completely import-dependent, long-termtcacts for LNG and pipeline gas fulfill about 95% o
domestic demand.
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Recently there have been some developments intithettse and pricing of long-term
gas supply contracts (International Energy Ager04, 2006a). These developments
include decreasing contract periods, smaller cohtvalumes and more flexibility in
TOP obligations and diversion of the destinatiomother development has been the
decreasing share of long-term contracts relativbedotal traded natural gas volumes, as
discussed in (International Energy Agency, 2004) @dteumann and Von Hirschhausen,
2004).

In the EU, a main reason for the decreasing shdreoatracts are the market
liberalization efforts. The interdependence betweenket liberalization in the EU and
decrease in the market share of contracts goesviys. The regulatory framework has
discouraged long-term contracts with little fleXityi as they hinder competition.
Alternatively, the liberalization has brought mguayers to the market, providing more
alternative options and reducing the need to sesypplies from a specific source.

(Neuhoff and Von Hirschhausen, 2005) discussedripact of long-term contracts on
producer profits and consumer surplus in the cdantéxhe liberalizing European gas
market. They argue that producers benefit from tisk-hedging aspects, while
consumers benefit from lower prices resulting frapot market behavior of the
producers given that the contractually deliveredants and prices have been set. When
long-term demand elasticities are significanthyg&rthan short-term elasticity, the lower
prices due to the spot deliveries induce highercgasumption in the long run and higher
profits for the producers than when no spot deiésewould be madé&

Allaz and Vila (1993) discussed the impact of cacts on market efficiency in a multi-
stage multi-period duopoly and showed that corgreextiuce the ability of market players
to exert market power. The duopoly setting alloasan analytic approach using closed-
form expressions based on optimal response cukigaré 7 in Section 2.3). Calcagno
and Sadrieh (2004) extended the results to stopblbucts and risk-averse traders under
demand uncertainty and Su (2007) addressed asygnmetost functions at the supply

%0 (Neuhoff and Von Hirschhausen, 2005) show foryizetd symmetric duopoly that an order of
magnitude difference in short and long-term deneladticities of five would be sufficiently large to
induce the described effects.
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side. Zhuang (2005) included contracts in an exteA®rm two-stage stochastic
duopoly cast as an MCP.

The important role of contracts in natural gas ratxknust be considered for the World
Gas Model. However, including contracts poses stwrallenges. Some aspects have to
do with the mathematical formulation, which can dw&rcome; other aspects are of a
more practical nature. One major practical consiti@n is that it is difficult to obtain
information on contract volumes and terms. Thisniszre so for pipeline trade than for
LNG. For LNG contracts most information in termspofces and quantities is publicly
available (GIIGNL, 2009), but this is not the c&sepipeline contracts.

To adequately model the contracting process, weldvoeed a multi-stage model, with
contracting and spot-market phases (Neuhoff and Mwoachhausen, 2005), (Zhuang,
2005). However, in a deterministic one-stage MCEhwisk-neutral players, players are
indifferent between contracted volumes and spotketasales. Since there is no
uncertainty, there is no need to hedge decisiodsf@mvard and spot market prices in a
deterministic model, the two sets of prices willthe same. Zhuang (2005) showed that
in a stochastic duopoly setting, when supplied ttieas are positive, the forward prices
equal the expected spot market prices.

Another consideration when including contractshiat they typically contain a price and
volume component, and that delivered prices arendfidexed to crude oil prices. In an
MCP we cannot set both the delivered prices anddtiiwered volumes. Setting both
delivered prices and volumes to fixed values vikiélly cause infeasibility of the model

due to inconsistency of these values with any Bassolution of the whole model.

Instead we will only consider the contract as adowound to supplied amounts, and
allow the delivered prices to be determined endogsly by the model.

Many actual gas deliveries that are done to memstractual obligations would probably
also have occurred if there had been no contraghéace, but only a spot market would
have existed (e.g., contractually supplied volurdmesn Russia, Norway and Algeria to
European countries). Therefore, many of these aontal trade flows will be captured by
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a long-run equilibrium model (c.f., (Holz, 2009) 3). What would not be captured by
excluding contracts is explicit diversification efipplies by importing countries, and
restrictions to redirecting of gas flows in disiiopt scenarios. The diversification aspect
is more of an issue in the LNG market than in thpelme market, since pipelines allow
much fewer alternative destinations than LNG shipe limitations caused by the
destination clause are becoming less importangrgihe trend in loosening terms for
reselling gas (c.f., IP/07/1074, the agreement éetwthe EC and Algeria to drop
territorial restrictions from all contracts) It is not uncommon these days to redirect
LNG supplies from their contractual destinationsstane other market with higher spot
prices, and the supplier and buyer sharing theflisn€ontractual terms are increasingly
flexible relative to the destination of the gass@unilateral agreements among groups of
countries (such as the European Union) to suppmth @ther in crisis situations reduce
the impact of fixed contract volumes. Flexibilitppin one source can compensate for the
rigidity of another, and even a relatively smadidtion of non-fixed-destination gas and
swing supply suffices to reallocate flows. A lashsideration is that most models in the
literature lack the inclusion of contracts (see |@ba 2). In conclusion, we forgo
including pipeline contracts, but include LNG cauatts when the appropriate data are
present.

The traders in the WGM have a simplified role. Thayy gas from one or more
producers, and sell gas to one or more final copsiam markets. This modeling
approach can both represent a vertically integrgpextiuction and trading company
(separate parts of the same overall organizatiotih werfectly-competitive internal
accounting prices) as well as an independent trihd¢ipurchases gas from one or several
producers and who markets the gas to various coeisunarkets. In the WGM we
distinguish two types of traders:

o Traders operating only at the domestic node ofptaeucer, in case it is a small
producer that does not export any gas. This appiesuntries such as Germany and
Italy that only produce about 16% and 10% respebtiof domestic consumption.

o Traders that can operate at any consumption naatecn be reached via the LNG
supply chain or via pipelines through transit noftesn their own producer’s node.

81 http://europa.eu/rapid/pressReleasesAction.doznede=1P/07/1074
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An example is the Netherlands, both a gas produeimgd) exporting country. The
trader associated with the Dutch producer is pteseBuropean consuming countries
such as the United Kingdom, Belgium, France, Gegm&oland, Austria, Italy, etc.,
but not in countries like:
o0 Algeria, because Algeria does not have incomingelpips from the
European Continent;
0 South Korea, because South Korea cannot be re&ghgigeline from the
Netherlands and the Netherlands do not have aogfagtion facilities.
Modeling traders as separate participants is atswsistent with legal requirements
forcing unbundling of production and trade openadithat have been pushed by the U.S.
Federal Energy Regulatory Commission (FERC) and Ewopean Commission
(European Commission, 200%).

3.4.3.1Assumptions

The role of the trader in the WGM is completelyintisgrated from other activities and

does not surpass the trade of natural gas. In tB&Wraders only buy and sell gas and

vertical nor horizontal integration is addressed amrastructure services needed for

transportation and storage of natural gas are pgezhfrom other model players. Hence,

traders are assumed to:

0 maximize their discounted profits over all periods

o have perfect information

o only purchase gas from a specific set of producers

o only sell gas to markets in countries that are sgib&e via pipelines or the LNG
supply chain

0 not own any infrastructure (neither pipelines, LEXport or import terminals, vessels,
storage facilities)

0 be price-takers with regard to purchases from merij as well as the usage of
services from infrastructure operators

o exert market power to the consumer markets byesfiedlly withholding part of the
supplies according to a pre-specified market pqvaeameter value

62 www.eia.doe.goywww.ferc.gov/industries/gas.a$e.g., FERC order 636).
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3.4.3.2Trader problem

The trader is modeled as maximizing the profitaltesy from selling gas to marketers

(SALES, ), net of the gas purchasing costs and other casesgulated fee’;* plus a

adm

congestion fea?, , to transport the gasFLOW., ) over high pressure pipelinas The

parameter d;, 0[0,]] indicates the level of market power exerted byradr at a
consumption node, with O representing perfect cditine behavior and 1 representing

perfect Nash-Cournot oligopolistic behavior. Thepmssion(éfjl‘lw ([)]+(1—5ti)ﬂmn)

ndm

can be viewed as a weighted average of marketgresilting from the inverse demand

function H‘,ﬁ‘;m([)] (Eq. (3.10.1)) and a perfectly competitive marletaring wholesale

price 77 . The trader also decides how much gas to injeanih extract from storage.

Costs for injection are a regulated fee and a csiigye rate; costs for extraction are a
congestion rate only. Thus, tradefrs modeled as solving the following optimization

problem:
(dﬁn\xjm(g] + (1_ Jti)”\r/::jm) S'A‘I‘Esrndm
_7Trl:deURCHtTndm
nON(t)
ma da Sl, reg SI T
SALE%):m rr%/l ym(é y% _ (Tsndm tr sndn) INJ tndm| (3.4.1)
PURCHran S0+ ToaeX TR,
FLOWG g
INJIfam
XTRham _( Z (T:c;rnig + Tzf;jm) FLOVVI-;de
alA(t)
Mass balance at every nodén every seasod of every yeam:*®
S.t. PURCH}4,+ . (1~ losg) FLOW,,+ XTR,= (3.4.2)
ada" (n)
S'A‘I‘Eﬁdm + z FLOngm-l_ IN;r;Ldm [ N 'd n6¢-rtndr)
alda” (n)

There is no carry over of gas stored to followiregans. Thus, over the storage cycle in
each year the total extracted volumes must egedb#s-corrected injection volumes.

% Pipeline losses are accounted for in this masareal equation; in contrast, the storage loss sate i
accounted for in the storage cycle constraint, Boug3.4.3).
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(1-loss) Y, days INL,,= D days XTR, O ,ris (S(N)it, d (B,) ©*%

dOD dobD
Contractual arrangements to supply a minimum amtuatmarken in a seasou, and
yearmvia a transport connection (aecprovide lower bounds to some flows:

FLOW,,> CON,,, Oad m(el,) (3.4.4)
All other constraints are nonnegativity of variable
SALES,.=0 Ondr (34.5)
PURCH!,,=0 Ond n (3.4.6)
FLOW., >0 Oad, n (3.4.7)
INJ;,.=0 0On,d,m (3.4.8)
XTR,,=0 Ondn (3.4.9)

The inverse demand curvel)y, (Ois presented in the marketer section, 3.10. The

following section presents the aspects relevanbhébural gas liquefaction.

3.5 Liquefaction

Some of the major players in liquefied natural gasShell, GDF Suez and British G4s.

All of them are present in several LNG exportingumies and involved in other
activities as well, such as production and markgtirhe following picture characterizes
the main elements of the LNG supply chain.

Gas Field Liguefaction Plant LNG Storage Tank LNG Tanker LNG Storage Tank Vaporizers To Pipeline System

PRODUCING REGION CONSUMING REGION

Figure 10: LNG supply chain. Source: Panhandle Ener gy ®

On the supply side there is gas production andefaption, then the liquefied gas is
shipped overseas. In the consuming region an inmgofacility re-gasifies the gas and
pumps it into the local pipeline system.

54 www.shell.com/Ing
www.gdfsuez.com/en/activities/our-energies/natges-and-Ing/natural-gas-and-Iragid
www.bg-group.com/OurBusiness/BusinessSegments/DentstBG LNGfactsheets2008.pdf
% www.panhandleenergy.com/images/content/ing_ternindpg
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3.5.1 Engineering considerations

The liquefaction of natural gas is a capital-inteesand technologically-advanced
process. Differences in the constituents of gawanous production fields and the
requirements in the importing markets need to beramme. Local circumstances can
drastically impact the construction of facilities well as operational characteristics. For
instance, arctic conditions in the Norwegian nanthidorth Sea, the Russian Barents Sea
and the Sakhalin island may impede the developro€iiNG infrastructure and the
accessibility of the facilities by ships. Howeviee tmuch colder sea water as compared to
the Middle Eastern countries, (e.g., Qatar), allimw significantly lower natural gas
losses in the actual liquefaction process in tihéaregions.

Impurities and non-combustible components (sucltaabon dioxide) do not add any
value to the end-users and are removed from theogBiansport more energy content in
the available shipping capacity. Other necessa&fyssin the LNG supply chain are:

0 Sweetening: processing the gas to take out thecafriactions such as water and
carbon dioxide to prevent rusting of pipelines andtainers.

Separation: removing most of the heavier hydroaasl{such as NGL).

Compression and heat exchange: cooling and pressyithe natural gas.

Expansion: bringing the liquefied gas to atmosphpressure.

Storage: storing the gas between the liguefactinohthe loading of the ship.

O O O O O

Loading: bringing the liquefied gas on the ship.

Many technical aspects of the liquefaction progestentially cause non-linearities and
non-convexities when representing them in a mathiealamodel. This can be
problematic, since non-convex feasible regions unde the assumptions underlying
the mathematical approaches to find equilibriumusohs (c.f., Chapter 2). Capacity
expansions are typically integer-valued, and caggnomies of scale; integers cannot
easily be incorporated in an MCP and representown@mies of scale — decreasing
marginal costs — induces concavity of minimizatodojectives. Linear approximations of
non-linear technical characteristics might prese¢hesconvexity required for solving the
WGM, but are beyond the scope of this dissertafidre liquefaction of gas is modeled
as capacity bounds, a loss rate, a regulated fiéep@ssibly a congestion charge.
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For more details on the design of liquefaction tdarsee for example the technical
briefing (Denton and Barclay, 2005) that discussmse of the considerations and issues
for the design of — relatively small scale — off@h@NG plants. For more pictures and
extensive descriptions of LNG liquefaction techmplole.g., (Spilsbury et al., 2005).
Note that there is no separate mathematical fortouldor natural gas liquefaction. The
relevant aspects are represented in the tradertl@dransmission system operator
problems.

3.6 Regasification

When an LNG shipment arrives at its destinatioe, thssel must be unloaded and the
gas must be brought back into a gaseous statestobdie it into the gas grid. Some
players that are active in regasification are: GBlez, British Gas, Cheniere and
Fluxys®® For an overview of all regasification terminaleeGIIGNL, 2008). Similar to
other players, regasifiers are represented in glgied way in the WGM. For instance
one of the aspects that is not captured is theviahlg. Recently, some LNG receiving
terminals have installed loading facilities. Liqeef gas that was unloaded and stored but
not yet vaporized, can be loaded back onto shigsshipped to other destinatiofsThis
loading equipment allows market players to bendfitm short-term arbitrage
opportunities, but could potentially provide swisgpply in some markets. Due to the
likely near-term excess of regasification capaoitythe U.S. Gulf Coast, some analysts
consider it likely that U.S. terminals may be eq@@ with loading facilities and possibly
more storage tanks as w&lITerminals equipped as such could provide seasmial
flexibility in the Atlantic Basin and enhance thecarity of supply situation on both sides
of the ocean. The WGM will not incorporate these@.Storage and re-exportation
capabilities of regasification terminals are natarporated. The setting of a long-term
equilibrium model with just a few demand seasona year does not capture short-term
price-hikes that could provide the incentives feloading LNG onto ships. Rather, the
long-term seasonal average prices let LNG expottiaders decide where to direct their

% www.gdfsuez.com/en/activities/our-energies/natgas-and-Ing/natural-gas-and-Ing/
www.bg-group.com/OurBusiness/BusinessSegments/DentsiBG LNGfactsheets2008.pdf
www.cheniere.com/default.shtrahd

www. fluxys.com/en/Services/LNGTerminalling/LNGTemailing.aspx

7 \www.fluxyslng.net/media/pdf/2008/PB_Fluxys_08073N.pdf

% \www.cheniereenergypartners.com/liquefaction_prdijgoefaction_project.shtrrlAccessed Nov 15,
2010)
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LNG vessels dependent on seasonal demand pati@psendent on other variables not
capturing this LNG reloading option in the model ymeesult in lower future
regasification capacities on the East Coast ofil& and higher regasification capacities
and storage working gas in (Western) Europe in rtieelel outcomes. However, we
expect that the model results, especially the sendong-term developments, will not be
affected much by this modeling choice.

Contrary to liquefiers, we allow for more than omgasifier in a country. This choice
allows countries like Spain, France and Mexico avehand expand import capacity on
their respective east and west coasts. That cleigede as it could provide interesting
insights in developments in the various basins.

3.6.1 Engineering considerations

The infrastructure for the regasification of gas less capital-intensive than for

liquefaction. Naturally when LNG is exposed to aemtitemperature and atmospheric

pressure it will return to a gaseous state. Todpgethis process, heat exchangers can be

used. Often sea water is used as the heat sown®etifhes the sea water is heated by

boilers, using some of the gas that is regasifidte main steps in the regasification

process are the followin:

o0 Unloading of the LNG shipping vessel.

o Vaporization of the liquefied gas to bring it baoka gaseous state.

o Storing the gas to allow for quick unloading of thessel while not immediately
bringing the gas into the pipeline system.

0 Processing: sometimes some components must be taldedrease the calorific value
to meet local requirements.

0 Bringing gas into the pipeline system, the finapsto distribute the gas from the

terminal to the end-users.

The regasification of gas is modeled as capacitynls, a loss rate, a regulated fee and

an endogenously determined congestion charge (@dénb liquefaction and pipeline

% www.cheniere.com/Ing_terminals/terminals.shtwivw.canaporting.com/fags.php
www.fluxyslng.netandwww.qgate.nl/index.php?fotoalbum_id=&taal id=2
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infrastructure). There is no separate mathematicaimulation for natural gas
regasification. Instead, the relevant aspects amesented in the trader and the

transmission system operator problems.

3.7 LNG shipment

The bulk of LNG is transported in dedicated LNGpgiing vessels. In a few countries,
such as Belgium, LNG is transported by trucks oelatively small scal€® In the WGM
the local truck distribution of LNG is ignored, i@sdone with all domestic distribution of
natural gas. Also, the possible capacity restmgioesulting from a limited number of
LNG shipping vessels is not included. Note that LNI@pment is not included as an
independent player. Rather, it is represented bipping cost and gas loss rate in the

trader problem.

The following section describes the storage opamati

3.8 Storage

Natural gas storage is used for a variety of regsamcluding daily balancing and

speculation, seasonal balancing and as a strateglap supply to overcome temporary
supply disruptions or to meet peak demand on exherold winter days. Examples of

two companies involved in gas storage are RoyatiDGhell and E.ON!

3.8.1 Engineering considerations

The Energy Information Administration provides infation regarding the storage of
natural gas on their websiteThere are various types of gas storage: depletehroirs

in oil and gas fields, aquifers, and salt caveEach of them has different characteristics
relative to the amount of gas that can be storedtl@ speed with which the gas can be
injected or extracted. A specific amount of gathie storage, called cushion gas, is never
extracted to maintain a high enough pressure |l&fes cushion gas can take up to 80%
of the available space in the storage. The amoligiae available for operation is the

0 www.fluxys.com/en/Services/LNGTerminalling/Truckldiag/TruckLoading.aspx

" www.shell.com/static/nam-en/downloads/Brochure_Wgd®ind_Gas_Storage.paid
www.eon-uk.com/generation/gas_storage.aspx

2 www.eia.doe.gov/pub/oil_gas/natural_gas/analysibligations/storagebasics/storagebasics.pdf
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working gas. Typically gas installations have miaim and maximum injection and
extraction rates. To be able to inject the gas stboage compressors are used to increase
pressure. These compressors use some of the gasrasnergy source, therefore there is
a loss rate. Many storage facilities are owned thygroplayers in the gas market, such as
gas producers, traders, and pipeline network owr@tiser storage facilities provide a
service. They inject, store and extract gas fohiedtparty, and the storage operators
never own the (non-cushion) gas stored in theiilifi@s. In the WGM the storage
operators are modeled as regulated players. Thigfezent from (Egging et al., 2008)
and (Egging et al., 2010)) where storage opergimsgided seasonal swing services by
executing seasonal arbitrage. Having regulated eptayappears to be a better
representation for most of the storage operatotsammarket. Also in former versions of
the WGM we observed price-undercutting behaviahanhigh and peak demand seasons
by storage operators. The price undercutting waes tdustorage operators buying at
perfectly competitive prices in the low demand seasand selling at non-strategic,
perfectly competitive prices to the marketer in thigh and peak demand seasons,
thereby undermining the position of traders exgrtmarket power relative to these
marketers. In the version of WGM that we preserthia chapter, the traders coordinate
the injection and extraction volumes, and the utuéing of prices in the high and peak
demand seasons cannot occur.

3.8.2 Assumptions

There are several roles in the natural gas marketuted by storage operators. In the
WGM, storage is assumed to be a price-taking semiovider and storage operators are
assumed to:

0 maximize discounted profits

0 be regulated players

o allocate scarce capacities for injection, extractand working gas, implemented
through the maximization of congestion chargesémacity usage

have perfect information

not withhold existing capacities from the markebtanipulate congestion charges

be able to inject and extract gas in any season

be able to inject and extract gas at any rate ldkaar the respective capacities

O O O O o

not discriminate among traders (c.f., TPA).
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o0 have linear injection and extraction restrictiohsit do not depend on stored volumes

3.8.3 Storage operator problem

The storage operator provides an economic mechatossfficiently allocate storage
capacity to traders (cf., (Hobbs, 2001), (Eggind &wubriel, 2006) and (Egging et al.
2008, 2010)). The storage and transmission opearaterboth modeled using congestion-
charge approaches. Smeers (2008) addressed someostings of congestion-pricing
approaches for allocating infrastructure capacitiesr the USA, assuming a profit
incentive for infrastructure operators does in litseot represent legislation as
implemented by FERC. In the EU, member states rwgabeiment regulated or negotiated
access regimes. Representing the actual regulatory frameworks afidcation
mechanisms for infrastructure capacity would pomeyd challenges with regard to
modeling activities as well as data collection, ethis not done yet for the WGM.
Instead, the storage operator maximizes the diseduprofit resulting from selling

injection capacitySALES, and extraction capacity to tradeBALES) . In equilibrium

the capacity sales rat®ALES; and SALES are equal to the aggregate injection and

extraction rates. Generally, regulators set maxinmfrastructure usage charges based on
the long-term marginal costs, i.e. the operatindg araintenance costs plus a margin to
earn a return on investmefit.Our simplified assumption is that the regulatedsfe
collected from the traders equal the costs ancetbiey in the model the profit margin is

| TSX

equal to the congestion fees for injectiaf],, and extractionzS; . Note that these

congestion fees are not paid in actuality, cf. piygeline congestion fees. Besides the
regulated tariffs for injection and extraction, tomay be accrued to expand capacities

s
sI*

for injection, extraction and total working gds, A% +b¥A ¥+ b S

73

http://ec.europa.eu/energy/gas_electricity/inteiginee _notes/doc/implementation_notes/2010 01 21 th
d-party _access_to_storage_facilities.pai€cessed Nov 8, 2010) ;
http://ec.europa.eu/energy/electricity/legislatdme/notes for_implementation _2004/exemptions_tpg en
df (Accessed Nov 8, 2010)

" For instance, refer to FER@vw.ferc.gov/industries/gas.asjEC directive 2009/73/EC or
www.naturalgas.org/regulation/regulation.asp
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sm'= sm= sm

(3.8.1)

As discussed in the introduction of this subsectimmcompressors that are used to inject
the gas have a limited capacity. The aggregatetinjerate in any season is restricted by
the injection capacity. Since capacities can bepadpd, the total capacity in a year is the

sum of the initial capacityl\l_J f and the aggregate previous yearly expansEnAssr'n. .

m'<sm

The modeling of storage is limited in both the nembf seasons represented in the
model, as well as not addressing the dependenceagimum injection and extraction

rates on the amount of natural gas actually inagger This will impact model results, and
likely underestimate the use of storage and capadtlitions. However, relative to a

Base Case, results of other cases are still iitiger for long-term developments. Eq.

(3.8.2) provides the limits to extraction from stge and Eq. (3.8.3) represents the
working gas limitations.

St SALES, < CAB+ Y 4%, O md(as) (38.2)
SALES,< CAP + Y A% O md(a) (3.8.3)
S days SALEZ,s WG+ Y A% 0 m(a &) (3.8.4)

dOD m'<sm

Limitations to allowable capacity expansions:

A3, <A% Om (p3) (3.8.5)
AX <A Om (p2 (3.8.6)
A <ASY Om (,Ossm (3.8.7)

Also, all variables are nonnegative:

SALES, =20 0O m (3.8.8)
SALES; =0 0O m ¢ (3.8.9)
AS =0 Om (3.8.10)
A>>0 Om (3.8.11)
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A>0 Om (3.8.12)

Note that mass balance for each storage facility torage cycleconstraint), including
accounting for losses, is dealt with for each saearader, in Eq. (3.4.3).

The next section describes the Transmission Sy€deerator, who is responsible for
assigning available capacities of internationahgportation infrastructure to the traders;
as well as for expansions of the transportatiorastfucture.

3.9 The pipeline network

Ownership, management and operation of the pipelegtevork is done differently in
various countries. In the past it was very commiuat pipeline owners also traded the
gas. However regulatory authorities have recognibed the ownership of a pipeline
provides the owner with a monopoly position in trensport of the gas, and too much
leverage in negotiations. In the 1980s and 199@s LS. energy regulator FERC took
measures to enhance the access to transport ratase for third parties (Third Party
Access, TPA) by forcing an unbundling of pipelinenership and gas trad&.In Europe,
the EC started to take similar actions in the [B8®0s; however the process is not
complete yet (International Energy Agency, 2008bYo clarify some of the data
assumptions regarding pipelines, see Figure 1lsthavs part of the international high
pressure pipelines in Western Europe.

> www.ferc.govand
www.eia.doe.gov/pub/oil _gas/natural gas/analysiblipations/ngpipeline/requlatory.html

® http://ec.europa.eu/competition/sectors/energyiinytindex.htmt
http://ec.europa.eu/news/energy/081010 1 endmin
http://europa.eu/leqgislation_summaries/energy/irerenergy _market/|27077 _en.htm
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Figure 11: High-pressure pipelines in Western Europ e — detail. Source: GTE "
In Figure 11 we can see a pipeline (BBL, 19) cotingdhe Netherlands with the United
Kingdom, a pipeline connecting Belgium and the BdiKingdom (Interconnector, 1)
several pipelines (2-6) connecting the Netherlandd Belgium, and a number of

pipelines (14-18) connecting the Netherlands anan@ey.

What cannot be seen from the picture is that séverahese numbers represent
aggregated pipelines in reality, and also thatetlage pipeline networks for two different
calorific values’® The WGM ignores the distinction between low anghhtalorific value
gas as the relevance is limited in the context gibdal natural gas market. Also, there is
at most one pipeline going from one country to hant representing the aggregate
pipeline capacities in one direction. This meansefcample that in the model there are
two pipelines between the Netherlands and Germamg,in each direction, representing
the five (groups of) pipelines in Figure 11 above.

" http://gie.waxinteractive3.com/maps_data/capadityl iAccessed June 9, 2009)
"8 http://gie.waxinteractive3.com/maps_data/download& CAP_DATA_April2009.xls
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3.9.1 Engineering considerations

It is necessary to address pipeline capacitiennie@nomic natural gas market model,
since they limit the supplied volumes from prodscty end-users. A big issue is that
pipeline capacities depend on flows and presstferéinces in neighboring pipelines and
that these dependencies are non-linear.

There are various equations that relate pipelirendter, length and pressure, such as
Weymouth (Midthun, 2007) andColebrook and White(More, 2006), and provide
theoretically obtainable pipe flow rates in a pipelnetwork. The equations provide non-
linear relations that cannot be directly includedan MCP. It would be possible to
include linearized approximations, however at thgesse of a significant increase in the
number of equations and variables, and possibly l@rg solution times. Two recent
dissertations have shed some light on how to addvgmline capacities in a modeling
framework, both by using linearization techniqu¥an Der Hoeven (2004) takes a
simulation perspective and Midthun (2007) an optation one.

Van Der Hoeven (2004) provided extensive detailgas quality, gas flow and pipeline

network properties as well as various linearizaapproaches. His models included gas
supply points, pipelines, compressor and presseghiction stations, gas quality

conversion stations and offtake points. He alsaesied a distinguishing feature of the
Dutch high pressure network of two somewhat linketlvorks, one for high and one for

low calorific value natural ga$S. This is due to the main production field in the
Netherlands, the Groningen field, having much loeaorific value gas than most other

fields in the Netherlands (and the rest of the dorl

Midthun (2007) designed an optimization model fatunal gas transportation, applied to
the Norwegian continental shelf. His model includles production fields, processing

" Gross (Net) Calorific Value (GCV, NCV) = Upper (er) Wobbe index. The reason for having two
different values is that not all heat from burngas becomes available. Natural gas contains hydroge
atoms. When burning the gas the hydrogen atoms wédicoxygen and form water vapor. The difference
between GCV and NCV is the amount of energy nes¢ale@dporize the water: the NCV excludes this
energy. For natural gas the GCV is about 10% hitfiear the NCV. GCVs typically range from about 38
to 42 MJ/mi, dependent on the local circumstances. Souressi.iea.org IEA 2006 Key World Energy
Statistics p. 5%ttp://chp.defra.gov.uk/cms/fuel-calorific-value/
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plants and delivery points to consumer markets.adédressed differences in calorific
value and gas constituents from gas produced fardiit fields, as well as how pressure
differences in one part of the pipeline systemdafthe transport capacity of other parts
of the network. His objectives included minimizingeviations from producer’s
production schedules, minimizing the power usagecompressors and maximizing
profits and consumer surplus while needing to memttractual requirements for
pressure, quality and volumes. The model was ajsg@ped to manage disruptions (e.g.,
in pipelines) by deciding which production fieldsosild provide swing in order to meet
demand requirements.

Midthun refrained from the time-state, transitigninansient analysis and limited himself
to steady-state analysis of pipeline flows, arguthgt for planning purposes this
limitation is minor®® However even the mathematical models for steaalg stipeline
flows are non-linear and non-convex. He used limaéion techniques to convexivy the
feasible region and the objective functions. Midthgave examples, such as how
increasing a flow at some pipeline reduces thealveetwork capacity and how adding a
pipeline at some place in the network requires tamtdil compression at another part of
the network to maintain flow capacities. In histlabapter he presented a two-stage
stochastic MCP to model the booking process oflpipecapacity. From the perspective
of the network operator three maximization objezsiwere compared: the aggregate
flow, the aggregate value of the flows, and a dami@plus measure with regard to the
producers booking the transport capacities. Hetilbied the approach with some small
numerical examples.

Midthun et al. (2009} discussed that ignoring the physical charactessias flows in a
pipeline network will often lead to wrong conclussoregarding the maximum flows that
can be transported through the network. The WGMsdoet explicitly contain the
pipeline networks from production fields to the land off-take points. Only the onshore
network is explicitly represented, although at ajgragate level. This differs from
(Midthun, 2007) where the offshore pipelines arme itiain part of the network. Offshore

8 Some publications that have addressed transiahysis are: (More, 2006) and (Schroeder, Jr., 2001)
81 Chapter 3 in Midthun (2007)
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the production fields provide the pressure sinceampressor stations can be put under
water. However onshore, compressor stations canskd to increase pressure levels
(although at the expense of some gas loss). It dvbel possible to use the approach
developed by Midthun (2007) to represent physigaglpe characteristics in the model.
This would significantly increase the number of &ipns and variables and require more
computational effort to solve. Typically pipelinese designed to bear significantly
higher pressures than the nominal ones, implyirg thaximum capacities are actually
higher as well. Linepack, temporarily increasing tamount of gas and hence the
pressure in part of the network is also a meanepefational flexibility. As a result,
actual capacities are not overstated by the nonsagadcities in the dataset.

The demand variation in the model is aggregatetivto seasons each year, and the
operational consequences of daily and hourly chmanfiows are averaged out over these
seasons. Given these considerations and the agjgretgvel of the pipelines in the data
sets, the nominal values used for pipeline camscdre assumed to be representative for
the actual pipeline capacities.

Some natural gas pipelines are bidirectional. mWMG these pipelines are included as
two separate capacities. Similar to (Mulder and @Zw2006), (Lise and Hobbs, 2009)
and (Holz, 2009) there is noetting of flows. This will have no impact in a perfect
competition setting, since in an optimal soluti@sguming strictly positive costs or
losses) at most one pipeline of the pair represgritie bidirectional pipeline will be
used. However traders exerting market power haveneentive to supply to other
markets, what can result in congested pipelindmth directions. See Section 3.14.

3.9.2 Capacity expansions

There are limitations to how capacity investmemtd axpansions can be modeled in an
MCP. For example, at some point when designing@ Iplant, a decision about the gas
turbines that power the compressors needs to bee.niHte used LNG processing
equipment does not come in an unlimited varietginés (Spilsbury et al., 2005). Putting
in a second turbine, or a bigger one, will gengnadkults in a significant increase in both
costs and capacity. This type of expansiomigger-valueda characteristic that cannot
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be accommodated easily in an MCP. To preserve aagy@ our model we assume that

any size of expansion can be made, i.e., all expanvariables are continuous.

If the integrality restrictions would be taken irdocount at the same time as the MCP,
the resulting problem is difficult to solve andsome cases there may not be a solution.
Several examples that do combine these two aspéatsarket equilibria include the
work of (Garcia-Bertrand et al., 2005, 2006), (Gzlbet al., 2006) and (Gabriel and
Leuthold, 2010) in which electric power markets aredeled with the ability to turn
certain power generating facilities on or off basednarket conditions.

In practice, researchers often either fixed thell®f investments exogenously or take a
continuous relaxation of the integer restrictions mostly in the context of solving an
optimization problem and not an MCP. In the WGM wdél adopt the relaxation
approach. Zwart (2008) adopted a similar approaise and Hobbs (2009) used a
dynamic approach with a separate capacity expameigime that was executed between
periods in a forward-rolling single-period framewor

The WGM does not consider depreciation of existinfyastructure capacities, but
assumes that the regulated fees or operationas coster the needed investments for
maintaining capacity levels. To see how capacityrelgation can be addressed in an
MCP, see (Mulder and Zwart, 2006).

Since the capacity expansions are decided upomlfgreriods at once, the suggested

modeling approach for capacity expansions entailspgen-loop approach.

The number of gas transmission companies variegobgtry. In some countries, there is
one organization responsible for the entire gasvordt, for instance in the Netherlands
this is Gas Transport Services. In other countrgegh as Denmark and the United
Kingdom, there is one organization responsiblebfuth the electricity and the natural gas
grid.®? In other countries there are several companig®nsible for different parts of the
gas transport network: for example, in Germanyrelere sixteen companies and in the

82 |n Denmark this is Energinet.dk and in the Unitédgdom: National Grid.
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United States about two hundred. The model actat thanages the transportation
network is the transmission system operators (TS)ce the WGM is a sector model
and in anticipation of a further unbundling of netkvownership and trade, the TSO is a

regulated player responsible for the gas transpontaetwork only.

3.9.3 Assumptions

In reality, there is a large variation in gas tgorsation options. In the WGM, all

transportation options are represented throughmowtion of capacity constraints, loss

rates and transportation fees. The network is asdumbe managed by one operator, the

TSO, which is assumed to:

0 maximize discounted profits

o0 be a regulated player

o allocate scarce capacities for injection, extractand working gas, implemented
through the maximization of congestion chargesémacity usage

o have perfect information

o not withhold existing capacities from the marketrtanipulate congestion charges

0 not discriminate among traders (c.f., TPA).

3.9.4 Transmission system operator problem

The TSO provides an economic mechanism to effijieaitocate transport capacity to
traders®® As discussed in previous Subsection 3.8.3, Sm888) addressed some
shortcomings of congestion pricing approaches lfocating infrastructure capacities. A
somewhat more enhanced approach would split trelipgfees into a reservation and a
usage charge. For instance, the reservation clveogél have to be paid for the whole
year over the maximum flow among the seasons, aageucharges for the seasonal
flows. This approach would induce that in the mothe traders would balance their
flows more among seasons, and there would be aiticadd incentive to make use of
storage. However, implementing such an approachdwveguire significant additional
effort in terms of modeling, data collection andnputational power which is not done
yet for the WGM. Instead, the TSO maximizes thecalismited profit resulting from

8 Note that the three parts in the LNG supply chaliquefaction, shipment and regasification — dse a
represented as arcs, with appropriate costs, lesgksapacities; and its management is also peefibbg
the TSO. The underlying assumption is that allgpamtation infrastructure agents are regulatedeptay
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selling arc capacity to tradersSALEQ, ~minus investment costs for capacity

expansiond’ . Similarly as for the storage operator, we take aarting point that the

regulator sets a maximum capacity usage fee basedeolong-term marginal costs. In
the WGM the assumption is made that the regulated €ollected from the traders equal

the costs; therefore the profit margin is equah®congestion fee”, .2* Note that these

adm*
congestion fees are not paid in actuality, but igefiacilitate the efficient allocation of
scarce capacity in the model. However, if the cdiggc would be auctioned, the
congestion rates could be interpreted as the madutibrating bid price for capacity.
This approach is not in conflict with the TSO (astrage operator) being regulated
players.
mex Yyl days Tl SALES, Y B o

SALESn doD a

am

The assigned capacity can be at most the avaitaiplacity. Available capacity at an arc

. . oA . . .
ais the sum of the initial capacit§AP.» and expansions in the previous ye%A:m. :

m'<sm

SALES,, < CAR.+ Y A%, O adm(a%,) (3.9.2)

m'<sm

There may be budgetary or other limits to possyblerly capacity expansions:

AR <A" Da,m (,0’;”) (3.9.3)

Lastly, all variables are nonnegative:
SALES, =0 (3.9.4)
AN >0 (3.9.5)

The above sections have presented the optimizatioblems for all market agents that
are incorporated in the WGM. Some other market tgame only incorporated implicitly.
The main one being the final consumption sectaas dhe represented via an aggregation
of the sector-level inverse demand functions, wimcturn represents the marketer.

8 For instance, refer to FERC www.ferc.gov/industigas.asp, EC directive 2009/73/EC or
www.haturalgas.org/regulation/regulation.asp
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3.10 Marketer, distribution and consumption sectors

The last step in the natural gas supply chain ésdistribution to final consumers. In
Europe, marketing and distribution companies inellRWE and GDF-Suez which are
active in several countries. In the United Stateangles include San Diego Gas &
Electric and the Southern California Gas Co whioh a&ctive in some of the Southern
U.S. States; and Baltimore Gas and Electric ComaentyWashington Gas who market
their gas in Maryland and Washington DC. Often éhersome vertical integration with
producers, and horizontal integration, e.g., whidities also sell electricity.

There are various sectors using natural gas. Masttyral gas is used as a source of
energy; however there are also non-energy usel,asuthe production of fertilizers. The
International Energy Agency provides detailed infation for the natural gas use in most
countries. Table 2 shows the sources and usesatorah gas in the USA in 2006 in

Trillion cubic feet (Tcf) and billion cubic metefscm)®°

Table 2: Natural gas supply and use in the USAin 2 006. Source IEA.

Category Tcf Bcm
Production 18.5 523.6
From Other Sources 0.1 1.4
Imports 4.2 117.9
Exports -0.7 -20.1
Stock Changes -0.4 -12.3
DomesticSupply 21.6 610.5
Statistical Differences 0.1 2.7
Total Transformation 7.0 198.0
Electricity Plants 5.1 144.7
Combined Heat & Power Plants 1.9 53.3
Energy Sector 1.8 51.6
Total Final Consumption 12.8 363.5
Industry 4.5 126.6
Transport 0.6 17.3
Residential 4.4 123.7
Commercial and Public Services 2.8 78.9
Non-Energy Use 0.6 17.0
- of which Petrochemical Feedstocks 0.6 15.9

8 www.iea.org/Textbase/stats/gasdata.asp?COUNTRY _G@ISEgross calorific values, conversion of
Terajoules to Tcf using factor 1.085, and Tcf tonhesing factor (1000/35.31). Definitions of categer
can be found atvww.iea.org/Textbase/stats/defs/defs.htm
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For the level and type of analysis of the world gesket for which the WGM is used, it
would not help much to include all different sest@nd/or different marketers in each
country. Having fewer variables in the model wiltely reduce the solution time needed .
Therefore only the main sectors are selected agreggted to form a representative and
manageable data set. The equations representirmgtisemption are the inverse demand
curves:

(MMn(0=) 7= INT Y+ SLPS D" SALES,,, O nd m(7"), (3.10.1)
t

As such, the marketer is not incorporated as aitpra@ximizing agent in the WGM.
Although the inverse demand curves are on a colewel, the model has been
calibrated by sector level, and after solving thedsei all sector consumptions can be
inferred from a solutiof®

3.11 Market-clearing conditions

There are four types of market-clearing conditigmec) tying the various optimization

problems together into one market-equilibrium peotl Market clearing of produced

volumes between producers and traders, and theetreldaring pricenf(p)dm:
SALE$’dm:t(Zp‘S PURCH 44, O pd rr(ﬂ,f(p)dm) (3.11.1)

Market clearing for injection capacities and voleme

SALES,= Y. INL, Osdm(rd) (3.11.2)

o (N(s)

Market clearing for extraction capacities and vodism

SALES, = (Z | XTRy Osd m(r3) (311.3)
N(s)

tar S|

Market clearing between the TSO and the traderarorcapacities and flows:

SALES,, =Y FLOW,, O ad m(r%,) (3.11.4)
t

8 As long as market prices are higher than the slop¢he inverse demand curves of individual sector
the results when using aggregate or non-aggregatese demand curves will be the same. This will is
illustrated with an example in section 2.6 of Cleapt.
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3.12 Summary

This chapter has provided a discussion and coratidas for the development of the
World Gas Model. The following agents are represeim the WGM.

Table 3: Represented market participants in WGM

Agent Role Comment
Producer Produces and sells natural gas. See Section 3.3
Trader Buys gas from producers as well as, See Section 3.4

transportation and storage services from the
TSO and storage operator and sells gas to
marketers.

Liquefier Provides liquefaction services to traders. See Section 3.5
LNG vessels | Provide LNG shipment services to traders. | Represented by
distance-dependent
costs and losses.

Regasifier Provides regasification services to traders. | See Section 3.6
Storage Provides injection, storage and extraction See Section 3.8
Operator services for the trader.
Transmission | Assigns arc capacities to traders who need tq See Section 3.9
System transport gas from one country to another; arid
Operator is responsible for transportation network
expansions.
Marketer Buys natural gas from traders and distributes|iSee Section 3.10
to end-users
End-users The three consumption sectors: power See Section 3.10

generation, industry and residential/commercjal

For all players in the WGM, we have provided anlamation of their economic role;
discussed engineering aspects related to hydratarbservoirs, transportation and
storage infrastructure; and presented a matherhdtoaulation for the optimization

problems and market-clearing conditions.

The actual MCP consists of the KKT derived from tdmimization problems and the

market-clearing conditions described next.

3.13 Karush-Kuhn-Tucker conditions

We have introduced the symbols used below in Se@&i8.2. In the KKT the left-hand
sides (relative to thél-sign) are the equations, the right-hand sidev#nables. Primal

variables are English words in capitals, and daalables are written as Greek symbols.
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3.13.1KKT conditions for the producer’s problem

symdaysﬂ(—ﬂP +w)+ al,.t daysft 0 SALE§ 200 d  (3.131)

n(p dm OSALES,,,
0< PR - SALES,, O a%y,20, O d1 (3.13.2)

PH, - Y > dayg SALE§, O 520 (3.13.3)

mOM dOD

3.13.2KKT conditions for the trader’s problem

o, SLRY, SALES,
o.M,

+(1_ 7T ] Qﬁdm DSALEguim2 O’ 0 I R d r (3.13.4)
ndm nd

0< day%ym{ (

OSday%yanr?dm qorndm a I:)UR(:l_lndm—o 0l N p)b d ! (3-13-5)
0< daysy,, (Toum® + 7 54) + @ (1- loss) dayg3,0 INJ,z0, O n (3136
O<day%ym ndm wtndm+ da'y%otnmIj XTF?nd>O O N (3.13.7)

days [ym ( Toam* T/;éis)]

> T T
+qqna,dm - (1_ IOSSa)wt% dm™ € tadm

PURCH],,+ . (1-losg) FLOW,+ XTR,,

ada"(n)

-SALES, - z FLOW, — INJ,.

alda (n)

(1-losg))_ days INJ,,

o —}jdadﬁ xrg, e freednsd gNY. dr (3.13.10)
tsdm
d

0 FLOW.,,=0, Oa=(n.,n),dn (3.138)

, Pramfree, Ond m (3139

0<FLOW!, -CON,, D&l ,>00adn (3.13.11)

3.13.3KKT conditions for storage operator’s problem

0<-daysy, 7o, +as [0 SALES, >0, O d | (3.13.12)
O0<-daygy,fon+a o+ daysy 500 SALES>0, O ,d (3.13.13)
0<yb5=2 D adm* P O A%20, Om (3.13.14)

dODm'>m
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O<ybii-2 2 adm+tpy O A320, Om (3.13.15)

dOD m'>m
O<ybon' =2 2 aa+ps O A G20, Om (3.13.16)

dOD m'>m
0<CAPm+ Y A% - SALES,, 0 a%20 O m (3.13.17)
0<CAPm+ Y A% - SALESS, 0 0320 0 md (3.13.18)
0<WG. + DA - dayg SALE& 0 a 520 O (3.13.19)

m'<sm d D

0<Ad -AS O p3>0 Om (3.13.20)
0<AY-AY O pS>0 Om (3.13.21)
0<AY-ASY O p3¥%0 Om (3.13.22)

3.13.4KKT conditions for the transmission system operatois problem

O0<-daysV,lom* 0 am O SALES,20 O ad (3.13.23)

OSCWD:m + Z Agm. - SALE%mD a’;dmz 0O Oadi (3.13.24)

0< ymbg\mnfi Y abntph, O A% 20 Oam (3.13.25)
dDm'>m

0<A? -A% O pt >0 Oa,m (3.13.26)

3.13.5Market clearing between producer and trader

P

0=SALES, - > PURCH, yum + Tom freed pd (3.13.27)

t(n)OT( p)

3.13.6Market clearing for pipeline flows

0=SALES,,-> FLOW,, . 7%, freed ad (3.13.28)
t

3.13.7Market clearing for injection and extraction volumes

0=SALES,,- > IN],, ., 7%, freed sd (3.13.29)

T (N(9)
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0=SALES,- > XTRB,, . 7o, freed ,sd (3.13.30)

sdm
tT (N(9)
3.13.8 The inverse demand curve

o:nﬁgm—[lNTn“gm— S|NE)Y SALE%J , . freel ;n,d (3.13.31)
0T (n)

The combination of all the Karush-Kuhn-Tucker cdimtis, the market-clearing
conditions and inverse demand curves form the MA&Pprofit functions are concave
and differentiable, all cost functions are conves differentiable and all feasible regions
are polyhedral, thus, the KKT points for this systare necessary and sufficient for
optimal solutiong’

Some market-clearing conditions can be specified mnplemented as inequalities.
Personal experience indicates that using inequaditiditions results in somewhat shorter
solution times relative to equality conditions.

3.14 Example: market-power players diversify supplies

Assume two suppliers at neighboring nodeandB, each with a supply cost function:

cx(sx)z cx(é‘A+ §<B)= s+ &%for § ,A. There is consumption at both nodes
with demand functions for g*, and ° depending on the price p*:

q* ( px) =10- p*,for X= A Bp*. Figure 12 below shows the market structure far th

example.

87 Since we are minimizing the negative of a congaredit function, we are effectively minimizing a
convex function. See (Bazaraa et al., 1993) or @mnahfor more details on necessary and sufficient
conditions.
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Figure 12: Market structure for example

The transport costs between the nodesl iper unit. There are no limitations to
transported amounts. Let"” denote the supply from supplier at node X to thvesamer

at node Y. Also,q™ +q*=s*. First assume that the suppliers operate perfectly
competitive. Then the profit f&":

I'IA(qAA,qAB)= pMg™ + pABqAB—l( q™+ qAE)—]( q”) (due to symmetry, the profit
function for § is identical). Because the marginal supply costdath nodes are
constant, we can completely separate the profitfons by node:

I'IA(qAA, qAB) =N AA( qAA) +11 AB( q Aj , Wherein:

I'IAA(qAA) = p”g™-19”* and I'IAB(qAB) = p®q”®-2qg”". Taking the partial derivatives

and setting them to zerew =p*-1=0 and %(;BA) = p®-2=0 gives us the

pricesp®=1 andp®=2. At these pricesS" will only supply to node A since his costs to
supply to node B are 2 per unit. Similarlf§ will only to node B. Thus

qA:qAA: qB: qBB:9, qAB:qBAZO.

Now assume that the suppliers compete a la Couivet.first derive the optimal
response curves. (Again, due to symmetry, theydemtical). The profits foS"* contain
the revenues from both nodes, and the productidriransport costs:
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I—IA(qAA,qAB): DM + pABqAB_l( 9™+ qAE)_l( qu _

(1O_qAA_qBA)qAA+(1O_ qre- qBB) qAB_:( 9™ qA7_ 1 qA)i'

As before, we can completely separate the profittions and optimal response curves
for the players by node. For the profit functions get:

I'IAA(qAA) = (10— q™M- qBA) q™-19” and I'IAB(qAB) = (10— q*®- qBB) q*®-2g™.

To find the market equilibrium at nodewe need to solve the first order conditions (cf.,

Section 2.3 in Chapter 2).

on~(e)
anA

9-gBA

>—, and

=9-g* -2g™ =0, which gives an optimal response curveqdf =

anAB(qAB)

8-q°®
AB '

=8-0°-29* =0, which gives an optimal response curve gf' ==

o
Some algebra revealsf™ = q** =2, q** = g* =< and a market price at both nodes of
2. We see that the resulting market pricetishigher than the perfectly competitive

equilibrium price.

When we want to use the mark-up approach suggésté8meers, 2008), we would use

a mark-up to the marginal supply costs f the difference between the perfectly
competitive price of 1 and the observed priceZafThe marginal supply function would
look like: c(q) = (1+ 1—3?) =2 q. Calculating the perfectly competitive equilibriuming
the adjusted supply cost functions resultsgitt = q*®* =%, g** = g* =0. Indeed, the

consumed quantities and prices are identical tgotbegious duopoly example, however
there is no trade, since due to the assumptionedeq@ competition overall transport

costs are minimized.

Generally using the mark-up approach will resultewer and lower trader flows and no
counter flows. To better represent these charatiesiof the natural gas market, we think
that it is important to model market power basedCaurnot oligopoly theory, and not

merely use mark-ups on supply cost functions.
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4 World Gas Model Scenario Results

The World Gas Model (WGM) is a multi-period, mixedmplementarity problem for the

global natural gas market. The model representsndia economic agents in the natural
gas markets and their interactions, addressingoeehwariation in consumption and

allowing for endogenous capacity expansions insjpartation and storage.

The consumers are represented via their aggregegese demand function. All other
market players are modeled via their respectivditpneaximization problems under

some player-specific operational and technical wamgs. The implementation of the

model is done in GAMS (Brook et al., 1988), anddwing good software development
practices, the data files and model formulationcarapletely separate, to have maximum
flexibility when developing scenarios or needing tise of alternative data sets.

The first part of this chapter will discuss the gilation of the data set and the
development of a reference baseline scenario. Hoensl part of the chapter will
illustrate the insights that can be obtained framning the model on different scenarios.
Beside the calibrated Base Case, three other easetiscussed. The investigated issues
concern the formation of a global gas market catie potential impact of much lower
production of unconventional natural gas in thetebhiStates and the impact of lower
transport costs (relative to the Base Case). Thaeimmutputs give insight in the impact
of various developments on wholesale prices, @daffttraders and consumer surplus in
different countries and regions. Some more speati@yses will support that there is an
economic rationale for LNG import terminals in théetherlands, but that the
construction of pipelines from the Caspian regiorictirope via Turkey needs other than
economic motivations. The analysis illustrates tsieengths of the model: the
combination of a representation of upstream mapketer and the level of detail and
dependencies within and among continental regibhs.results illustrate the added value
of the modeling approach and the relevance focpatiakers and business analysts.
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4.1 Introduction

Figure 13 shows an overview of the forty countaesl regions that are incorporated as
nodes in the WGM?

Canada (2) Russia (3)
Europe (11)
USA (10) Caspian
: Middle  Region (1)
Mexico (1) East (2) South East
_ Asia (4)
Africa (2)
South
America (3)

Australia (1)

Figure 13: Model nodes in the WGM

The numbers in parentheses indicate the numbeisnodkat region in the model. Due to
the limited relevance and impact of countries §hvatduce and/or consume only small
amounts of natural gas, several have been groupthdn@ighboring countries and are
represented in the model on an aggregate levelinstance, the neighboring countries
Belgium, Luxembourg and France are aggregated om node since they all have
negligible production and depend on imports toilfulfomestic consumption. For other
countries the opposite is true: their consumptionpmduction is so high, and the
geographical distances so large, that a divisiothefcountries into several regions is
warranted. For example, as can be seen in Figuréh&4United States consists of ten
model nodes. Having two nodes for Canada and ome Mexico, the average
consumption of North American nodes in 2005 is &ty and of European nodes 55
bem/y® This illustrates why the United States is splitl am Europe most countries are
aggregated into model nodes.

8 Sources for the blank maps in this chaptép:/en.wikipedia.org/wiki/Wikipedia:Blank_maps
8 bemly = billion cubic meter per year
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UsS3
East
North Central

Mountain

uss
South
Atlantic

uss
West
South Central

Alaska

Figure 14: Ten model nodes for USA (incl. Alaska)

See Figure 15 for the aggregation level of the rhoddes in Europe.

Figure 15: Ten model nodes in Europe plus Western R ussia

A full list of model nodes countries can be foundSection 4.6 at the end of this chapter.
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When compiling the model data set, the goal walsetdhorough, representative and to
cover virtually all production, consumption anddeain the present and near-future
global natural gas market. The annual issues ofufdbhtGas Information (e.g.,
(International Energy Agency, 2009)) and StatistRaview of World Energy (e.g., (BP,
2009)) have been very helpful in the data collecpoocess. The following will address
the data sources used and some of the challengers edmpiling the data sets for the
various market agents.

4.2 Data collection

In the data set usually one player is included \adre type at every model node. For
instance, at the node Netherlands, there is orsupes, one trader, one marketer and one
storage facility. However to facilitate the implenmation of scenarios some other levels
of detail were sometimes more appropriate. For gt@anin some case studies the impact
of availability of unconventional natural gas wasastigated (Gabriel et al., 2010) and
therefore in the United States model nodes have wamluction entities: one for
conventional and one for unconventional gas. Intratieer countries — except for Canada
— unconventional gas either hardly contributesotaltgas supply, or the data are simply
not available to be able to distinguish conventi@ma unconventional gas production in
the data sett Consequently, most model nodes have just one ptiotuentity. In
contrast to having multiple producers for U.S. rgdinere is only one trader in the
United States that represents all producers. Hausigone trader will limit the number
of model variables drastically and will not affette outcomes due to the assumed
perfectly competitive nature of the upstream gasketan North America? In contrast,

all three Russian producers will operate througe simared trader allowing GazProm to
coordinate all exports and potentially exert map@wer.

% Dr. Franziska Holz contributed greatly to the ddgacriptions in (Egging et al., 2010).

%1 See, e.g., the website of the Canadian NationatdgrBoardwww.neb-one.gc.ca

92 Reducing the number of traders results in feweiaisées for flows, storage injection, storage eotin,
sales to end-users and various dual prices. Thetied in flow variables is the most significantaving
one instead of ten traders in the United Statesifgitt periods, two seasons and 38 arcs results in

8x 2x(10- ) x 38= 547fewer variables. Including reductions in other ahtés the total reduction is
more than 12,000. Eventually the model as ranHerBase Case included 43,560 variables.
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The WGM is a multi-period long term equilibrium medA yearly representation of the
market would be computationally challenging. Intthegard it was necessary to define
periods rather than years. The model data setdaslevery fifth year in the time horizon
2005 through 2030, with two added periods 2035 2040 to minimize distortions of
endogenous capacity expansions in the last regoygar. The initial data set is built up
for the year 2005; however known capacity exparsstmgtween 2005 and 2008 (time of
data base construction) of pipelines, liquefieegiasifiers and storage were exogenously
included in the model year 2010. In future yeass itinodel allows for completely new
pipelines and LNG capacities based on profit mazimg decisions of players in the
model.

A 10% discount rate is used in the multi-periodimj#ation decisiong® In general, the
data are per day, distinguished by season (lowhigtddemand) where applicabfeOn

the supply side, capacity constraints limit the ants that can be produced and
transported. Starting in 2010, there can be endagemvestments in transport and
storage infrastructure. In order to maintain an MCR&pacity expansions need to be
continuous. The expansions are limited in each ogeriwhere available project
information is used to determine these limits, oilie own assessments have been
made.

4.2.1 Production data

The model formulation presented in Chapter 3 asswuavex production costs in order
to make the Karush-Kuhn-Tucker conditions suffitiéar optimality (e.g., (Bazaraa et
al., 1993), or Chapter 2 of this thesis). Similar(Boots et al., 2004), (Egging and
Gabriel, 2006) and (Egging et al., 2008, 2010) todet the production costs the
functional form proposed by (Golombek et al., 1985)sed. The production costs can be

% The discount rate of 10% is a real discount nattuiling a risk-adder. All $-values in the moded ar $

of 2005. The value of 10% is chosen in the rangeabfes used by other models. For instance, depgndi
on the analysis, the EIA uses varying discountsradeevaluate the cost-effectiveness of different
investments. Low discount rates (3-4 percent) aretplly used to capture a “societal” cost or bieoéa
particular investment, while high rates (10-15 pet} are used to discount purchases by the typical
consumer, paid for on credihttp://www.eia.doe.gov/oiaf/servicerpt/eff/aircontnl, Accessed Nov 10,
2010) Commercial Another paper comparing varioygeps presents values in the range of 5-12.5 percen
gTabIe 1 inhttp://citeseerx.ist.psu.edu/viewdoc/summary?doifl0163.9206Accessed Nov 10, 2010).

* The low-demand season is defined as the period April through October. The high-demand season is
the other half of the year.
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expressed asC(q)=(a-y)q+i8d +y( Q- c)ln(%) 0q:0<q<Q. Q is the
production capacityg >0 is the minimum marginal unit cost tern8,> 0 is the per unit
linearly-increasing cost term, and< 0 is a term that induces high marginal costs when

production is close to full capacity. The margisapply cost curve for this expression is:

C'(a)=a+pq+ yln(%). Figure 16 illustrates the shape of this curve farameter

— — MmQ-a@ _ 40-10 — 30 — mmQ-mmG_ -0 _ __ 95
valuesa =10, f=——="5"=3 and )y = =556 ~ 50077 ~11.98.

$120 mmG = 120
$100 +
$80 +
$60 +

$40 + mmQ=40

$20 +
0=10

marginal costs ($/kcm)

0.0 10.0 20.0 30.0 40.0 50.0 59.9 69.9 79.9 89.9 99.9
Fraction of capacity used (%)

i
o

Figure 16: Example of a marginal production cost cu rve

Short-run production costs are similar to (Eggingale 2010). The parameters for the
cost functions were originally derived from (Obs#nire Méditerranéen de I'Energie,
2003) and have been updated. Production capactyy aliginate from forecasts and
information in the technical literature (e.g., @mational Energy Agency, 2008), Oil and
Gas Journal). Production capacity is determinedyemously for all model periods, thus
there is no endogenous investment in productiomagpexpansions. As explained in
Chapter 3, the data needed for modeling this plathe supply side of the natural gas
market is not publicly available. Therefore, futymeduction capacities are based on
projections of the PRIMES model for Europe (Eurgp€ammission, 2006, 2008), EIA

% When developing the data set we defined parametam® and mmG (see righthand side in Figure 16).
B andy are calculated based apnmmQ and mmG.

86



projections for North America (Energy Informatiom@inistration, 2009) and the World
Energy Outlook (International Energy Agency, 20fi8)the rest of the world.

EIA, BP, IEA and other data sources generally regposs production, trade and
consumption volumes. Not all information accourtsthe fact that in the supply chain
that brings gas from the production wells to thd-asers, there are several steps that
induce losses. There are also usage categoriels, asugas injection for enhanced oil
recovery, that are not represented in the WGM. groduction capacities and volumes in
the WGM arenet production volumes, i.e., the volumes destinedatmumber of
consumption sectors (see Section 4.2.6). To detheeet from the gross production
values, values are used from the IEA web8fte.

4.2.2 Trade

The traders in the model execute all midstreamvidies to bring the gas from the
upstream producers to the downstream consumersWIBE! provides much detail in
the representation of the trade and transport optamd allows for modeling of Cournot
market power. Additionally, this market power ipesially relevant in light of the Gas
Exporting Countries Forum (GECF) formed in May 2084d when representing a
potential gas cartél. When Russia hosted the GECF annual ministerial tintee
December 2008 the foundation of an organization aasounced that according to
Premier Vladimir Putin of Russia: ‘will study ways set global prices and represent
98

interests of producers and exporters on the intema market”" He also announced
that ‘the time of cheap energy resources and cbasajis surely coming to an end.’

Since in the WGM the trader does not own infrastnec but purchases services from
infrastructure owners, most parameters relevanttlier trader are collected in other
player’s data sets. Contract data is describeceati@ 4.2.3. Determining the values for
the market power parameter was a challenging eseer¢Bection 3.4.1 and 3.4.2) As
discussed in Chapter 3 it is very hard to proveketapower exertion. If one would have
an objective procedure to assess the level of madweer, the information needed would

% \www.iea.org/Textbase/stats/gasdata asgwww.iea.org/Textbase/stats/defs/defs.asp
9 www.gecforum.orcandwww.eia.doe.gov
% www.nytimes.com/2008/12/24/business/worldbusinesi®.htm!
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not be publicly available. The values were set agsalt of discussions between co-
authors of (Egging et al., 2009), based on matkates, potential dominant positions and
market expertise. To streamline the discussionctimgices were limited to values in

{03353

4.2.3 Liquefaction, regasification and LNG shipment

The LNG transport value chain contains liquefactishipment and regasification.
Liguefaction and regasification capacity data f602 and 2008 are from (International
Energy Agency, 2006, 2009). For capacity expanbioits, including for new terminals,
technical literature such as the Oil and Gas Jduires been used. Anticipating the
expiration of the Alaskan LNG export license in 2Ghe capacity is left out completely
starting for the model period 2085The WGM takes into account LNG contracts known
as of 2008%° The contracting process is not included in the ehahd — somewhat
arbitrarily — the choice could be made to extendtiext periods to the end of the model
time horizon. However, in the perspective of atsioivards shorter contract periods and
more spot trades (see Section 3.4.3) contractplaaeed out based on their currently
known end dates and almost all LNG trade flowsabter periods result from spot market
trade. For the downstream actor in the LNG chdim, regasifier, (International Energy
Agency, 2006, 2009) and the website of Gas Infuattire Europe have provided the
capacities™*

LNG shipment is optimized by the trader, given tistance-based transport costs.
Distances (in sea miles) between each pair of figueode and regasifier node are
obtained for the approximate location of the temtsti®® There is no restriction on the
trading pairs, so countries currently not maintagndiplomatic relations with each other
can trade LNG. There are no limits on the LNG steptrcapacity.

9 www.eia.doe.gov/oiaf/aeo/assumption/nat_gas.li&otessed June 5, 2009)
1%we thank Sophia Riister and Anne Neumann from Tés@en for sharing the contract information
from their data base. See also (GIIGNL, 2010)

www gie.eu.com/maps_data/Ing.html

2 www.distances.com
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The three steps in the LNG supply chain are modatedrcs in the WGM (see Section
4.2.5). In the absence of detailed data for ligcteda and regasification costs, the same
values are used for all countries. Shipment costslasses are distance-based, $8 per
kem and 0.3% of the volume transported, both pertbousand sea mil&%,

4.2.4 Storage

Storage is modeled as a regulated service providexiding injection, extraction and
storage services. In the data set there is at omesstorage operator at a model node, for
which a working gas capacity and a per unit in@ttcost value are needed as input.
Storage capacities are obtained from (Internati@margy Agency, 2006, 2009). Storage
costs were based on (International Energy AgendQ6R Based on company
information and dependent on local characterisstsrage losses are between 1% and
1.5%2%* The storage operator is responsible for investndestsions, for which input
parameter details are discussed in Section 4.2.7.

4.2.5 Pipeline and arc network

The minimum transport costs for pipelines are seabegulated tariff. Additionally, an
endogenously determined congestion fee ensureshatcarce pipeline capacities are
allocated optimally. International pipeline trandpis limited at the cross-border points.
When there are several cross-border points betviwenadjacent model nodes, the
capacities are aggregated to provide a single ipgdélound. Capacity data are obtained
from Gas Infrastructure Europe for intra-Europeaansport®® Data on pipeline
capacities between the North American nodes wertirgdd from the Energy
Information Administratiort®® For all other pipelines, company reports, an Exiel
provided by the Energy Information Administratiom July 2007, various websites as

103 Seewww.bg-group.com/OurBusiness/BusinessSegments/DentstBG_LNGfactsheets2008.pdf

194 See DONGwww.dongenergy.dkdongstoragetariffspermay_tcm5-11450.pdf; Fluxys
http://www.fluxys.com/en/Services/Storage/Storagiexa?0060101Tarieven_Stock 2006 _E.pdf and
Alkmaar Gas Storagevww.alkmaargasstorage.nl/Gas_Storage_Services_%26Awgnt 2008-2010.pdf
Note that not all files are available online anyejdrowever newer versions are, €e.g.,
www.dongenergy.dk/SiteCollectionDocuments/Doc_ distiion/Storage/Tariffer/Storage%20Tariffs%202009-

2010.pdf
195 Formerlywww.gie.eu.com/maps_data/capacity.htrolirrently www.entsog.eu/mapsdata.html

1% nterstate Pipeline Capacity on a State-to-Steatel’ Release date 9/1/2008, downloaded from
www.eia.doe.gov/pub/oil _gas/natural gas/analysiblipations/ngpipeline/usage.html
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well as technical literature were us€d.For new Greenfield pipeline projects that are
planned but do not exist yet, e.g., the Nabuccelpip (see Section 4.4.4), the model
includes a zero capacity in the base year and alfowpositive capacity expansions in
later periods (with the exact periods dependingherproject specifics).

Short-term transport costs per pipeline (reguldesss) and pipeline losses are linear
functions of the transported amounts, related édehgth of the pipeline and whether the
pipeline is onshore or offshore. Royalties are imobrporated as such, but implicitly
assumed to be included in the fees. By defaultwaes$d regulated fee of $10/kcm was
chosen, cf., (Egging and Gabriel, 2006). As in (Egget al., 2008, 2010), dependent on
the pipeline characteristics (length, onshore/affslh most regulated fees are between
ten and thirty $/kcm, but some are higher (e.g.tlie possible pipeline from Nigeria to
Algeria). Most loss rates are between one peraahf@ur percent, with higher values for
extremely long pipeline¥®

4.2.6 Consumption

The demand for natural gas is obtained from aggregaector-specific consumption
levels for each country. In its Monthly Natural G&arvey, the International Energy
Agency reports monthly consumption levels for thmver generation, industrial and
residential sectors as well as several other caesj8° These data are aggregated by
season (low and high demand)to determine a paramaiige reflecting the intensity of
seasonal variation of demand. For each sectorfapdeimand, a different price elasticity
is assumed (between -0.25 and -0.75). For the mansin of demand functions,
reference prices are needed. With respect to piogections the outlooks varied
dramatically. In (Energy Information Administratio?2009) the gas prices vary somewhat
over time, but stay relatively stable. In (Interoatl Energy Agency, 2008) prices
roughly quadruple in 4% decades, a yearly averageease of 3.1%. An inflationary

07 g5ee, e.gwww.eia.doe.gov/cabs/

198 Estimates are based on the value 0.22% per 10@dmtioned on page 78 of GTE 2003 European TPA
Transmission Tariff Comparison 2008yw.gie.eu.com/adminmod/show.asp?wat=Tariff ComppdB

199 \www.iea.org/stats/surveys/archives.asp
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trend is assumed in costs and consumer’s willingriespay of 1.5% so that prices
gradually increase over the next decades.

To limit the number of variables in the model, tb&al demand for each model node is an
aggregated function of the linear functions forteaector. Figure 17 below illustrates the
aggregation of two inverse demand curves as aseptative example of what is done in
the WGM (and, e.g., in (Boots et al. 2004)). T hggregshows the actual aggregate
demand curve consisting of two linear pieces (itke curve is piecewise linear).
However in the model single linear demand curvesused. Curvenodelis the curve
how it would appear in the WGM. This curve is coetply identical to curvaggregfor
prices lower than six, however underestimates derf@mprices higher than six.

12 - sector |
= sector Il

10 B aggreg
e model

Price

2 _ \ 12
-2 - Quantity

Figure 17: Inverse demand curve aggregation

More generally the linear aggregate curve represie actual aggregate curve at price
levels at which all sectors have nonnegative compsiem. By calculating the
consumption values of all sectors after findingpluson, using the disaggregate inverse
demand curves, and checking that all sector conBangp are nonnegative, it is
guaranteed that the single cumwedelresults in the same consumption and price levels
as separate curves would have given.
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4.2.7 Capacity expansions

The WGM uses linear cost functions for the constoncof incremental capacity of
transport and storage: expansion levels are migiighy a constant per unit cost. For
pipelines, an investment cost of $50 million isdiger mem/d of new capacity’ If a
pipeline is completely new the costs are doublied,pipeline is an offshore pipeline, the
costs are also doubled, and for long pipelinescbsts are doubled or tripled. These
values are estimates based on reported projed icotgchnical literature such as the Oil
and Gas Journal and company information. In the Md{Be chain, the parameter values
reflect that infrastructure for regasification ies$ capital intensive than for
liquefaction*'! Regasification expansions are as costly as theapest pipeline
expansions and liquefaction expansions cost thmeestas much per unit of capacity:
$150/mcm/d.

Storage expansions comprise expansion of injectixinaction and working gas capacity.
Extra injection capacity is costlier ($3 million/méd) than extraction capacity
($500,000/mcm/d). For working gas the investmestsare $150 million/bcm.

4.2.8 Model calibration

It is not possible to verify the outcomes of thedyof natural gas market models
presented in Chapter 3, that make projections attmufuture. Rather, model outcomes
are compared to results of outside sources (ég.Ehergy Information Agency, or the
Energy Information Administration) that are genbrdlelieved to present a reasonable,
defendable outlook on the future natural gas markbe data inputs and modeling
assumptions used, but also the transparency ahtukeling approach support that model
outcomes are representative and provide an insigpically, when a model is run on the
data set initially compiled, the model outcomesmid compare very closely to these
outside sources. Then, assuming that the modebdéws tested and corrected previously
to eliminate mathematical and programming erroospes adjustments of the input data
values are necessary so that the model outcomespdesent an outlook on the future
that is believed to be reasonable. Typically, omeutd adjust the most unreliable input

10 mem/d = million cubic meters/day; 1 cubic metef)(m35.31 cubic feet.
111 Seewww.bg-group.com/OurBusiness/BusinessSegments/DentsiBG  LNGfactsheets2008.pdf
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data first, and other input parameters should Ip¢ &e close as possible to collected data
values. This process of input parameter adjustngenalled ‘model calibration’. Since
needed changes in the model outcomes can usuallybtamed by various kinds of
adjustments (e.g., lower consumption levels caobiained by higher production costs,
higher transportation costs, shifting down the rseedemand curve, etc.) the calibrated
model is not a unique outcome of a scientific fdreeml procedure. There are some
judgment calls involved in this process, which regua thorough understanding of the
model as well as natural gas market expertise.

The following section presents the case studiedaulisses the results.

4.3 Description of cases

The cases presented in this section have been atedivby recent and actual
developments in the natural gas market. BesideBhase Case, a business-as-usual
scenario that provides a reference for comparisomgther three case studies were
developed. Two cases investigate a tighter supipfjas and one a less tight supply. The
tighter supply is either induced by cartelizatidrittee gas market (Cartel Case) or much
lower availability of unconventional gas in the W States (Unconv Case). The less
tight supply situation would be induced by a deseem future transport costs (Transp
Case):*?

Table 4: Cases

Case name Abbreviation | Description

Base Case Base Case Reference case

Cartel Case Cartel Case Cartel along the lines of GECF memiigrsh
Unconventional Gas Case|Unconv Case Lower availability of unconventionas ga USA
Low Transport Cost Case |Transp Case Lower transport costs

How countries are affected by different scenariegemhds largely on their trade balance
(in a business-as-usual situation). In the disoussif the case results there will be
emphasis on an exporting country: the Netherlaadsansit country: Turkey and an

12 The cases presented focus on structural chandkes foture natural gas market relative to the Base
Case. Another type of case can focus on short-iewelopments, e.g., sudden disruptions in supgdbes,
example the recent interruptions from Russian sepjisee Sections 1.3 and 3.4.1). Egging and Gabrie
(2006) and Egging et al. (2008) discuss variousigifon scenarios relevant for the European ga&ehar
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importing region: United Kingdom and Ireland. Teess the profit potential for GECF
members the profits and supplies by the (potenteatlel members is discussed.

4.3.1 Base Case

The Base Case is the reference for comparisonmiduel outcomes have been calibrated
to closely match the state of the natural gas mark2005 and the projections for the
coming decades provided by the Annual Energy Oltlq&nergy Information
Administration, 2009), Natural Gas Information @mational Energy Agency, 2009),
European Energy and Transport: Trends to 2030 (&am Commission, 2006, 2008)
and the World Energy Outlook (International Enefggency, 2008). Since none of these
sources could provide us with the desired levelathil, multiple sources had to be used.
Due to different modeling starting points, and saagations in the projections, the Base
Case results differ slightly from each of the afoemtioned projections. However, the
results have a similar trend in terms of productma consumption growth. A notable
point affecting the outcomes is the upwards remisibunconventional gas availability in
the United States in the Annual Energy Outlook @02 (Energy Information
Administration, 2009), resulting in much higher Udgas production in the longer term
that were not accounted for yet in other projecioNaturally the higher U.S. gas
production and lower imports affect LNG trade, oegil trade balances, production and
consumption globally.

4.3.2 Cartel Case

Market power is a significant issue in the globalunal gas market. A major concern of
gas importing countries is the potential for a el@ration of the gas market, comparable
to the position of OPEC in the oil market. In thar@l Case (Cartel) the member
countries of the GECF will collude as a caltglin this case the GECF countries will
collaborate and enforce market power by operatmguigh a single trading entity. The
model does not consider agreements about produgtiota or profit or revenue sharing
agreements among the members (e.g., (Ikonnikov@])20Instead, the cartel trader will

13 Seewww.gecforum.com.qa/gecf/web.nsf/web/memb&tember countries are taken as of mid 2009.
The representation of this cartel in the WGM inids the following model nodes: North Africa, West
Africa, Indonesia, North South America, Qatar ansfa. See Section 4.6 for the countries included i
these model nodes. Note that there have been duftgeis the membership of the GECF after the WGM
results were generated.
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obtain the amounts of gas from each cartel prodscexs to maximize aggregate profits

for the cartel.

Figure 18 below shows a simplified representatibthe traders in the Base Case: each
trader buys from one producer.

s
o

Producer

.....

o

Figure 18 Standard trader representation: non-coope  rative competition

In contrast, Figure 19 shows how in the Cartel Gase trader coordinates the supplies

from various producers.

Producer

Figure 19 Cartel representation: cooperative compet ition in hybrid market setting

The anticipated results for the Cartel Case are dbantries participating in the cartel
will produce lower amounts of natural gas (relatioveghe Base Case) to drive up market
prices. Countries highly dependent on gas impartiilfill domestic consumption will
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see severely lower supplies and consequently migitehprices. It is likely that high-
cost producers within the cartel give up more madteare than low-cost producers.
Exporting countries that do not participate in tagtel will reap the benefits from higher
market prices by increasing their output and exlemels.

4.3.3 Limited U.S. Unconventional Production: Unconv Case

Between 2008 and 2009 the Energy Information Adstiation significantly increased
the U.S. production projections for unconventiorgs, especially for shale gas.
Although the resources are in place and can beupsatl economically in expected
market circumstances, there is a potential probtethe form of the negative impact on
the environment due to chemicals and water that usm@d in unconventional gas
production*** To limit environmental damage, the government dal#velop policy to

limit the production of unconventional gas.

This case addresses lower availability of unconeeat gas in the United States. The
production capacities of unconventional gas areiced by 75% for all unconventional

gas production entities in the United States. Bseathis reduction is applied to all

unconventional gas, not only to shale, this cassents a very harsh scenario which
could be seen as a worst case for the supply isituat the United States.

Lower U.S. domestic unconventional production ratédkresult in higher market prices,
higher production in Alaska, and higher importsnir€anadian pipeline gas and LNG
from overseas. It is interesting to see how thigll"pof gas by the United States affects
the world market in terms of trade and market rice

4.3.4 Lower long-distance transportation costs: Transp Cae

Gas transport costs have decreased due to teclcadlpgogress and economies of scale
and there is more potential for cost improvemefay(ade, 2004), (Van Oostvoorn et

114 See, e.g http://mww.huntergasactiongroup.com.au/hgfratral ; www.energyindepth.org/frac-
fluid.pdf; Federation of American Scientistsww.fas.org/sgp/crs/misc/R40894.pdf
http://yosemite.epa.gov/opa/admpress.nsf/0/5abBBfid0d698525774600606afe?OpenDocument
www.propublica.org/article/frack-fluid-spill-in-diock-contaminates-stream-killing-fish-921
www.propublica.org/article/gas-drilling-vs-drinkingater-new-york-city-fight-with-albany
www.shalegaswiki.com
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al., 2003). This fourth case will provide a sen#iyi analysis on transport costs.

Investments in new pipelines and liquefaction aghsification capacity are assumed to
be 20% cheaper than in the Base Case, and opetlatiosts and regulated fees for all
transport options stay at present levels insteadaséasing with an inflationary trend of

1.5% per year.

Since lower transportation costs make longer degtatmansports more attractive this
scenario will result in a comparative advantage doppliers further away from the

importing markets. LNG exports will likely incregsas should long-distance pipeline
exports from various regions.

The following sections discuss results illustrats@me global and local effects on the
natural gas market of the case assumptions.

4.4 Numerical results

The first subsection discusses and compares vasaiggiegate results for the three cases
and the Base Case, in terms of global and regipne¢s and production levels. Prices
and production levels are discussed for the mostunmaagas markets: North America,
Europe and Japan & South Korea. Subsequent segti@sent detailed results for an
exporting country, a transit country, an importioguntry and the (potential) cartel
members. Highlighted are: i. the Dutch trade badaricpipeline transits through Turkey,
iii. the breakdown of supplies to the United Kingd& Ireland in the high-demand
season, iv: production and profit levels of the@amembers and v. changes in consumer
surplus in importing regions. Detailed resultspdts other countries and regions, can be
found in Section 4.7 and in (Gabriel et al., 2010).

4.4.1 Development of wholesale prices

In the Base Case, the worldwide volume-weightedae wholesale prices in 2015 in
2005%/kem will be $194 ($5.50/mcf) and $240 ($6084f) in 2030*° In North America
the prices in 2015 and 2030 will be $230 ($6.52Jraald $291 ($8.24/mcf) respectively,
in Europe $283 and $368 and in Japan & South K§82a/kcm and $398/kcm.

115 kem=kilo cubic meter = 1000 $y mcf: thousand cubic feet = 1008 ftL kem = 35.31 mcf
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Due to the nature of markets and market modelsygd®min assumptions affecting the
supply will affect the demand situation, and wilk@ impact the end-user prices. The
regions that are likely to be most affected areoreg that are — to some extent —
dependent on imports to meet their domestic confompin the Base Case, North
America will stay nearly self-sufficient throughdiie model horizon, Europe will import
58% and 68% of total consumption in 2015 and 2@&pectively and Japan & South
Korean will import about 98% throughout the timeikhon. Figure 20 shows for all three
cases the differences relative to the Base Cas®lume-weighted average wholesale
prices for the whole world, North America, Europeldapan & South Korea.

45% - 44%
@ Cartel B Unconv Transp

30% -

15% -

0%

-15% -

2015 2030 2015 2030 2015 2030 2015 2030
World North America Europe apan & South Korea
Figure 20: Volume-weighted average wholesale prices - Differences relative to Base Case

In the Cartel Case, Europe and Japan are affeatdd harshly, with average prices
between 12% and 24% higher than in the Base Cam¢h Mmerica, however, would
hardly be affected. The lack of dependency on @arexternal supplies shields North
America from the impact of the cartelization. THeb@l average impact of a cartel in
terms of prices is quite modest, smoothed out byndgligible impact on the large North
American market and lower prices in all countri@stigipating in the cartel (not shown
in the Figure 20).
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Much lower unconventional production in the Unit8tates would have the largest
impact on prices globally. In North America pricgsuld be 44% higher than in the Base
Case in 2015 and 35% higher in 2030. Canadian daskan supplies could not make up
completely for the lower unconventional resourcesl &NG imports from overseas
would be significantly higher to cover domestic @ in the United States; actually
drawing some LNG that in the Base Case would haenbsupplied to other LNG
importing regions. Alaskan supplies would be higlzerd the pipeline would eventually
be expanded to 60.7 bcm/y of capacity in Unconeudld bcm/y higher than in the Base
Case. (Details not shown in Figure 20.) The pigelfrom the Canadian Mackenzie
region into Western Canada would be 46.8 bcm/y@802/s. 41.2 in the Base Case and
Eastern Canada would expand its regasification ntoré.6 bcm/y by 2030 vs. 0.9 in the
Base Case. The total regasification capacity inlthged States in 2010 of 121.1 bcml/y
(exogenously included) will not be expanded moranyg of the cases. The much higher
prices shown in Figure 20 for North America resinim the tight external supply
situation and higher marginal supply costs. Alé® bdverseas suppliers are assumed to
exert market power in the North American market,clvhcauses prices to increase
relatively sharply when domestic supplies are tigintEurope and Japan & South Korea
the impact would be relatively small and prices ddoe at most 4% higher. Note that
Case Unconv is the only case where market pricé&sunopean would be lower than in

North America.

In the Transp Case the supply costs are lower forregions importing gas.
Consequently, all importing regions would benetfitnfi lower prices. In North America
the transports from Alaska and Canadian exportheoU.S. Lower 48 states would be
somewhat cheaper than in the Base Case and imfponts overseas would be more
attractive too. Europe and Japan & South Koreackvblepend on larger import amounts,
would benefit more, with prices up to 9% lower BBP relative to the Base Case.

The next results to be discussed are the produleiats.

4.4.2 Development of production

In the Base Case, global production in 2015 willoant to 2987 bcm, in 2030 global
output will be 3846. Figure 21 shows productionelevin 2015 and 2030; for the whole
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world, Europe and North America. Since domestiadpobion in Japan & South Korea
fulfills less than three percent of domestic congtiom it will be neglected in this
discussion.

‘ BCartel BUnconv BTransp 5.0% 5.0%
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Figure 21: Production levels relative to the Base C  ase

Differences in global production levels among cases relatively modest, varying at
most 5% relative to the Base Case. However, th@maj effects vary. Russian and
European production are most affected by the C&tsle assumptions. As one of the
cartel members, Russia would produce significatglys than in the Base Case. In
response to lower external supplies European desntivould produce more

domestically.

The lower availability of unconventional gas in tdaconv Case would result in about
25% lower production in North America comparedhe Base Case in both periods. In
absolute terms North American production would & bcm less than the 684 of the
Base Case in 2015, and 212 bcm less than the Besev@lue of 821 in 2030. The much
lower output of unconventional gas would have wasiconsequences. North American
market prices would significantly increase, whichuhd reduce consumption levels and
also trigger higher LNG imports and higher prodoietin Canada and Alaska. Production
in the Canadian Mackenzie Delta would be much higiaglier in the time horizon (32
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vs. 18 bem in 2015), and exports though the Alagkpaline would be larger than in the
Base Case (65 vs. 54 bcm in 2030, not in the Fjgure

The higher LNG imports to North America would reduwavailability of LNG for other
importing regions. Notably Europe would face higheNG import prices, and
consequently European production would be a few penmyear higher. Since European
countries are producing already close to capaaitihe Base Case, these higher output
levels can be considered to come from marginatiielvhich in the business-as-usual
situation would not be profitable. Russian woulg@t slightly more than in the Base
Case, both as LNG and via pipelines.

4.4.3 Focus on the Netherlands: supply, consumption andade

From the early 1960s until 1994 the Netherlands tees biggest gas producer and
exporter among the (current 27) members of the figan Union, accounting for between
25% and 40% of total gas production. From 1995 &@09 the United Kingdom has
been the largest producer in the EU, however im2dde to declining reserves in the
United Kingdom, the Netherlands was again the Eggmas producer among the EU
countries (BP, 2010).

Figure 22: The Netherlands in Western Europe
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The Dutch Groningen field is the largest onshorefggdd on the European mainland and
among the ten largest gas fields in the world.a$ Bupplied more than half of all gas
ever produced in the Netherlands. The rest of th&lDgas production has originated
from several smaller fields onshore and offshonee B its high pressure, the Groningen
field has been used as a source of swing suppbuwialg to meet short-term as well as
seasonal fluctuations in the demand. Swing supplyan asset and since reducing
production rates would maintain higher pressureeligvDutch governments have
provided tax incentives for the exploration anddurction from smaller gas fields, the so-
called small-field policy*® Another measure has been to set production ceilingting
the production from the Groningen field, e.g., thoe ten-year period from 2006-2015 the
production ceiling is 425 bcm, the ten-year peradidwing for some variation in the
yearly production rates. In spite of the measufes &alf a century the pressure in the
Groningen gas field has dropped significantly, aphte point that compressors have been

installed to produce gas from the field.

It is not clear how long the Netherlands will bdeatm export significant amounts of gas
and the companies involved in the Dutch gas matetonsidering their options for the
future, given the infrastructure in place and tlpegtise that has been gained in fifty
years involvement in the gas business There arey ipgelines from the Netherlands
into the rest of Europe (see Figure 4 in Secti®),3an LNG import terminal is being
built, several storage facilities are under corttom, and a Dutch company is
shareholder in Nord Stream, the big new pipelinenfRussia to Germarly’

Figure 23 shows the Dutch supply, demand and t(ad&s imports as well as net
pipeline exports) in 2015 and 2030 for all four esas The most-left bar presents the
categories included in the graph: domestic prodacénd LNG imports in the upper part
and consumption and net pipeline exports in théobopart (with negative values due to
the structure of the graph). The figure shows thatDutch production levels are hardly
affected by the various case assumptions.

1% 5ee e.gwww.rijksoverheid.nl/onderwerpen/gas/gasexploratieproductie/groningenvel@utch)
17 www.alkmaargasstorage.jivww.gate.nlandwww.nord-stream.com/our-company/shareholders
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Figure 23: Supply and trade breakdown for the Nethe  rlands (bcm/y)

In 2015 the Base Case production would amount tmta66 bcm, and in 2030 to just
under 50 bcm. Consumption and trade are much nfteeted by the case assumptions.
In both years in the Cartel Case, the supply of LN@ild be lower due to the cartel
members withholding supplies and the Dutch pipebx@orts would increase due to
higher market prices in surrounding countries. A®@asequence, the consumption would
be more than 5% lower in 2015 (39.1 instead of &#tr8), and almost 8% lower in 2030
(37.9 instead of 41.2 bcm). Note that the 8% lowsmrsumption in 2030 is an aggregate
over all sectors and the various demand sectorg ki#fferent price elasticities. For
instance, the power sector is much more price-seaghan the residential sector, and
the higher prices of gas might significantly afféleé fuel mix in the power generation

sector.
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Lower unconventional gas production in the Unitedt& (the Unconv Case) would be
felt through lower LNG imports. They would be 1.6nb lower in both years. Dutch

production would hardly change. Pipeline exportsildde about 1 bcm lower in both

years, and consumption 0.3 and 0.6 bcm lower, otispéy.

A general decline in long-distance transport cadsiase Transp) would harm the
competitive position of the Netherlands as an etgoaio its neighboring countries in

Europe. In 2015 the pipeline exports would be aldolitbcm lower than the 31.7 bcm in
the Base Case. The lower pipeline exports woutwhafbr higher consumption (0.9 bcm)

and some imports would push out domestic produdio® bcm). In contrast, in 2030

there is an increase in pipeline exports of 2 behative to the 22.7 in the Base Case.
LNG imports would be so much cheaper, that theyldvdne 3.8 bcm higher (18.2 vs.

14.4 bcm). This would allow a 1.7 bcm higher conptian as well as the observed
higher pipeline exports.

These results show how a self-sufficient and gaposig country such as the
Netherlands would be affected by global developmasta consequence of the integrated
nature of the global natural gas market. Domestduyction levels would not vary much
among the cases (which could be a consequenceeolotihh production costs of the
Groningen field in combination with the productiareiling). However different
developments in the global market significantlyeaffthe ability to draw LNG imports

and the competitiveness of the Dutch pipeline etspor

The following subsection discusses the developroéniie role of Turkey in transiting
exports from the Caspian region and the Middle EaEurope.

4.4.4 Focus on Turkey: Pipeline transits to Europe

In the past decades Russia, Algeria and Libya keaperted large amounts of natural gas
to Europe via pipelines. Other countries that pidiy could export gas to Europe via
pipelines are located in the Middle East and thep@a region. This would allow these
countries to monetize their reserves and couladtezasting from a European perspective
wanting to diversify supply sources. For variouasans pipelines from the Caspian
regions would preferably avoid Russian territoryl dar Middle Eastern countries the
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shortest route to Europe is via Turkey. Therefdnarkey is likely to become a major
country for transiting gas from these regions toope.

The European Commission is supporting the construaif Nabucco, a major pipeline
that should bring gas from Caspian countries tooper Mid 2009 the Nabucco
Intergovernmental Agreement was signed between @entral and Eastern European
EU members and Turkeéy® Another pipeline, the Persian (Pars) pipeline walso pass
through Turkey, but would have Middle Eastern caestas its supply source and target

another part of the EU market, including Westerropa™*

Figure 24 shows the location of Turkey, betweenafand Europe, as well as several
pipeline routes.

Figure 24: Transit country Turkey and various (prop osed) pipeline routes

The pipeline routes depicted are at various stafi¢iseir development. Pars and South
Stream are being discussed, Nabucco has politiggdast, Nord Stream is being built

18 EY members: Bulgaria, Romania, Hungary and Austria
§ISEC/09/85:http://ec.europa.eu/unitedkinqdom/press/press 3e2009/pr0985_en.htrb3 July 2009 )
¥ EU members: Italy, Switzerland, Austria, Germany,
(http://english.farsnews.com/newstext.php?nn=870084126 September 2008)
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and Blue Stream has been in place since 2003.1fh 20.5 bcm of Nord Stream capacity
should become available and in 2012 its size shobéd doubled?® Political
considerations often seem to play an importantirolbe decisions about new pipelines,
leading to investments that are not necessarilyetteomically most viable ones. Our
results show that the pipelines being built andaexied in the model, purely based on
profit-maximization decisions, differ from the ontst are built in reality. This supports
the idea that other — political — factors play éermm the decisions about major gas
pipeline routes.

Although in today’s reality the pipelines throughrkey are not being constructed yet,
the gas market outlooks project such a huge suggbyfor Europe by 2030 that much
extra LNG and pipeline import capacity will be neddIn the Base Case the net imports
to Europe will be 390 bcm in 2015, i.e., 100 benrenttan in 2005. In 2030, another 126
bcm will be added to the yearly imported amountbimg the total to 516 bcm. In the
Base Case the total pipeline capacity and expottsEurope from Russia, the Caspian
region and the Middle East will increase signifitarover time. It is interesting to see

how the case assumptions would affect the expassibthe various pipeline capacities.

Figure 25 shows results for gas supply to and timoturkey. Each bar contains three
categories: sales from (potential) cartel memberBurkey (Sales GECF), sales from the
Caspian Region to Turkey and transits from (postntartel members via Turkey to the
rest of Europe (Transits GECF). Total pipeline ftoimto Turkey would be significant,
between 38 and 45 bcm in 2015 and between 67 anmtr®@6n 2030. but most of these
supplies would stay in the country. Somewhat ssipgly the amount of gas transiting
through Turkey would be very modest in all casesnéof these transits would originate
from the Caspian region.

In the Cartel Case all transits are zero, in otteses the transit volumes (from Iran)
would be at most 6 bcm. Naturally, in the Cartes€#he supplies to Turkey by cartel
members would be lower than in the Base Case (d.3.jn 2015). Consequently, the
supplies by the Caspian region would be higher.,(&g in 2015. As Figure 26 below

120\ \\vw.nord-stream.com/en/the-pipeline.htnicm = billion cubic meter.

106




shows, the total pipeline exports to Europe frons$tai and the Caspian region would

add up to large amounts.
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Figure 25: Pipeline exports to and transits through Turkey (bcmly)

In the Cartel Case, total pipeline supplies to parby GECF countries in 2015 would be
61 bcm (36%) lower than in the Base Case and 72(B8f&b) lower in 2030. Supplies by
the Caspian region would be 23 resp. 25 bcm high#drese two years. In the other two

cases pipeline supplies to Europe would be highaar in the Base Case.
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Figure 26: Pipeline exports to Europe from and via Western Russia (bcm/y)
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In the Unconv Case the supplies would compensateNG drawn to the North America
that in the Base Case is destined for Europe. énTitansp Case the higher pipeline
supplies are due to the improved competitivenedsraj-distance gas transports. In all
cases in both years add up to at least 200 bcrmagseen previously in Figure 25, the
supplies to Europe would not be routed via Turkélge Caspian region exports to
Europe are sent through Western Russia and thendkridussia does not need to export
to Europe via Turkey, but routes gas through thealsle. The Blue Stream pipeline
would be used to supply Turkey and the Nord Strpgraline would not be built. These
results seem to contradict actual current developsneVarious multi-billion dollar
projects are under consideration or under constru¢d meet the increasing supply gap,
but the model does not have them built.

Here some limitations of the model show up and @sequence of not having pipeline
contract data incorporated into the model as welbraly addressing economic factors in
the investment decisions. Political consideraticosild only be addressed implicitly.
That the Russian government wants to divert gassflsom the Ukraine and Belarus is
not addressed in the model. It would have beenilgest® reduce the investment costs
for the Nord Stream pipeline, or include part af ¢gapacity exogenously, however that
was not doné?! Similarly, in the model all Caspian exports to & flow through
Russia. In the Cartel Case the Caspian gas tnagsitirough Russia would even be
higher, when the Caspian region would fill up saph¢he pipeline capacity from Russia
and the Ukraine to Europe that would be available @ the cartel withholding supplies.
In contrast, the Nabucco pipeline will be builttde less dependent on the Russian transit
route and especially in a cartel situation it woalat be very likely that Russia would
accommodate high amounts of gas transiting to Eurdprough their territory
undercutting their own market position. Thus, iptetation of the model outcomes
should be done carefully. Although the model doatshave the Nabucco pipeline built,
Caspian supplies to Europe in 2030 of 80 bcm inBase Case and almost 105 bcm in
the Cartel Case actually support the need for pijeline, and in the long run for
possibly much higher capacities than currently ¢peliscussed.

121 Note that in 2008, the time of data base constmcNord Stream was in a planning stage only.
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In conclusion, the transits through Turkey are ssimpgly modest in all cases, which
does not seem to support the case for major pge@liajects such as Nabucco. But when
considering the model outcomes in a political cehtend looking at export volumes
between 80 and 105 bcm from the Caspian regionutofe in 2030, supply security
considerations do provide a rationale for havirgghlabucco pipeline built.

The next subsection presents and discusses résuttse supply situation of the United
Kingdom and Ireland in the high demand season.

4.4.5 Focus on the U.K. & Ireland: supply in the high denand season

From 1994 until 2008 the United Kingdom was thgéamt gas producer in the European
Union?? After peaking at 108 bcm in 2000, production heslided to slightly below 60
bcm in 2009.

Figure 27: United Kingdom and Ireland

Since 2005 the United Kingdom has had to importtgaseet domestic demand. In 2009
the net import share of the United Kingdom was al3®96. Gross imports amounted to

122 |reland is part of the node UK. Irish productismiegligible and consumption just under 5 bcm 820
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about 41 bcm and the (re-)exports added up to IR. fbout 60% of the imports
originated from Norway, 25% was imported as LNG abf% came from the
Netherlands. Almost half of the exports of the Bditkingdom went to Ireland (BP,
2010).

Domestic production in the United Kingdom was boognn the 1990s, rapidly depleting
the reserves. Companies involved in the U.K. gaketaealized that the situation would
change radically in the next decade and severalimpert pipelines and regasification
terminals were developed. As a result, the adde@ ltdbasification capacity at the Isle
of Grain and Milford Haven since 2005 will total #¢m by 2011. In that same period
two new pipelines (Langeled from Norway and the BBam the Netherlands) and
allowing flow reversal on a third one (the Internentor from Belgium) add 70 bcm of
import capacity and bring yearly U.K. import capigpdd over 140 bcm/y by 201133

™
Figure 28: Pipelines into the United Kingdom

The U.K. network operator National Grid projectattby 2018 domestic production will
have declined to something between 20 and 40 benygae. Combined with a demand

123 Tampen Link, Vesterled, Langeledvw.gie.eu.comand
WWW.gassco.no/wps/wcm/connect/gassco-en/gassco/hormsk-gass/gas-transport-system
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projection of about 100 bcm this would imply netpionts of 60 to 80 bcrf* These
projections would imply that not all import capgcwill be used at full capacity all the
time. However, gas usage is not the same everyaddyslack capacity and storage are
needed to provide daily and seasonal swing andet With supply interruptions.
According to National Grid the typical peak winttay demand in the United Kingdom
in the last decade has been about four hundred dn@m/annualized 146 bcltr,

In the short run there seems to be overcapacityniporting gas in the U.K. market.
Given the various options that the United Kingdoavénto fulfill the domestic demand,
how will case assumptions affect what options dlused to which extend?

Seasonality representation in the WGM is limitedwo seasons and the high demand
season includes the period October through Marttus,Tthe very cold winter peak
demand period is smoothed out somewhat by the dd&moharacteristics of the late
autumn and early spring months. In the WGM dailgstonption in the cold half of the
year is slightly more than 50% higher than dailynded in the warmer half.

In the Base Case, production of the United Kingdgord Ireland in 2015 would be a bit

more than 32 bcm, and slightly below 17 bcm in 2086nsumption in both years is

projected to be just under 90 bcm. Domestic pradndevels do not depend much on the
season or the case assumptions, however the cotisamplumes do. Consumption in

the high demand period would be around 55 bcmn@maualized 110 bem.

Since the seasonal swing of domestic productiaiig limited and building pipelines is
expensive, storage and LNG imports are generadlyctieaper options to meet variations
in seasonal demand. However it is possible thatnvithe supply of LNG is rather tight
(as in the Cartel Case and the Unconv Case), @lipginvestment costs relatively low
(as in the Transp Case), that different sourcegplgupore or less than in a business as
usual situation. Figure 29 below shows in the fwases how much domestic production,
pipeline imports, LNG imports and withdrawals fr@atorage are needed to cover winter
demand in the United Kingdom and Ireland in thery&®15 and 2030.

124 hitp://www.nationalgrid.com/uk/Gas/TY S/
125400 mcm/day times 365 day 0.4 bcm/d *365 days =146 becmly
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Figure 29: Supply in the high demand season United Kingdom and Ireland (bcm)

In all cases the variation in seasonal demandng sienilar, with 39% of yearly demand

falling in the low demand period, and 61% of demandhe high demand period (not
shown in figure). The United Kingdom and Ireland uleb be affected more by a

cartelization of the gas market than to much lowsonventional gas availability in the
United States. In a cartel situation, the yearlgstomption would be about 5 bcm lower
in 2015, and 7 bcm lower in 2030. In contrast,he Unconv Case, consumption would
be just about 1 bcm lower in both years. Lower dpamt costs (Transp Case) would
allow consumption to be about 2% and 5 bcm high@0il5 and 2030 respectively.

In the Cartel Case the pipeline supplies are saamtly lower than in the Base Case.
Supplies from Norway and the Netherlands that & Base Case were destined for the
United Kingdom are drawn to Central, Eastern anati8arn Europe to fill the supply gap
resulting from cartel members withholding suppli€se resulting much higher prices in
the U.K. market would make it more attractive foM@& suppliers. In the Cartel Case, the

LNG imports would even be a little bit higher tharthe Base Case.
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When the United States would have lower domestcyetion (Unconv Case) some of
the LNG that otherwise could have been directethéoUnited Kingdom would go to
North America. As a consequence, the U.K. LNG ingpavould be a little lower and

pipeline supplies would increase slightly to congsga part of the redirected LNG flows.

Lower long-distance transport costs (Transp Caselldvbenefit the competitive position
of LNG supplies, allowing for somewhat higher LN@ports. In 2015 LNG would even
push out some pipeline supplies (-0.3 bcm, nobigsin the figure), but by 2030 also the
pipeline supplies would be slightly higher tharthe Base Case (+0.1 bcm).

In 2015 the use of storage would be just underm iocall cases except the Cartel Case.
In the Cartel Case it would be 2 bcm higher, dua farger seasonal price difference
resulting from withheld supplies by cartel courdrieor 2030 the results are very similar,
only in the Transp Case there would be a higheofiseorage of almost 1 bcm relative to
the Base Case. The use of storage in the modelsseem low relative to the capacity
expected to be available. Current working gas dgpacthe United Kingdom & Ireland
is about 4% becm, and there are plans for an additi20 bcnt2° Recall that in the WGM
just two seasons are distinguished. In the modehtinualized daily consumption in the
high demand season is about 110 bcm/y. Compareuh tannualized peak winter day
demand of 146 bcm/y (see start of this section) adaing the need to deal with supply
interruptions, more storage will be needed thantwh@model outcome indicates.

Table 5 below shows that in 2015 the seasonal piifterential in the United Kingdom
and Ireland is larger in the Cartel Case than & dther cases, even with the higher
storage capacity used in the Cartel Case relativiheé other cases. In 2030 the price
differences among the cases are negligible, howeiteiower working gas available the
price difference in the Cartel Case would have bageger.

126 http://www.gie.eu.com/maps_data/GSE/database/ihtiak.
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Table 5: Seasonal price differences in the United K ingdom and Ireland ($2005/kcm)
Year Base Cartel Unconv Transp
2015 $41  $47 $ 37 $ 39
2030 $58 $59 $ 58 $ 59

In this section a breakdown of the supply to thété¢hKingdom and Ireland in the high
demand season was discussed. Due to depleting omeserves the countries will have
to rely on imports to fulfill domestic demand thghout the year, and additional imports
as well as storage to provide swing supply. Ouulteshow that all supply options will
be used to meet high season demand and that tpb/ soix is relatively independent of
the case assumptions, except for significantly fomieeline supplies in a cartel situation.
A cartel would induce larger use of storage, dueatdarger higher seasonal price
difference. With the anticipated slack in pipeliaued regasification capacities as well as
the available storage working gas the United Kimgdseems well-prepared to deal with
daily and seasonal variations in the demand.

Previous sections have discussed several effecscaftelization of the gas market. In
the following section the profitability of a caitadtion of the gas market for the potential
cartel members is discussed.

4.4.6 Focus on cartel members: cartelization profits

The idea behind a cartel exerting market powehas withholding supplies will drive up
market prices and profits of the cartel memberswvéir, the higher market prices will
trigger higher supplies from non-cartel memberstlpandercutting the intentions of the
cartel members. Figure 30 shows the total net @éggor Europe (incl. Turkey) by the

main suppliers potentially participating in theteaand the Caspian region in all cases.

The total net supplies to Europe in 2015 by a tartaild be 101 bcm (33%) lower than
the aggregate supplies of the individual membethénBase Case, and 143 bcm (36%)
lower in 2030. Higher Caspian supplies would filirpof the gap, with supplies to
Europe being 26 bcm higher in 2015 and 27 bcm B02@elative to the Base Case. In
the Unconv Case the LNG exporters among the GECkbaes would direct more
supplies to North America, hence the lower supplee€urope, which would induce
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slightly higher supplies by the Caspian region.tlhe Trans Case all long-distance
supplies to Europe would increase.

600 -
500 - - N

Caspian
400 - % N & region
N\ \

300 | > Y D >

B GECF
countries

200 398 385 409

307 296 310
255
100 A 206

Base ‘ Cartel ‘Unconv ‘ Transp | Base ‘ Cartel ‘Unconv ‘ Transp

[bcm]

2015 2030

Figure 30: Net exports to Europe by cartel members and the Caspian Region (bcm/y)

In a cartel, the market prices in importing regiovauld be up to 24% higher in 2030
(Figure 20). How would the lower supplies to Eur@mal other regions in combination
with the higher prices affect the profits of thetgutial cartel members? Figure 31
presents a breakdown of yearly trader profits mee¢hgroups: potential cartel members
(GECF), the Caspian Region, and all other traders.

The trader profits are highest in the Cartel Case@uld be expected. In 2015, the profits
of the cartel members would be about 8% higher ttien aggregate profits of the
members in the Base Case. A result that is destmnbare often in the literature (e.g.,
Farrell and Shapiro (1990, 1991), Salant et al88)Pis that the cartel profits in later
periods are lower than without collaboration: i3@Ghe aggregate profits of the cartel
members would be almost $3 billion lower than ie Base Case.
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Figure 31: Aggregate profits of traders (billion $2  005)

The explanation is that the cartel members maxirtheg discounted profits over the
whole time horizon. The further into the future ltd®ws occur, the more they will be
discounted and thus less influential in model dens Table 6 shows the discounted
yearly profits of the cartel members. As it turnst,athe yearly profits of the cartel
members would be higher in the Cartel Case thdahdrBase Case until 2025, but lower

in the rest of the time horizdh’

Table 6: Aggregate discounted yearly profits of car  tel members (billion $2005)

Relative
Year Base Case Cartel CaseDi fference
2010 $20.9 $24.0 15.0%
2015 $17.6 $19.0 7.9%
2020 $ 135 $14.2 4.9%
2025 $10.3 $10.4 1.5%
2030 $ 8.2 $7.9 -2.9%

A back-of-the-envelope estimate for the aggregaseodinted cartel profits would be
$35-40 billion over the model period, about halfwafich would fall in the first five

127 For completeness, the discounted aggregate piofite Base and Cartel cases are in 2005: $24.8 vs
$29.5, in 2035 $5.4 vs. $5.3 and in 2040 $3.6 85.$
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years:?® In the short run, a cartel along the lines of B®CF would withhold supplies
and drive market prices up to significantly inceedsader’s profits. In the longer run,
other suppliers such as the Caspian Region, Aistaald Middle Eastern countries not
taking part in the GECF would have time to expanpp$y capacities and export much
higher volumes to importing markets, eventuallytteg expense of the cartel profits.
Some caution when interpreting these results ismacended, since they do not account
for the depletion of reserves and the possibility dhange strategies over time.
Alternatively, cartels with a broader membershipuldobe considered. Gabriel et al.
(2010) looks into such alternative cartels and atsmbines case assumptions to see how
lower transport cost or lower North American uncemvonal gas production interacts
with a cartelization of the gas market.

4.4.7 Focus on consumer surplus

Table 7 presents changes in consumer surplus basedifferences in prices and
consumption levels in the various cases. In thaeC&ase and the Unconv Case, the
lower consumption levels and higher prices indwssés in consumer surplus of dozens
of billion dollars. In contrast, consumer surploghe Transp Case is much higher, due to
higher consumption and lower prices.

Table 7: Changes in consumer surplus (billion $2005 )

Change in consumer surplus
, Casq Cartel Unconv  Transp
Region Year

World 2015 -27.6 -71.4 12.3
2030 -62.6 -92.8 36.6
2015 -0.6 -63.7 3.4
North America 2030 -0.2 -76.8 11.9
Europe 2015 -22.6 2.7 7.9
2030 -38.9 -5.8 21.6
2015 -6.8 -1.3 1.6
Japan & South Korea 2030 -11.7 -1.9 5.1

In North America the lost consumer surplus is latge the Unconv Case, totaling almost
$64 billion in 2015 and close to $77 billion in 203n Europe and Japan & South Korea
the Cartel Case has the most impact on consumplusuin 2030 Europe would gain

128 The estimate is based on an interpolation forsy#aat are not included in the model.
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almost $39 billion and Japan & South Korea woulch@d1.7. The higher the impact of
case assumptions on the consumption, the largéosken consumer surplus.

4.5 Summary and conclusions

This chapter starts with a discussion of the irgait collection and the development of a
reference scenario for the global natural gas nhiarkéhe WGM. In the second part of
this chapter the results of three case studiepr@®ented and discussed. The first case
studies the impact of a gas cartel, a second cdseea availability of unconventional
gas in the United States and a third case the ingfdower future transport costs.

A cartelization of the global gas market would selye impact the import dependent
countries. In Europe the average prices would hevden 12% and 15% higher, and in
and Japan & South Korea between 19% and 24% hidpizer in the Base Case, and
consumption levels would drop 6% to 8% in Europe] 22% to 15% in Japan & South
Korea. North America would hardly be affected, doeelf-sufficiency of the region. In

terms of consumer surplus, Europe and Japan wadduat for the majority of the

losses, with among the two regions almost $30dmilliost in 2015 and $50 billion in

2030.

In contrast, much lower availability of unconvemt@b gas in the United States would
have a large impact on North America. North Amerigaices would be up to 35% to
44% higher than in the Base Case, but the impactloer regions would be modest, with
European, Japanese & South Korean prices not mare 4% higher. In this case the
United States would be responsible for most of ltes in consumer surplus, losing
almost $64 in 2015 and $77 billion in 2030.

Subsequent sections discuss detailed results faxporting country (Netherlands), a
transit country (Turkey) and an importing regiom{idd Kingdom and Ireland), and the
profit potential for GECF members were they to foancartel. Highlighted are the
impacts of the various case assumptions on theltaide balance, the pipeline transits
through Turkey destined for Europe, the breakdoiwsupply the to the United Kingdom

118



and Ireland in the high demand season and thetprafid supplies by the (potential)
cartel members.

In the Netherlands, the domestic production ledelsnot vary much among the cases.
However different developments in the global marsignificantly affect the ability to
draw LNG imports and the competitiveness of thecBuyipeline exports. The results
support the development of LNG regasification c#yam the Netherlands as LNG
imports are significant in all cases and periods.

The amounts of gas transiting through Turkey arprgingly small in all cases, which
does not seem to support the development of magalipe projects such as Nabucco.
Flows into Turkey would be significant in all casdmit with Turkey as their final
destination. Exporters use other routes for shgpgheir gas into Europe. However, when
considering the model outcomes for the various<asa political context, and looking
at a value of 80 to 105 bcm of Caspian exports wcopge in 2030 transited through
Russia, clearly more pipeline capacity is needegp security considerations could
provide the rationale to not transit these exptimtsugh Russia, but indeed use the route

through Turkey considered for Nabucco.

Next, the supply situation for the United Kingdonddreland in the high demand season
is discussed. Anticipating the depletion of donmeséiserves, the capacities of import
pipelines, regasification capacity and storage wmgrkgas has been, and is being,
expanded with large amounts. All supply options @sed in all the cases considered,
although there seems to be quite some slack inntpert capacity that would only be
used in the peak winter periods and to cope wihugitions. A cartel would induce larger
use of storage, possibly due to a larger highesmsea price difference.

Lastly, the production and profit developmentspfténtial) cartel members showed that
non-cartel members would benefit most from the ftron of a cartel. Non-cartel
members benefit from the higher market prices ieduby lower supplies from cartel
countries, and raise their output levels. The tavtaild benefit in the early part of the
time horizon, but would give up so much market sharlater years that in the long run
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yearly profits would be lower than in the Base C&3eer a thirty-year time horizon the
total discounted profits for the cartel members Mdae about $35-40 billion higher than

in the Base Case.

The case results illustrate that the increasing o6ILNG trade in the global gas market
has consequences for how local developments affextglobal market. Changing

domestic supply in one region causes shifts in Li&s, which changes trade balances,
prices and pipeline flows all over the globe. Tigple effect, or smoothing-out effect, is

also discussed in (Nesbitt and Scotcher, 2009)ldadley and Medlock I, 2009).

This section concludes the discussion of the detestit WGM. The following Chapters

will introduce and discuss the stochastic versidnthe model and decomposition
approaches to solve a large-scale stochastic veos$ithe model.

120



4.6 Appendix

Regior | Node | Countries

Africa | ALG | Algeria, Egypt, Libya, Morocco, Tunisia
NIG Nigeria, Angola, Equatorial Guinea, MozambigSeuth Africa

Asia AUS | Australia, New Zealand

Pacific | CHN | Burma, China, Singapore, Taiwan, Thailand
IDA India, Pakistan

IDO Indonesia, Brunei, Malaysia

JAP Japan, South Korea

Caspian| KzkK Kazakhstan, Azerbaijan, Turkmenistan, Uzbekisi@rmenia, Georgia

Europe | FRA France, Belgium & Luxembourg

GER Austria, Czech Republic, Denmark, Germany, &wfand
ITA Italy, Slovenia

NED Netherlands

NOR Norway

POL Poland, Sweden, Baltic Region, Finland, SloRebublic
ROM | Romania, Bulgaria, Greece, Hungary

SPA Spain, Portugal

TRK Turkey

UK United Kingdom, Ireland

UKR | Ukraine, Belarus

Middle | QAT | Qatar, Iran
East YMN | Kuwait, Oman, Saudi Arabia, UAE, Yemen

North CAE | Canada-East

America| CAW | Canada-West, Mackenzie Delta

MEX | Mexico

usl USA Census Region 1: New Engl&id

us2 USA Census Region 2:Middle Atlantic
US3 USA Census Region 3:East North Central
us4 USA Census Region 4:West North Central
uUS5 USA Census Region 5:South Atlantic

uSs6 USA Census Region 6:East South Central
us7 USA Census Region 7:West South Central
uss8 USA Census Region 8:Mountain

us9 USA Census Region 9: Pacific, except Alaska
USL USA Alaska

Russia | RUE Russia-East
RUL Russia-Sakhalin
RUW | Russia-West, Russia-Volga-Uralsk

South | BRA | Brazil, Argentina
America| CHL | Chile, Ecuador, Peru
TRI Trinidad & Tobago, Bolivia, Venezuela

129 http://www.census.gov/geo/www/us_regdiv.pdf
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4.7 Detailed case-study results

Table 8: Volume-weighted average wholesale prices (  $2005/kcm)
North Asia | South |Middle . Caspian :
Year| Case America Europe Pacific|Americal East Africa Regpion Russia World
2010| Base | $ 206 | $ 252$191| $233| $ 94 $84 $ 72 $ $ 178
Cartel | $ 206 | $ 286$198| $224| $ 97 $70 $ 8 $ $ 184
Unconv| $ 302 | $ 257$197| $237| $ 9§ $89 $ 72 $ $ 201
Transp| $ 204 | $ 247$190|] $230| $ 95 $8 $ 73 % $ 177
2015/ Base | $ 230 | $ 283$200| $273| $102 $86 $ 80 $ $ 194
Cartel | $ 231 | $ 318$208| $263| $109 $72 $ 94 % $ 201
Unconv| $ 331 | $ 287$204| $281| $1053 $91 $ 81 $ $217
Transp| $ 226 | $ 271$196| $268| $105 $91 $ 8 % $ 191
2020 Base | $ 245 | $ 305$205| $269| $103 $89 $ 86 $ $ 203
Cartel | $ 247 | $ 343$216| $268| $114 $ 74 $103 % $ 211
Unconv| $ 340 | $ 309 $209| $272| $108 $104 $ 87 $ 224
Transp| $ 238 | $ 288 $198| $262| $108 $97 $ 92 $ 198
2025| Base | $ 261 | $ 332%$229| $272| $111 $ 90 $101 $ 218
Cartel | $ 262 | $ 376 $247| $279| $120 $ 77 $126 $ 228
Unconv| $ 351 | $ 337$233| $276| $114 $103 $103 $ 238
Transp| $ 250 | $ 310$220| $265| $115 $ 97 $108 $212
2030| Base | $ 291 | $ 368%$261| $282| $125 $ 91 $112 $ 240
Cartel | $ 291 | $ 421$281| $309| $134 $ 80 $143 $ 253
Unconv| $ 393 | $ 375$267| $293| $129 $102 $115 $ 264
Transp| $ 277 | $ 340 $250| $279| $130 $ 98 $124 $ 233
Table 9: Production, consumption and net trade — Eu  rope (bcm)
Year| Data [Case NOR NED |UKD | FRA |GER | ITA |ROM | SPA TRK EUR
2010| o Base 92 68 67 0 26 12 13 0 3 1 19 302
S |Cartel | 98 | 69| 68| 0| 26/ 12 13 0] 3 1 19 310
'8 < |Unconv| 93 69 67 0 26 12 13 0 3 1 19 304
o Transp | 91 68 67 0 26 12 13 0 3 1 19 301
m Base -7 0 10 34 0 16 3 34 0 5 0 96
0§ [Cartel -7 0 16 27 0 17 2 36 0 5 0 9b
2 g Unconv| -7 0 6 29 0 12 1 33 0 5 0 79
~ |[Transp | -7 0 10 | 35 0 17 3 35 0 5 0 98
© o Base -84 | -29 14 31 90 62 20 8 31 29 78 246
% 5 |Cartel -90 | -32 4 35 84 54 19 2 3( 25 6B 1p4
h% g' Unconv| -86 | -30 17 36 89 64 21 9 31 29 7’ 263
~ |Transp | -83 | -28 | 15 31 91 62 20 8 32 30 78 249
a Base 1 39 91 65| 116 90 36 43 35 36 91 643
% < Cartel 1 37 87 62| 110 83 34 38 33 3R g2 599
§+ |[Unconv| 1 39 90 64| 115 89 36 47 34 35 91 636
O Transp 1 40 92 66| 117 91 37 43 35 36 92 648
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Table 9: Production, consum

tion and net trade — Exope (bcm) continued

Year| Data [Case NOR NED |UKD | FRA |GER | ITA |ROM| SPA | POL | TRK |UKR [EUR

2015 o Base 111 | 66 32 0 21 11 14 0 3 1 19 2y9
g Cartel 124 | 66 32 0 21 11 14 0 3 1 19 2p3

-8 = Unconv| 113 | 66 32 0 21 11 14 0 3 1 1p 281

& [Transp | 108 | 65| 32 0 21| 11 14 0 3 1 1P 2y6

” Base -7 7 14 28 4 20 4 38 2 5 0 114

0§ |Cartel -7 7 18 23 2 17 2 37 1 5 0 106

2 g' Unconv| -7 6 11 25 4 17 2 37 2 5 0 100

~ [Transp | -7 7 17 | 28 4 22 4 40 2 5 0 122

© o Base -103| -32 | 43 37 93 62 21 12 34 37 R 277

% 5 |Cartel |-116| -34 | 33 38 90 58 21 5 3 33 6y 2p7

.E— g' Unconv | -105| -31 | 45 40 93 64 23 12 34 37 L 2B4

~ |Transp | -100| -31 | 43 38 96 62 22 10 5 38 78 2B6
o Base 1 41 89 65| 118 93 39 44 39 43 90 669
% < Cartel 1 39 84 62| 113 86 36 42 38 39 g6 625
§+ |[Unconv| 1 41 88 65| 117 92 38 48 39 43 90 664
© Transp 1 42 92 67| 120 95 39 5( 40 a4 92 683

Year | Data [Case NOR NED (UKD | FRA |GER | ITA |[ROM| SPA | POL | TRK |UKR [EUR

2020| o Base 122 | 64 26 0 18 9 14 0 3 1 19 276
g c Cartel 139 | 64 26 0 18 9 14 0 3 1 19 293

_g Unconv| 125 | 64 26 0 18 9 14 0 3 1 19 279

&  [Transp | 119 | 64| 26 0 18 9 14 0 3 1 19 271

” Base -7 10 20 31 5 23 4 35 4 3 0 129

0§ [Cartel -7 11 21 25 4 18 2 32 2 1 0 110

Z2 |unconv| -7 | 9 | 16| 26| 5 22| 3| 34 4 2/ 0 115
Transp | -7 11 22 34 5 27 5 38 4 4 0 143

0y Base -114| -32 | 45 37| 100, 70 24 12 37 50 7B 303

% 5 |Cartel |-132) -36 | 38 39 96 67 24 8 37 46 7L 258

.E- g' Unconv| -117| -31 | 48 41 99 70 25 12 37 50 76 3P9
Transp | -111| -31 | 46 36| 103 69 25 10 38 50 78 313
o Base 1 42 91 68| 123 101 42 47 44 54 94 707

% < Cartel 1 39 86 64| 117 93 40 4( 42 40 g9 661
§+< |[Unconv| 1 41 90 68| 122 10( 42 46 43 54 94 702
o Transp 1 43 94 70| 127 105 44 48 45 56 96 127
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Table 9: Production, consumption and net trade — Exope (bcm) continued
Year| Data |Case NOR NED |UKD | FRA |GER | ITA |ROM| SPA | POL | TRK |UKR [EUR
2025| o Base 125 59 | 20 0 17 9 13 0 3 1 19 267
S Cartel | 141 | 59 | 20 0 18 9 13 0 3 1 19 283
8 = |Unconv| 128 | 59| 20 0 17 9 13 0 3 1 19 2f0
o Transp | 120 | 59 | 20 0 17 9 13 0 3 1 19 262
" Base -5 14 | 24| 36 7 30 5 35 5 4 o 1%6
0§ |Cartel -7 14 | 26| 26 6 20 3 28 3 1 o 120
5 g |[Unconv| -7 12 | 22| 32 7 27 4 34 5 2 o 139
~ |Transp | -7 | 15| 28| 39 7 34 5 39 5 7 o 172
© 0 Base -119| -30 | 46 | 35| 103 68 27 13 38 59 79 3RO
% S |Cartel |-133| -33 | 40| 41| 97| 68| 27 13 3¢ 56 74 2B7
2 g [Unconv|-120| -29 | 48 | 39| 101 70 29 13 38 60 79 3p8
~ [Transp |-113| -29 | 47 | 35| 106 68 29 11 39 58 8 3p4
o |Base 1 43 | 90| 72| 127 107 45 48 46 65 98 742
% < Cartel 1 40 | 85| 67| 120 97 43 41 44 58 92 689
§+ |Unconv| 1 43 | 90| 71| 126 105 45 47 46 64 97 136
© Transp | 1 45 | 94 | 74| 131 111 47 5( 48 66 1p1 7168
Year| Data |Case NOR NED |UKD | FRA |GER | ITA |ROM| SPA | POL | TRK |UKR |EUR
2030| o Base 120 | 49| 17 0 15 9 12 0 3 1 19 246
S c Cartel | 132 | 50 | 17 0 15 9 12 0 3 1 19 258
S Unconv| 123 | 50 | 17 0 15 9 12 0 3 1 19 249
a Transp | 116 | 49 | 17 0 15 9 12 0 3 1 19 241
" Base -4 14 | 28| 38 9 32 6 30 7 6 o 167
0§ |Cartel -4 14 | 29| 28 7 21 3 23 4 3 o 129
Z2 |Unconv| -7 | 13| 26| 35| 9 29| 4| 29 7 4 o 149
Transp | -4 18 | 31| 44 9 37 6 34 7 8 o 191
© 0 Base -115| -23 | 45| 33| 105 69 30 13 38 73 8 3b0
% £ |Cartel |-127| -26 | 37 | 38| 99| 69| 29 14 3¢ 67 7p 314
2 g [Unconv|-115| -22 | 46 | 36| 104 70| 31 13 3y 75 81 3b7
Transp | -110| -25 | 47 | 31| 110 69 32 12 39 73 8 3p2
o |Base 1 41 | 90| 72| 129 110 47 43 43 80 1p0 162
% 5 Cartel 1 38| 83| 66| 121 99 44 37 45 72 94 700
§+ |Unconv| 1 41 | 89| 71| 128 108 47 42 43 80 1p0 153
© Transp | 1 43 | 95| 75| 134 115 50 46 50 83 1p3 7193
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Table 10: Production, consumption and net trade — A

mericas (bcm)

Year| Data |Case | USA Ogl‘;"shl'(gh CAN N?JC"Q'#;EMEX Amrrtiﬁa BRA| TRI | CHL Aﬁq"e“r}(t‘a
2010( . [Base 514 4 144 0 38| 696, 46 79 6 131
§ - |cartel | 515 4 145 0 38| 697 46 72 6 124
S © |unconv| 340 4 147 0 38 526/ 46 79 6 132
& [Transp | 515 4 145 0 38| 697, 46 79 6 131
., |Base 28 2 0 0 5 33 5/ 22 0 -17
(ZD 5 |Cartel 25 -2 2 0 5 32 4 -13 0 -9
3 g [Unconv| 51 2 9 0 7 67 41 23 0 -19
= [Transp | 29 2 0 0 5 34 5/ 21 o0 -17
o, [Base 35 0 -56 0 3 -18 9| -13 3 -1
=5 [Cartel | 37 0 -58 0 3| -18 9, -13 3 -1
h%g- Unconv| 78 0 -85 0 -8 -14 9 -13 3 -1
"~ [Transp 35 0 -56 0 3 -18 9 -14 4 -1
c |[Base 576 2 89 0 46| 710/ 60 44 9 113
3 5 [Cartel | 575 2 89 0 46| 710| 59 46 9 114
é"é Unconv | 469 2 72 0 38 579 59 44 9 112
Transp | 577 2 89 0 46| 712) 60 44 10 114
Year | Data |Case | USA OAfl‘g’shll‘;h CAN N?a‘zc"zg'rfzr}eMEx Amrrtiﬁa BRA | TRI | CHL A?nc:aur}(r:]a
2015 Base | 508 2 129 18 47/ 684 50 79 9 137
éc Cartel | 509 2 129 18 47| 685| 50 76 9 135
© © [|Unconv| 317 2 144 32 47/ 509 50 79 9 138
& |Transp | 507 2 133 22 47/ 687 50 79 9 137
, |Base 35 0 0 0 5 40 9/ -19 0 -10
% 5 |Cartel 31 0 2 0 5 38 7! -13 0 -6
3 g |Unconv| 63 0 10 0 8 81 8/ -20 0 -12
= [Transp | 37 0 1 0 5 43 9/ -19 0 -9
o, |Base 14 0 -36 -18 5 -17 9/ -12 3 -1
=5 [Cartel | 16 0 -38 -18 5/ -17] 10 -183 -1
Dg_-g- Unconv| 73 0 -79 -32 -8 -13 9 -12 3 -1
= [Transp | 18 0 -40 22 5 -17 9 -18 3 -1
e Base | 557 2 93 0 57| 706 | 68 47 11 126
2 S [Cartel | 556 2 93 0 56| 705| 67 50 11 128
§a Unconv | 453 2 75 0 48| 576 | 67| 46 11 125
Transp | 561 2 93 0 57| 712 | 69 47 12 127
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Table 10: Production, consumption and net trade — fericas (bcm) continued

Year | Data |case | usaCfwhich i,y Ofwhich fy,py | North fop s lrp) | cpp | South
Alaska Mackenzie America America
2020 Base | 545 46 123 40 58/ 726| 54 98 11 163
é’ Cartel | 547 47 123 41 58/ 728 54 85 11 151
o ° |Unconv| 360 53 133 51 59| 552| 54 99 11 164
o Transp | 548 52 126 44 58/ 732| 54 98 11 163
., [Base 33 0 0 0 5 38 12| 23 0 11
% 5 |Cartel 27 0 3 0 5 35 10/ -9 0 2
S & |Unconv| 69 0 11 0 9 89 11 -28 0 -12
= [Transp | 36 0 1 0 5 42 13| 22 0 -8
o, |Base -5 -44 -22 -40 8 -20 15 -19 3 -1
% S [Cartel | -3 -44 -24 -41 7 -20 14 -18 3 -1
'c%g- Unconv| 48 -50 -57 -51 -8 -16 15 -19 3 -1
= [Transp | -4 -49 24 -44 9 -20 15 -20 3 -1
= Base |572 2 102 0 71| 744 81 56 14 151
7 S |[Cartel |571 2 101 0 70| 743 78 59 14 151
§a Unconv | 477 2 88 0 60, 625, 81 56 14 151
Transp | 579 2 103 0 72| 753 82 56 14 153
Year| Data |Case USAO/LWh'Ch can | Ofwhich fyp | North oo TRy icHL| | South
aska Mackenzie America America
2025 _ [Base 588 56 128 41 70 786 59 1047 182
S c [Cartel | 501 | 56 128 41 70 789 60 8717| 163
© © |Unconv| 398 67 138 51 71 607 59 1087 183
O [Transp | 593 63 130 44 69 793 59 1047 182
., |Base 25 0 1 0 5 31 16| -230 -7
% 5 |Cartel 17 0 4 0 6 26 13/ -4 0 9
5 & |Unconv| 73 0 11 0 9 93 15| -240 -9
~ [Transp | 29 0 3 0 5 37 17/ -230 -6
v, |Base -6 -54 -20 -41 8 -18 19 -211 -1
% £ |Cartel -2 -54 -23 -41 6 -19 16/ -181 -1
_&Lg- Unconv| 46 -65 -53 -51 -8 -15 19 -211 -1
= [Transp | -6 -61 -23 -44 10| -19 19 -211 -1
e |[Base 607 2 108 0 83 799 94 6118 173
2 S |Cartel | 606 2 108 0 82| 796/ 89 6418 171
§"3 Unconv| 516 2 96 0 72| 685 93 6118 173
Transp | 616 2 111 0 84/ 811 95 6118 175
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Table 10: Production, consumption and net trade — fericas (bcm) continued

Year| Data |case | usa Cfwhich) ony | Ofwhich 0y | North | pp ) gy iopr | South
Alaska Mackenzie Americal America

2030 . [Base 619 56 127 41 75 821 65 1122 199
§ c [Cartel | 620 56 127 41 75 822 65 1023 190

o © |Unconv| 396 67 137 52 761 609 65 1182 205

O [Transp | 623 63 130 45 75 828 65 1122 201

., |Base 23 0 1 0 0 24 19| -230 -4

(29 £ |Cartel 13 0 4 0 7 24 14| -170 -3

5 & |Unconv| 83 0 16 0 7 106 18 -310 -13

~ [Transp | 29 0 4 0 0 34 21 -260 -5

v, |Base -28 -54 -13 -41 23 -19 25 -24-2 -2

% S |Cartel | -19 -54 -16 -41 16 -19 22 -194 -1

E— g— Unconv| 38 -65 -53 -52 0 -15 24 -23-3 -2

= [Transp | -26 61 -18 -45 25 -19 24 -23-2 -2

e [Base 614 2 114 0 98/ 826/ 109 6520 194

7 S [Cartel | 614 2 114 0 97| 825| 102 6619 186

éi Unconv| 517 2 100 0 83 700/ 108 6419 191
Transp | 625 2 117 0 100 842 110 6520 194
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5 Stochastic Market Modeling and Solution Approache S

There are many uncertain factors affecting the ldgveents in the global natural gas
market. Ignoring this uncertainty in modeling aparioes leads to sub-optimal solutions.
To address the uncertainty different perspectias lie taken and over the years many
concepts have been developed. Before presentingvarview of various stochastic
modeling methods, some terminology and definitiails be introduced that will prove
helpful later in the chapter. As discussed in Caa@tsome market-equilibrium models
have equivalent optimization problems; therefooisastic optimization approaches are
not just a stepping stone, but also an option fethods to be implemented. After
introducing stochastic optimization, several maagliand solution approaches for
stochastic market-equilibrium problems will be attuced and illustrated. Along the way
various methods will be presented addressing thepatational challenges arising when
solving large-scale stochastic models, includingodeposition, relaxation, scenario

reduction and sampling methods.

5.1 Introduction

Many factors in the demand side and the supply sidéhe natural gas market are
inherently uncertain. The nature and the underlyaggors driving the uncertainty vary.

Uncertainty can be induced by human behavior ourahttircumstances, and differ in

characteristics such as the time-scale and the itadgnof the impact. For example, a
factor with a large impact that changes on a dasis is the weather. When

temperatures are low, houses and offices need teeaed, directly increasing demand
for gas, but also indirectly when electricity isedsfor space heating. In contrast, when
temperatures are high, work and living spaces nieeble cooled, as must perishable
products. Air conditioning and refrigerators needvpr to run, and a higher demand for
electricity will result in higher natural gas usepgower generation.

Factors with a large impact on future natural gasahd are for instance the measures
taken to mitigate global warming. When natural gaburned CQ is emitted into the
atmosphere, albeit in lower amounts per produckavkitt hour than when burning oil or
coal. Still, the CQemissions are significant and natural gas mayaat sustainable fuel
in the long run. How quickly will countries adopoblies to reduce fossil fuel usage?
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Will natural gas be banned relatively quickly, @ Used as a bridging fuel in the process
of increasing the use of renewable energy sour@édi?coal-fired power plants that
capture and store emitted e competitive with natural gas? The answers teettzend
other questions will have great impact on the fiemand for natural gas.

Another uncertain factor is the actual natural geserve base. How much gas is still
remaining in the production fields, and how muck gelds are yet undiscovered? Will
there be as much unconventional gas in other wegdns as in the United States? Will
the Arctic and the North Pole be opened up for@gtion and production of fossil fuels?
Factors such as these influence matters like tbftaility of investments, and the need
for exploring alternative supply sources to be ablmeet energy demand in the long run.

Policy makers and managers in companies have te ohaisions facing many uncertain
factors, often assigning multi-billion dollar budgefor years to come. As will be
illustrated later, not addressing the uncertaintguantitative modeling tools can lead to
sub-optimal decisions. Although the underlying pdreena driving the uncertainty of the
weather, the political playing field and the gasemges estimates vary a lot, all can be
addressed using stochastic modeling. Most energkenanodels developed in the past
have not addressed uncertainty. Generally, inprarpaters are assumed to be known in
advance and a deterministic model is solved. Sonestiow and high demand scenarios
are analyzed to get some insight into the sensitiof the model results regarding
changing input assumptioh¥ The actual behavior and decisions of market pagee
not well addressed in such a scenario-analysisoappr In reality, market players hedge
their decisions, taking into account the risks wehl by possible variations in future
developments. In contrast, in a single scenarigiBpe&ircumstances prevail. Not having
to address the different possible outcomes at omckices that model agents make
myopic decisions in the separate scenarios, onliysuéed for that specific scenario but
possibly bad in others. Averaging the profits oaktrscenarios will generally not be an
adequate estimate of the expected profits, noteotion that using the average values of
decision variables may not be a feasible soluthm for example shown in (Birge and

130 5cenario: a combination of outcomes for randormesvehat outlines one of the possible futures.
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Louveaux, 1997) stochastic optimization is a natess address the behavior of market

agents under uncertainty and to represent typeadjimg behavior.

The first stochastic energy market models appeardtie literature more than twenty
years ago (e.g., (Haurie et al., 1987, 1990))l, Stiany researchers and policy makers
use deterministic modeling approaches. Presumé#idyneed and benefits of stochastic
modeling are not recognized by everybody, or thex@y be a — not completely
unwarranted — fear for the mathematical and contipumizl complexity, which restricts
the size of models that can be solved within calooih time restrictions. Hopefully, this
dissertation can contribute to a wider applicatbstochastic energy market models.

In the remainder of this chapter several stochastideling approaches will be presented
and illustrated using a stochastic version of tlalem introduced in Chapter 2.

5.2 Uncertainty, risk and stochastic models — some terminology

5.2.1 Optimization under uncertainty, risk attitudes and hedging

Optimization under uncertainty implies that theuattoutcome may be better or worse
than the expected outcome. There may be upwarddamnshward potential (risk) for
revenues, costs or profits. A risk-neutral decisioaker doesn’t care about possible
asymmetric consequences of upward and downwardnceiin the outcomes and will
take expected value maximization as the objecti@vever, often the consequences of
high losses (e.g., bankruptcy) are unacceptablat deast undesirable, which makes it
important to limit the consequences of lower thapeeted outcomes. A risk-averse
decision maker is willing to give up some of theqmtial (future) benefits to limit the
consequences of unfavorable outcomes. Thus, tretisdy of a decision maker to the
upward and downward outcomes affects what objectkeuld be optimized and
modeling approaches do not necessarily optimizeeeed value, but may have an
alternative focus such as minimizing the maximurssloGenerally there are not only
downward or upward potentials to be considered,ababmbination of both. Balancing
the upward and downward potential in such a waydahaon average desirable position is
achieved is called hedging. Hedging does not impulgustness against the actual
outcomes of random evenfger se but if the concept is broadened to include, for
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example, diversification as a means for hedgingrfaial investments, robustness against
the actual movements in the markets is a resutiehedging decisions.

Value-at-risk (VaR, e.g., (Duffie and Pan, 199y aonditional value-at-risk (CVaR)

(Rockafellar and Uryasev, 2000) are metrics de\edojp measure risk exposuiéaR,

is the maximum loss over a time period at a confige (probability) levely and

CVaRis the expected value of the losses exceediny#i:***

VaR: min{ xOR :P(Loss> 32 y} (5.2.1)
CVaR: 1leELoss{ Loss. Loss VayF]zzrly > AP( Loss) (5.2.2)
IzVaR,

Confidence levels and expectations involve proligbdistributions for earnings and
since earnings on investment show interdependencmsriances are needed when
calculating VaR and CVaR. Since investment por®bf financial institutions typically
contain tens of thousands of different investmeptaentially millions of covariances
must be calculated, posing a heavy computationaldsu When the VaR or CVaR of a
portfolio of financial assets not just need to ladcalated but actually optimized for
investment portfolios, approximations are needetthogh for instance Pang and
Leyffer (2004) developed an approach for minimizMgR and Kinzi-Bay and Mayer
(2006) developed a two-stage recourse problem fminmzing CVaR, all numerical
examples in their work are of limited sizes. Kanreanal. (2009) developed a CVaR
approach for bidding in forward and spot electyigitarkets while addressing the risks
due to uncertainty in intermittent renewable enesgyrces. Besides providing a novel,
risk-addressing framework, they developed sevemhematical results, proposed and
implemented a decomposition approach to addresasbiltty issues. Cabero et al. (2010)
developed a large-scale stochastic electricity etankodel, using CVaR for acceptable
risk-levels in an oligopolistic setting among thegucers. The model is solved using
Benders decomposition and the paper is discusskedtirer detail in Section 5.4.3.

131 The equations assume discrete probability digiobs. Typically, J’is value close to but lower than 1.
E.g., 0.95 or 0.99.
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Most approaches to address uncertainty have tlmitations. However, ignoring
uncertainty and risk may lead to myopic and sulbroglt behavior. Addressing
uncertainty is a necessity, but there is a costlired: the additional investment in time
and money to develop a more complicated model.hbovghe benefits of the additional
modeling effort it is helpful to assess the gairadfiressing uncertainty. The value of the

stochastic solution provides a means to quanti/dhin.

5.2.2 The value of the stochastic solution

Birge (1982) introduced the concept of the valuethed stochastic solution (VSS) in

stochastic optimization programs. The VSS is a oreafor the added value of explicitly

considering the stochasticity of uncertain aspétta model instead of using expected
values. Consider a situation where part of thegi@as have to be taken immediately
(here-and-now) and some (wait-and-see) decisiohsafter the uncertain outcomes are
known. Such a problem is called a two-stage reeopreblem, where the second-stage
variables are the recourse variables. For instamees-and-now decision could be how
much should be invested in production capacity #red wait-and-see decision (to be
taken after the uncertain demand has become kndwawm) much to produce and sell. The
condition that emphasizes the lack of knowledgeualioe future when deciding about

the first-stage variables is called non-anticipgtiiWets, 1974).

Define a stochastic program with random outcomesdfirst-stage (here-and-now)

decision variablesx, second-stage decision variables and objective function
a'x+ Z{ y( xx)). The recourse problem (RP) is defined as (5.18)its solution is the

stochastic solution (SS). The problem with expectatles for uncertain outcomes

X =E,x is the expected value problem (EVP):
RP: ESS= I’Txﬂp E)(( ax é 6/ ,)9())) (5.2.3)

EVP: EV = rr;nyiyn(aT x+ 4 xx))) (5.2.4)

Typically, the objective value EV does not représehat the myopic EVP solution
variables would achieve in the stochastic settgjculating the objective value of the
EVP in the stochastic setting gives the expectddevaf the EVP solution (EEV).
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Intuitively, since the RP solution addresses theeuninty which the EVP ignores, the
RP should be better than the EV. For optimizatiosbjems this intuition is formalized
and proved in (Birge and Louveaux, 199%):

vss= Ess EE¥mInE,( 'aw (2(y®))-E, min( "arx( { w¥)z0 629

In contrast to optimization problems, there haverbénstances of complementarity
problems for which some of the players heg&S<0 (E.g., (Zhuang, 2005) and (Genc et
al., 2007)). Since convex problems for perfectlynpetitive markets and monopoly
markets can be cast as optimization problems, iveg#tSS can only be observed for
models with several players exerting market power.

Another useful concept is the value of perfect infation. It represents how much one
should be willing to pay a clairvoyant to get ifgign future events relevant to the
optimization problem. It can be calculated beforehdaow much the information is
expected to be worth. For all possible outcomes riordom eventsy, it can be

determined what the best course of action woulcuk what the profits would be for
each outcome. Weighting the profits for each sdemnith the probability of the scenario

p, gives the expected profits when having perfecorimftion (EPI). The Value of

Perfect Information (VPI, (Birge and Louveaux, 19Y9¢an then be calculated as the
difference between EPI and ESS (E%2.3) above). Eq. (5.2.6) provides the EVPI for

discrete probability distributions.
EVPI = EPI- ESS:; pmin( & x (z(v.x)))-minE, ( "an (z(y.R)) 26

A similar approach could be used to determine thkies of (imperfect) information
obtainable from industry experts, using conditiomalbabilities to assess the confidence

in their expertise.

Sdrlcu (2005) provided an accessible introducttomodeling approaches for addressing
risk management in energy markets. The work induedeliterature overview and a
mathematical description of methods, but no nurakegamples were given. Hu (2009)
analyzed the impact of uncertainty in several epengrkets. In a first case the value of

132 5ection 5.3.3.1 will present an example of a sistib (two-stage recourse) cost minimization proble
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information for the United States was determineddiemand load, natural gas prices and
greenhouse gas policies (see also (Hu and Hobl<€))R0A second case addressed
consistent over-estimation of consumer surplustduacertainty in technology costs for
North West Europe. A third case analyzed the impddifferent assumptions for the
response of demand to price changes on the capuaaityet outcomes for the
Pennsylvania-New Jersey-Maryland (PJM) Electribiigrket.

In the following sections more background will beyded on stochastic formulations
and solution approaches for stochastic models. gAtbe way it will become clear what
approach could be a good choice for modeling ahdngpthe stochastic WGM.

5.3 Stochastic optimization

In Section 5.2 the case was made that the EV solus generally sub-optimal. To
illustrate this, a stochastic variant of the exampitroduced in Chapter 2 will be
presented. Further in the chapter the same exanilblee used to illustrate various other

stochastic modeling approaches.

5.3.1 Optimization with expected values of random outcome

In the following example the small stochastic inwesnt problem from Chapter 2 is
extended to contain two scenarios: a low-demandasaeand a high-demand scenario.
The investment decision will be the here-and-nowisien and the sold quantities the
recourse decisions that can vary by scenario.

5.3.1.1Simple stochastic investment problem

Assume a producer is selling some commodiig a two-period model. His production
costs are negligible. Due to restrictions in higy chain he can only sell five units @f

in a time period; if he wants to sell more, he dtonvest in more capacity;0, at a cost
of $2 per unit. The investment decision is to belena the first period, and the sales will
occur in the second period. Demand dpis stochastic, with two possible outcomes,
andgp. Prices are denoted lpyand there is 50% chance that the inverse demanutidn

is p1=10-q; and 50% chance that it p;g=20-g,. How much should the producer invest to
maximize his expected profits? To illustrate theygpic) EV approach, the expected
values of all random outcomes are taken, and thdtieg deterministic model is solved.
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The expected value for the random outcomes would be the average of the low and
high scenario inverse demand curves.

5.3.1.2Solving with expected values for random outcomes
The average of both inverse demand curves is gbsenp=15-q The optimization
problem then becomes:
rr;?x(ls— q)q- 2 (5.3.1)
st. q<1+5

g=0

>0
There are two possibilities. Either<5 and | =0 or g>5 and since investment costs
are positive, the capacity must be binding in atinogd solution:1 =q-5. | =0 implies

that the objective would bmax( 15~ q)q. Taking the derivative and setting it equal to
q

zero: 15- 9= 0, or q=2=75>5, what contradicts withl =0. Thus, g>5 and

1
2
| =q-5. Substituting this into the objective (§8.3.1), givesmax(15-q)q- {q- §
q

= max(13-q)qg+ 1C Setting the first-order derivative equal to z¢t@- 2) = 0 leads
q

to an optimal quantity off = 65, an optimal investment of =12 an objective value of

$52v,1% This objective value is the EV, and at the enthefnext subsection the EEV is
determined.

An alternative approach is to solve all scenamaependently and average the outcomes:
the scenario approach.

5.3.1.3Solving scenarios and taking averages

In the low demand scenarip;=10-qg;, and the optimization problem for the producer is:

max(10-q)qg- 2 (5.3.2)
q,!

133 Note that for the quadratic maximization objectivection in this and all other examples in thister,
the second-order derivative is negative (e.g., hése-2), and therefore the stationary point fduoy
setting the first-order derivative equal to zerindeed a maximum.
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st. q<1+5

g=0
| >0
This can be pictured as follows:
10 Inverse demand

Marginal revenues

p:5 .........................
Marginal supply cost
T PpPoocooee C W W
:
o 0
0 « -
0 q=>5 10
q—»

Figure 32: Low-demand scenario equilibrium

Following the same approach as in the former exapgtherq<5 and| =0 or q>5

and 1 =g-5. |1 =0 implies that the objective would be problem wouibe:

max{(10-q,)q} . Setting the derivate equal to zet®- 2, = O gives the optimal
G

quantity g, =5. Hence,, =5 is the optimal quantity to the unconstrained peabl no

investment is necessary and the profit would be $25

In the high demand scenario the inverse-demandedsiw=20-¢, and the optimization
problem for the producer is:

max( 20-q)q- 2 (5.33)
q,!

st. q<1+5

136



This can be pictured as:

20 Inverse demand

Marginal revenues

e
I
[N
=

Marginal supply cost

p —>

. .
0 q=9 20

q—»

Figure 33: High-demand scenario equilibrium

Using the same approach as before, the optimaltiqpdor the unconstrained problem

max( 20~ qz)q2 Is found asq, =10. This implies that for positive investment coste t
G2

optimal quantity will be at most ten and the optinmyestment at most five. Assuming

positive investments, the objective function becem®+ 18- q,>, for which the
optimal quantity isg, =9, | =4 with a profit of $91. Combining both scenariose th
average investment would be two and the averagt pfg> =$58. This profit level

compares favorably to the $52% of the EVP solutidnfortunately the $58 outcome
misrepresents the actual expected profits. To Isag the actual expected profit for an
investment of two units must be calculated. In cafsiew demand the optimal quantity
would be five and the total profit after subtragtimvestment costs for two unigb-4=

$21. In case of high demand and maximizimgx( 20-q)q s.t. <7, the optimal
q

quantity is seven and the total profiBx 7— 4= $87. The expected profit of the scenario
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approach solution is thereforé:® = $54 which is lower than the previously calculated

average of $58. This shows that the average outaafirezenarios will generally not
provide us with a reliable solution. (Actually, $&8the EPI objective value.)

Thus, the scenario approach does not provide a \@alicome. What about the EV
solution calculated in Section 5.3.1.2? The optigetdision in the EV was to invest in

B =12 units of additional capacity, at a cost of $3.He tow-demand scenario the profit
would be(10- 5)x 5-( 2x £) =$22 and in the high demand scenario the profit del

(20-6%)x 61 —( 2x £) =133 x 61 - 3=$84%. Thus the expected profit (EEV) is:

22+843 _
— =

$532, actually higher than the EV of $52%, but lowearththe $54 of the

scenario approach. Although one might hope thahaso® analysis would provide a

better outcome, it depends on the situation whetbenario analysis or the EV approach
gives a better outcome. However, generally both reoe good approaches to model
decisions under uncertainty, as is illustrated later example in Section 5.3.3.1.

Before continuing with general stochastic modelagproaches, some models will be
discussed that have been developed for capacityansign problems addressing
uncertainty and gaming aspects.

5.3.2 Pipelines and other investment games under uncertaty

Murto and Keppo (2002) developed a game-theoratiestment decision model using
real option theory. They analyzed how actions ehpeting investors affect each other’s
investment opportunities under different assumpgtion the information that firms have

about each other’s project valuations. The exigeafd\Nash equilibria was proved under
different informational assumptions and it was shdlat optimal strategies depend very
much on the information availability. An illustrati was given for setting up a

telecommunications network given uncertainty intsparket prices for capacity usage.

Klaassen et al. (2004) developed a gas pipelineérgamodel and applied it to a case
study for the Caspian region. They developed a datailed dynamical game model,
cast as a dynamic nonzero-sum game with investseanarios aiming to optimize the
commercialization times of pipelines while addregsregulation of gas supply and
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formation of gas prices. Model players balancedwbeh having the first-mover
advantage (pushing out the other suppliers for @eylon the one hand and the
possibility to wait and allow gas demand to growwnadl as benefiting from potential
technical innovations that could decrease investroests, on the other hand. Their case
study addressed the competition between the plaanddproposed gas pipelines from
Russia, Turkmenistan and Iran through the Casmgion. The net present values of the
pipeline projects over time were projected for eliéint scenarios. Interestingly they
found that the Russian-built BlueStream, that waisiip place several years ago, would
never operate on full capacity, thereby supporstudpborn rumors that that pipeline was
not built for commercial but rather political reaso

Krey and Minullin (2005) extended the work of (Kézan et al., 2004) using a mixed
complementarity problem (MCP) setting. They devebbpwo separate models, one for
the natural gas supply game and another for thelipgtiming game. The supply game
was modeled as an equilibrium problem and the gngame — using discrete time-steps
— as a finite n-person game in normal form. To tigalculation times they restricted

themselves to five market participants at most. yTipeesented an application for

different natural gas pipeline projects from vasdLiS countries to Ching?

Tomasgard et al. (in Hasle et al. (2007)) preseatedpproach to manage and optimize
the various parts of the natural gas supply chawmfproduction to sales from the
perspective of a Norwegian natural gas producerirTpaper took an integrated
operational and financial perspective, taking mtoount uncertainty in both demand and
prices in a two-stage recourse approach.

Kalashnikov et al. (2010) developed a bi-level apph for capacity booking in a
pipeline network addressing the policy-induced sagan of network ownership
(network operator) and network usage (gas tradé®.upper-level problem was formed
by the gas trading company deciding on the capascito be booked to maximize
expected profits given uncertain demand. In theelel@vel problem the network

134 CIS: Commonwealth of Independent States
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operator balanced capacity usage by charging pesait providing bonuses with the aim
to minimize the absolute value of the net penattiesonuses.

The detailed game-theoretic approach developellaagésen et al., 2004) and (Krey and
Minullin, 2005) is very suitable for analyzing anited number of investment options in a
specific geographical region under uncertainty n€gs and competitors’ timing, but
would be to computationally challenging for a modeVering the global gas market. The
same is true for the models in (Tomasgard et 8D,/ The added insight provided by
the operational detail in (Kalashnikov et al. 204)uld not outweigh the extra time
needed to solve a stochastic gas market model glathal coverage. The WGM is an
MCP with many players and periods and continuoyscidy expansions. Developing a
stochastic version with discrete variables is noteasy option, since KKT cannot
accommodate discrete variables. Alternatively, mmletely other stochastic modeling
approach allowing for discrete variables could besidered. However, such approaches
have limitations relative to the model size and patational tractability. The game-
theoretic approaches in the former section are rmaitable for games with fewer players
and more detailed considerations for individual ketragents. The modeling approach
for the stochastic WGM should be scalable to dati w large number of players. The
approach must be able to address uncertainty inuli-period setting, where the
stochastic aspects are fully incorporated in thedehoThe first-stage decisions will
balance the exposure to upward and downward rigle\Wdter-stage (recourse) decisions
mitigate the consequences of varying outcomes efaindom parameters. An approach
providing those characteristics is the extensiveafetochastic model.

5.3.3 Extensive—form stochastic models with recourse

Extensive-form stochastic problem formulations ume all considered futures
(scenarios) explicitly and assign probabilities @b uncertain outcomes (Birge and
Louveaux (1997)). A scenario tree can be drawrefasent the information structure
(see Figure 34 below, showing the scenario treetlier two-stage extensive-form
stochastic program with two scenarios used in Raengles in this chapter.) Players with
recourse options, i.e., players that are able t&@emather future decisions based on
different outcomes, will have different decisionriahles for all future scenario-tree
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nodes. This ‘extensive’ way to define variablesthis rationale for the name of this

approach.

In the following risk neutrality is assumed and rdfere expected values can be
optimized. Continuing the small investment examplbat would be the best course of
actions for the producer when incorporating both &md high-demand scenarios in one

framework and allowing him to hedge his decisions?
5.3.3.1Solving the extensive-form stochastic problem

The scenario tree for the producer’s problem wdslde three scenario nodes. lmfbe
the node in the first stage that represents thesidecmoment of the investment. Nodes

m andm, represent the low and the high demand scenarian Tite tree can be depicted

as follows:

Decision: g4

@ P(m2)=%
Decision: / \@ Decision: g

Figure 34: Scenario tree for small two-stage invest  ment problem

The extensive-form formulation for the problem thaeds to be solved is the following:

max{3(10-q,) g +3( 20- q,) ¢} - 2 (5.3.4)

0.0, |

st. ¢p<5+|
g, <5+
9,20
9,20
| =0
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The calculations in Section 5.3.1.3 provided thegardless of the investment level,

0,=5 andq, =5+ 1 . Using this information, the objective function (6.3.4) can be
rewritten as222 + 8, ——éqzz, for which the optimal quantity & =8 and the optimal
investment isl =3. The expected profits arg(10-5) 5+( 20~ § 8 X . = $54%.

This outcome is called the stochastic solution.uldly the expected profit of this
outcome is lower than $58, the — myopic and natirsdble — average of the separate low
and high demand scenario outcomes. However, iigeen than either of the other —
feasible — expected profits that were calculatddreein Section 5.3.1.3. The VSS turns
out to be 54% - 52Y4 = 2Y4, or almost 5%.

Explicitly enumerating all uncertain futures in din@mework allows the market agents to
hedge their decisions. A disadvantage is scalgbtlite model can grow quickly beyond
sizes that can be solved in an acceptable amoutninef Large-scale models can often
not be solved as a whole in their original formleRation and decomposition are two of
the approaches developed to solve large-scale gmshl By iteratively adjusting the

problem and improving the approximate solutionsfhugood eventual solutions can be
obtained. The issue is how quickly the methods eafiverge to a true optimal solution.

5.3.4 Relaxation approaches to stochastic optimization

Relaxation approaches (e.g., (Nash and Sofer, 1&9@)olsey, 1998)) leave out some
part of the problem, usually difficult constraints,obtain an easier problem that can be
solved quickly. Carge and Schultz (1999) proposddad decomposition scheme to solve
stochastic multi-stage integer programs with reseur They implemented a
decomposition scheme using branch and bound andahgign relaxation (LR) with
respect to the non-anticipativity condition (see&t®a 5.2.2). The original problem was
decomposed in subproblems (SP) by scenario and s#dgbroblem includes all first-
stage variables. In the proposed LR procedure tfierehces among the first-stage
variable values (that given the non-anticipativigndition have to be zero) are penalized
using Lagrangian multipliers.

The Lagrangian dual of the problem was still a dixateger program (MIP), however
much smaller since it did not include the recowmeables and therefore the dual solved
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much quicker than the original problem. As the o) problem was an MIP, the dual
solution value could show a difference with theyai solution, the so-called duality gap.
However, any optimal solution to LR provides an emppound for the original
(maximization) problem and for any relaxed solutieasible to the original problem, the
duality gap is zero and the solution is optirf\&lolsey, 1998). The authors provided a
small example showing that sometimes the dualip/was strictly positive. To find good
feasible solutions they proposed a branch-and-bguodedure, wherein upper bounds
were obtained from LR and lower bounds from fea&sdmlutions. The authors reported
great improvements in calculation times of thepraach versus CPLEX MIP 46

Another LR approach was developed by (Nowak and iB&m 2000) for the optimal
scheduling of power-generation units under uncetfgaiTheir aim was to solve a huge
large-scale mixed-integer problem with up to selvdmandred thousands of binary
variables. Decisions included the generation lgads pumping cycles in terms of which
units to turn on or off and the output and pumgels. The problem was decomposed
and solved using a relaxation scheme somewhatasinal (Carge and Schultz, 1999)
discussed above. To deal with the sheer size opribiglem, different SP and algorithms
for the different subproblems were applied, such as
1. Alinear-time descent algorithm for the stochakiidro storage problems.
2. A stochastic dynamic program to select the outpwels of the generation units.
3. A proximal bundle method to solve the decomposead poblems!3®
4. A Lagrangian heuristic to create a feasible screedwased on load and reserve
expectations. The heuristic used the informatimmfrall former steps. Step 3
provided lower bounds on the production costs, esitypically the coupling
constraints for output and storage levels wereatsal.
5. Another descent algorithm adjusting the output Ie¥e minimize costs for the
schedule determined in step 4.

Their results showed a high computational efficiemelative to other methods and
commercial solvers as well as duality gaps sméiian 1%.

135 www.ibm.com/software/integration/optimization/cplegtimizer/
13 The bundle method is a variant of sub gradientiois. See (Nowak and Rémisch, 2000).
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5.3.5 Decomposition approaches

Dantzig-Wolfe (DW) and Benders decomposition (Bg tawo approaches developed in
the early 1960s for solving linear programs (LP}hwspecific challenges. DW handles
complexities due to complicating constraints and & be applied to solve problems
with complicating variables.

5.3.5.1Dantzig-Wolfe decomposition

Dantzig and Wolfe (1960) developed a decomposischeme for linear programs.
Dantzig-Wolfe decomposition (DWis a delayed column-generation approach, also
referred to as inner linearization. It uses the that every solution of an LP can be
expressed as a convex combination of the extrenmespand extreme rays of the feasible
region. DW can be a good decomposition approachwihe constraints can be divided
in a complicating and a non-complicating set. Fmstance, the complicating constraints
can be coupling constraints, through which decisranables in multiple periods are
connected. The algorithm starts by restating theable function in terms of some of
the extreme points and extreme rays, resultingpensb-called restricted master problem.
That problem is solved, and then a set of subpnobles checked to see whether the
solution is optimal or to identify an extreme poantextreme ray that should be added to
form a new restricted master problem. This idecdtion process is often called the
pricing problem.

5.3.5.2Benders decomposition

Benders (1962) proposed two iterative cutting-plpreezedures for solving mixed integer
programs->’ He called the procedures partitioning approadheslater literature referred
to the methods as Benders decomposition (BD). & idelayed constraint-generation
approach. BD uses the fact that in an optimal swiuto an LP typically only a small
subset of the constraints is binding. It can beliagpwhen there is a subset of
complicating variables that prevents a solutiothefproblem by block&® When applied
to (stochastic) multi-stage problems it is ofteflezhthe L-shaped method (Birge and
Louveaux, 1997).

137 The two partitioning procedures differ in whetlttee SP itself is solved or the dual of the SP.
138 For example, when the problem matrix is block dagu

144



Define a minimization problem wherei represent the complicating variables:

Original problem min {CTY+ f(X)‘ Ay+ B 3= }’ (5.3.5)

yORY , xOK

Problem(5.3.5)can be transformed int6.3.6)to facilitate the partitioning procedure:

Equivalent problem min{ f(x)+ min{ 'y Ay= b- § ))}] (5.3.6)

xOK yOR"
BD starts with solving a simplified version of tbaginal LP, the master problem (MP),

in which the objective only contains the complingtvariables and a new variabl¢hat

replaces all other terms and approximates the @ptimalue function a(x) =
min{cT y‘ Ay= b- d ))} The value ofr is adjusted iteratively using outer linearization:
yOR}

an approximation from below (when the objectivéoi®e minimized) using hyperplanes.
The MP is a general programming problem that magdselinear or discrete.

Initial master problem %‘P{ f(x)+ a} (5.3.7)

Generally, there are three groups of constrainthenMP: the constraints in which only
complicating variables appear (8€e}, the feasibility cuts and the optimality cuts.
Feasibility cuts are bounds on the complicatingaldes that prevent infeasible solutions.
Optimality cuts are linear approximations for thptimal value functiona(x) at a

particular point. The sets of feasibility and opiity are extended iteratively during the
procedure.

The SP are parameterized in the decision variaifldsee MP and must be linear.
Primal subproblem: [B}g‘{ c’ Y‘ Ayz b- E(A>)} (5.3.8)

The procedure repetitively solves MP and SP, wiithe MP solution) updated in the SP

in every iteration. Typically the combined solutifor SP and MP is not optimal to the
original problem. In each iteration, when the SBadlved an optimality cut is generated
and added to the MP to cut off parts of the feasibfion. Some MP solutions may result
in an infeasible SP, in which case feasibility cats generated and added to the MP. MP
solutions provide lower bounds and SP solutionvigdeupper bounds for the optimal
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solution of the original minimization problem. Tipeocedure continues until the lower
and upper bound are close enough (or an iteratianis reached).

Benders (1962) showed that the procedure convexmdbe optimal solution of the
original problem in a finite number of steps. Howevin later years complexity theory
(e.g., Goldreich (2010)) showed that a finite nunmiifesteps does not necessarily means
within practical time limits.

Geoffrion (1972) generalized BD to apply to mixedeger non-linear programs. In the
following section Geoffrion’s generalized BD willkebapplied to the small investment
problem®®®

5.3.5.3Generalized Benders for small investment problem

When fixing the value for investment levél in the small investment problem, the
problem decomposes in two quadratic SP, one foh aaenarid’® Naturally, when

applying BD the first-stage decision variable wobkll . Below, variablea is used as
the optimal value function anfl(q) = M*(q,)+M?%(q,) = 2(10-q,)q +(20-q,) q,

represents the revenues. The original quadratigranoming problem, Eq. (5.3.4), can be

o el SE} 539

In terms of the equivalent problem, K§.3.6) this would transform into:

written succinctly as:

Original problem: max {—2' +M(q)

qOR2,120

: 1 0flq 5/ |1
Equivalent problem: rpzaox{—z + qunR%{I'I (a) {O J[qj < {5} {J I H (5.3.10)
Decomposing this problem would result in a lined? &hd two quadratic SP.
MP1: rpz%x{—z +a} (5.3.11)
SP: Tgx{l‘l‘ (9)q =5+ I} i0{1,2 (5.3.12)

139 Generalized Benders decomposition will also bee@bated with BD.
140 Benders introduced the procedure with one MP aredSP. However, later on it was recognized that the
SP can be split in parts, when constraints ancilbes form completely disjunctive problems.
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The Benders procedure iteratively solves the MP &uodh SP. For numerical

convenience constraint<10 is added:*' Solving MP1 results in, =0 and a, = +.
Solving both subproblems (5.3.12) with =0 results in the optimal quantities
0, = g, =5, with objective valuez®=$50 and shadow priced =0 and A, =5for the
subproblem constraintg < +5 . For | =0, the investment costs are zero, and a first
feasible solution is obtained with objective valde= $50. Next, a cut is added to the
MP. The cut is a linear approximation of how the &#ective values change when
changing the first stage decision varialle Using the SP shadow price§ =0 and

A; =5 and investment level, =0 the first cut is defined as an upper bound on the

optimal value function:a <z +A;(1-1,)+A;(1 =1,) = 50+85 . Thus, the second

master problem (MP2) is defined as follows:

120
st. | <10
a<50+9
SolvingMP2 results inl, =10, and a, =100, providing an upper bound ef2l, +a, =
—20+10C = 80. Next, solvingSP, and SR, with | =10 results in optimal quantities
g, =5 and g, =10 with objective values $25 and $100, an aggreg&eoBjective
Z,=%1%0=462%, and shadow priced’ =A; =0. The objective value of the second
feasible solution isZ,-2l,= $42%. The difference between the last value for
a . a, =100 and the best feasible objective vallig=$50 is the convergence gap: $100 -
$50 = $50. The second cat< Z, + AZ(1 = 1,) + A3(1 =1 ,) =622+ 0(1 =10+ I - 10
is added to the MP, to forMP3:

MP3: max{-2" +a} (5.3.14)

141 This will prevent an unbounded MP solutibr= +o in the second iteration.
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The solution tdVIP3is |, =22, a, =623 and the new upper bound is $57%. The results

for consecutive iterations are presentedamble 11 Convergence (up to three digits) is
reached in the ninth iteration.

Table 11: Convergence results for small investment problem

ofonwozed @ A A uB LB

1 0.000  50.000 5 5.000 0 5.000 o 50.000

2 10.000 62.500 5 10.000 0 0.000 80.000 42.%00
3 2.500 59.375 5 7.5.00 0 5.000 57.500 54.375
4 3.125 60.742 5 8.125 0 1.875 56.250 54.492
5 2.563 59.531 5 7.563 0 2.437 54563 54.405
6 2.844 60.176 5 7.844 0 2.156 54527 54.488
7 2.985 60.470 5 7.985 0 2.015 54510 54.%00
8 3.055 60.609 5 8.055 0 1.945 54501 54.498
9 3.020 60.540 5 8.020 0 1.980 54.500 54.%00

After this illustration of generalized Benders depmsition, the next subsection will
present an alternative for decomposition approaches

5.3.6 Scenario reduction

Scenario reduction methods reduce the number ofasics in a model by aggregating
scenarios with very similar characteristics. Thiggr@gation process can be
computationally challenging in itself and heurigtiocedures have been developed (e.g.,
(Dupaova et al., 2003)). The resulting model sizes ghdsel small enough to apply the
usual solution algorithms and find solutions in egably short calculation times.
Morales et al. (2009) applied scenario reductiomtdti-period electricity markets and
Gabriel et al. (2009) to natural gas market mo¢kds Section 5.4.2).

A stochastic optimization variant of the World Gdedel (without market power) can be
viewed as a multistage convex program with recourke first stage would encompass
the minimization of capacity expansion costs arel gbcond stage the maximization of
social welfare. Clearly, for such an optimizationdrl the techniques introduced in the
previous sections could be applied. The followiegt®ns will elaborate on approaches
for stochastic market-equilibrium problems thatreatrbe cast as optimization problems.
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5.4 Stochastic market models and algorithms

Market-equilibrium models can be classified in gas ways. One distinction among

them is whether all decisions are taken at the dane or that some decisions are taken
before others, as in leader-follower games. Sonmeegahave optimization equivalents,

others cannot even be represented as a compleiheptablem (see Section 2.3). In the

following sections stochastic variants of both gagpes are presented.

5.4.1 Gaming problems under uncertainty in energy markets

Haurie et al. (1987) were among the first to depeb stochastic market model
incorporating market power aspects. The uncertairgy associated with the oil prices.
They described the European gas market as an olig@nd developed a stochastic
nonlinear complementarity problem which was solvsihg a sequence of quadratic
programs. They analyzed the main characteristidergj-term natural gas contracts and
the market power aspects of producers vs. transmissompanies, while addressing
price escalation, oil price linkage as well as takgay obligations. Contracts had
recourse aspects, allowing different price-quanttymbinations dependent on the
prevailing oll prices.

Gurkan et al. (1999) set up a stochastic variatioreguality and showed an application
to the European gas market. They used an appraxenaampling method to gain
information about the second-stage objective vallather than solving the actual
stochastic problem, the solution approach was uetéstic and approximated the
expected value solution (see Section 5.2.2).

Chen and Fukushima (2005) extended the expectatia¢sninimization concept in (Lin
and Fukushima, 2003) focusing on solving stochdstear complementarity problems.
An iterative solution method using a Monte Carlonping method was used to solve
expected-value types of model approximations. Byimizing an error measure they
provided better approximations than the expectéaevsolution.

Genc et al. (2007) researched investment decisiomsulti-period oligopoly problems
with uncertainty. One of their main results was teeurrence of negative values of
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information (VI) for all players involved. The awtls claimed that the result was due to
the multi-player setting. However, the multi-playsetting in itself cannot be the
explanation, the gaming aspects are important dis(eve, (Zhuang, 2005)). To clarify
that the multi-player setting cannot be the fulblexation, observe the following. Take a
number of producers with identical characterist{ssich as production costs) in a
perfectly-competitive market. This problem can bedeled as an optimization problem,
hence the value of the stochastic solution musidmnegative (see Section 5.2.2). Since
all producers are identical, all must have a noateg VSS. Genc et al. (2007) linked
their result for the negative value of informatimnthe prisoners’ dilemma: individually
dominant strategies resulting in a worse overaliildlyium than would be possible with
coordination. Another interesting result was thaghbr price volatility induced higher
expected profits. An alternative, hybrid game wasppsed wherein each individual
player solved a stochastic model assuming thattléirs use an expected value approach.
In that setting the expected profits were highdreyl concluded with an application of

their model to the electricity market in Ontario.

(Zhuang, 2005) and (Zhuang and Gabriel, 2008) dgesel an extensive-form stochastic
complementarity problem and provided a small-soaliiral gas market implementation
and various existence and uniqueness results. Ttleora showed that the value of

information can be negative for market playershating market power.

In the following section methods are described golving stochastic problems that

cannot be cast as optimization problems: stoch®&TIP.

5.4.2 Scenario reduction for stochastic MCP

Gabriel et al. (2009) applied the scenario reductieethod of (Dup#ova et al., 2003) to
solve extensive-form stochastic natural gas manketlels. They applied the method
using the GAMS scenario reduction package to a alyoproblem based on the North
American gas market and a hybrid market problenedas the European gas markét.
A main contribution of this paper was that theaati convergence bounds were
developed and proved. Some benchmarking was doimedstigate how many scenarios

142 \\ww.gams.com/docs/contributed/financial/ngk _sceméfi
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should be kept in a reduced scenario tree totsle appropriate representation of the
original stochastic model. Monitoring functions weintroduced to facilitate the
benchmarking. These functions provided metrics shgvow close the solution of a
reduced scenario tree was to an optimal solutionhf® whole tree. In this experimental
setting, the solutions could be determined for riiedels using the complete scenario
trees; however generally for very large models thisrmation would not be available.
The results were encouraging, showing that rataegel reductions in the number of
scenarios can still provide good approximate sohgito the original problems.

5.4.3 Benders decomposition for stochastic MCP

Cabero et al. (2010) developed a Benders appraadméar complementarity problems
(LCP). Their work took a risk-management perspecfw companies operating in the
Spanish electricity market. The risk measure used wonditional value at risk (see
Section 5.2.1). The uncertainties considered ireldata for demand, fuel prices and the
water inflow in reservoirs. Cabero et al. (2010)vpded a large-scale implementation of
Benders for LCP using realistic data and largd-&tage problems. The MP were LCP
that determined output quantities and acceptablelevels (CVaR) in an oligopolistic
setting among the producers. The SP minimized foostéach producer to produce the
output levels set by the MP. An initial set of 1Q0fcenarios was clustered into a set of
sixteen scenarios. The model contained close @0®8yariables and the authors reported
that direct solution with PATH (Dirkse and Ferris995) was not possible. BD was
applied for three hundred iterations, which toolowthtwenty hours®® A first feasible
solution was found after approximately one hundtechations. The MP solution times
grew from less than a minute for the initial itévas to about twelve minutes at the end.
Consequently, the progress became very slow. Tli@o after three hundred iterations
was given as a starting point for PATH. After altnasother half hour the final solution
was found:**

“30n a Pentium IV, 3 GHz, 1 GB RAM

144 Optimality is not clear. 'With this starting poiRATH provides a better solution in 1,786 seconds’
Given this remark, it is not clear whether the fisalution was optimal, or why the extensive-formigem
would not solve in PATH.
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Gabriel and Fuller (2010) developed a decompositiethod for general stochastic MCP
and applied it to an electricity market model wdtochastic demand. In contrast to
(Cabero et al., 2010) the mathematical approackldped has a general — not problem
specific — nature and the market power aspects wdogessed in the subproblems.
Therefore, the SP were complementarity problemisdtyald not be cast as optimization
problems, preventing the straight-forward applmatof BD. Gabriel and Fuller (2010)

extended previous work by Fuller and Chung (2008ho developed a column-

generation approach to solve variational inequalitand Fuller and Chung (2008) who
developed a Benders decomposition approach foatiamal inequalities. The stochastic
electricity model solved by (Gabriel and Fuller,12) was based on a deterministic
model presented in (Hobbs, 2001). Model agentsudsd power generators and
electricity grid owners. The model consisted of tstages, with demand uncertainty in
the second stage. In the first-stage the powerrgears decided on how much (low-cost)
slow-ramping generation capacity should be brougtiine, while in the second stage
decisions were made about (expensive) rapid-rampagacity. Gabriel and Fuller

(2010) developed theory for applying the Bendersodgosition approach to stochastic
MCP and established several convergence results.midthod showed great reductions
in calculation times and solved most problems issl¢han ten iterations. The most
encouraging result was finding a solution withinetiy minutes for a problem that in

extensive form had several hundred thousands adbles and would not solve in four

days of run time.

Mathematical programs with equilibrium constrai(MPEC) are a more general class of
problems than MCP. For completeness, some solappnoaches to stochastic MPEC
are discussed next.

5.4.4 Stochastic mathematical programs with equilibrium onstraints

De Wolf and Smeers (1997) presented a stochastck&berg model. In their set-up the
leader set his output level when future demand stdlsuncertain. After the demand

value became known, the followers competed a lan@iugiven the residual demand
curve. De Wolf and Smeers (1997) showed that umedasonable assumptions there
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exists a unique equilibriutf® They addressed the possible non-convexity of ¢aedr
problem by using a piecewise-linear approximatibthe aggregate response curve and

solving the leader problem for all piecewise parts.

Lin et al. (2007) developed a not-exact approaah slmlving Stochastic MPEC by
extending the expected residual minimization con¢spe (Lin and Fukushima, 2003)
and (Chen and Fukushima, 2005)). Essentially areergd value problem was solved,
but by minimizing an error measure a better appnaxion was provided for the
stochastic problem than the expected value soluirbil et al. (2004) developed a
sampling approach to solve stochastic mathemapoagrams with complementarity
constraints (SMPCC). Similar to the aforementiomeger by (Lin et al., 2007) an
expected value problem is solved to approximatestbehastic solution. In consecutive
iterations a deterministic problem is solved, inichh the expected values are
approximated using the average of simulated outsome

Patriksson and Wynter (1999) establish several éxity differentiability and existence

results for solutions of stochastic MPEC. The arghautline various parallel iterative

solution methods, including sub-gradient methods p@nalty approaches. Shapiro and
Xu (2008) presented a less general SMPEC formuldkian presented in (Patriksson and
Wynter, 1999). In (Shapiro and Xu, 2008) the randmmtcomes affected the objective
function values in both stages, but the first-stdgeision did not affect the feasible
region for the second-stage variables, as wasdbe in (Patriksson and Wynter, 1999).
Shapiro and Xu (2008) developed a heuristic approaorporating a sample of the
scenarios when considering the second-stage prebl€anvergence properties for the
approximations are shown and some benchmarkingleilen time results are presented.

DeMiguel et al. (2006) developed an iterative ratoon scheme for MPEC that could
possibly be adjusted to solve SMPEC as well (seap@h 2). Lastly, Gabriel et al.
(2009) developed a Benders decomposition appraacMPEC that could possible be
extended for S-MPEC (see Chapter 2).

145 For instance, their results hold when productiosts are convex and twice differentiable, inverse-
demand curves are concave, decreasing and twiegalifiable and the aggregate marginal supply afsts
the followers intersect with any of the possiblaufe inverse-demand curves.
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5.5 Summary and conclusions

In this chapter some motivation was provided fag titeed of stochastic modeling to
adequately address input parameter uncertaintigs.a Astepping stone to stochastic
market-equilibrium models an overview was giverstoichastic optimization approaches.
Next, more general stochastic equilibrium modelapproaches were discussed. Along
the chapter illustrations were provided based ensthall two-stage investment problem
that was introduced in chapter 2.

Extensive-form stochastic MCP provide a means tires$ various types of uncertainty
in the natural gas market. Possibly, the resulypngblems will become very large,
inducing long calculation times to solve them. Aywie address calculation time
restrictions is provided by the VI-based Bendersodgposition approach developed in
(Gabriel and Fuller, 2010) .
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6 A Stochastic Multi-period Global Gas Market Model

The previous chapter provided a rationale why sisttb modeling is needed to address
uncertainty in the natural gas market and providedverview of stochastic modeling
approaches. Stochastic modeling allows market agéat hedge their decisions
anticipating uncertain future developments. In gthepter an extensive-form stochastic
version of the World Gas Model (WGM) is presentad applied to a problem with four
scenarios. These scenarios contain two uncert@ntgvthe first in 2010 and the second
in 2025. In 2010, a gas market cartel may come eéxistence and in 2025 production
capacities in some importing countries may decresigaificantly faster than in a
business-as-usual situation. The combinations @two events form four scenarios that
are represented in a scenario tree, which is usedpat for the model. Next, the input
data is described and the model regions aggreg#tiel used in the application is
clarified. In the results section, various outcoraes presented, which at a first glance
seem to show that on aggregate the impact of sétichg is modest. However, when
looking into detailed results various hedged deaisishow that stochasticity affects both
the timing as well as the sizes of capacity exmarssias well as the development of

production, consumption, trade volumes and prices tme.

This chapter provides the second major contributmfn this dissertation in the

development of a large-scale stochastic naturalngasket model that can adequately
address input parameter uncertainty and allow magents to hedge their decisions.
The stochastic model is applied to a problem wathr fscenarios for the global natural
gas market for a time horizon until 2050. The peoblcontains nineteen geographical
regions and includes 78,768 variables. Relativ&hiioang (2005) this application has
more periods, uses a realistic data set for theaglmarket and is about twelve times as

large in terms of number of variables.

6.1 Introduction

This chapter analyzes the impact on model resulis @ the uncertainty of input
parameters. Analyzing various scenarios separétegnario analysis) can provide some
insight into the consequences of different possideelopments. However, to fully
address the unpredictability of the future develeptsn in the global natural gas market,
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the uncertainty should be addressed explicitly e tmodeling approach. Thus, a
stochastic version of the WGM has been developegegts in the natural gas market
that are uncertain include the development of deimnamices, reserves, production
capacities and a possible cartelization. In thehststic case, uncertainty is considered in
two of these aspects. The first event, that mawioec2010, is the establishment of a gas
market cartel and the second event, that may an@025, is a faster depletion of natural
gas reserves and hence lower production in somerrgas importing region$® The
combination of these events leads to four (in eaperiods overlapping) scenarios, that
each are assumed to have an equal probabilityalzee The following section briefly
elaborates on the concept of a scenario tree thaahzes the extensive-form modeling
approach.

6.1.1 Stochastic Scenario Tree

Figure 35 shows the scenario tree that is impleetkfir the stochastic case run. The
scenario tree contains 31 nodes.

\2005\ \2010\ \2015\ \zozo\ \2025\ \zoso\ \2035\ \2040\ \2045\ \2050\
base
decline

STO-
cartel

b

combi

@
)
)
_

Reporting Period

Figure 35: Scenario tree with four scenarios

The first node, node 1, represents the first yaaria the common starting point for all
scenarios. In years 2010 through 2020 there arest®oario nodes for each year. Each

16 The cartel is formed by members of the Gas Expgi@ountries Forum in 2009aw.gecforum.ory
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year after 2020 is represented by four differemnacio nodes. All market players are
assumed to be risk-neutral, maximizing their exgecprofits while having perfect
information about all scenarios. Decisions in angn&rio nodam, notably investment
levels, will be optimal ‘on average’ among the €iffint scenarios of which the specific
scenario nodem is a part. Thus, in periods before 2025, the ogltidecisions hedge
against the outcomes of different futures. Any stagent will result in additional
capacity becoming available in the next period. stochastic modeling terms, the
investment in 2005 is a here-and-now decision.nn @eriod all produced, consumed,
traded and stored volumes are wait-and-see (regpdexisions. Capacity expansions in
later years have a mixed role. Relative to the ciépaexpansions in earlier years,
capacity expansions are recourse decisions. Howmlative to later years they are here-
and-now decisions.

Decisions taken in 2005 have consequences foutalid periods. In contrast, a decision
taken in any scenario node in 2025 will only hasasequences for its successor nodes in
the remaining part of scenario STO-base, e.gndde 8: nodes: 12, 16, 20, 24 and 28.

In the extensive-form approach, each scenario hadets own set of input parameters.
In the case study, these scenario-specific inpuarpaters differ in market power
assumptions and production capacities. Each seenade has its own set of decision
variables and the outcomes for a variable in aagestear depend on the specific scenario
that is playing out. For example, the investmewtllén a pipeline in 2035 depends on the
scenario and may assume different levels amongsnbélel 7, 18 and 19. Similarly as for
the deterministic model (see Chapter 4) two periads added beyond the reporting
period, to limit the distortion of the capacity @xgion outcomes due to the end of the
time horizon.

In a deterministic scenario tree, all probabilitiegual one and the following model
formulation would reduce to the one presented iapfdr 3, except for some differences
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in functionality’*” In the next section the extensive-form stochastizket-equilibrium

model is presented.

6.2 Formulating the stochastic global gas market model

The players involved in the natural gas market el & the underlying assumptions and
simplifications have been extensively describedCiapter 3. A general additional

assumption for the stochastic model described isesisk-neutrality, so that players can
be assumed to maximize expected profits. In theelmadl volumes and capacities are in
millions of cubic meters per day (mcm/d) exceptdtmrage working gas capacity which
is in mcm. All operational costs and prices ar&/8D of 2005 per thousand cubic meters
($/kem) and capital expansion costs are in USD theusand cubic meter per day
($/mcm/d). All cost functions are convex. An ovewiof symbol names can be found in
Appendix 6.6. The first player for which the stosti@ optimization problem is given, is

the producer.

6.2.1 Producer

Rather than optimizing over all years as in theedmeinistic problem, a producegr
optimizes over all scenario tree nodes, weightheg individual node results with their
respective probabilities. A producemaximizes his expected profits (6.2.1) subjec to
capacity constraint (6.2.2). The objective functi@?.1) is a discounted, probability-
weighted sum of revenues minus production costs,afb model nodesn, demand

seasond and random outcomes. Production capacities are scenario-dependentehen

the values foICAP” _ in Eq. (6.2.2) can vary by scenario nddfe.

pnm

rQ?TX Z pmymdd(ﬂrﬁqupp;(;rm_ Cppndr(7 qP;nL ) (6-2-1)

Gpndm n,d, m

sit. qom < CAP (a04n) Ondm  (622)

pnm

All primal variables are nonnegative. Greek symhwlparentheses (such &g, in Eq.

ndm

(6.2.2)) are the dual variables in the Karush-Kidlueker (KKT) conditions. Appendix

147 The stochastic model is developed based on aqureviersion of the WGM where the storage operator
was an arbitrageur and not a regulated serviceigegnv

148 Note that the production reserves constraint iSmauded in this formulation. Because no reliathea
could be found for reserves, and using proved veserould not be meaningful for most countries, the
reserves constriction was not used.
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6.7 presents the KKT conditions for the producet al other players. Next, the trader
problem is presented.

6.2.2 Trader

Traders face inverse demand curvidgl]= INT,}’,ij—SLPn“é,(Z CEDY qs&nd@ that
t S

may vary by scenario. Both the intercept and tbpeshre scenario dependent. The trader
optimizes over all scenario tree nodes, weightheg individual node results with their

respective probabilities. The level of market powdf exerted by a trader at the nodes

is scenario dependent. Thus, a traderaximizes expected profits Eq. (6.2.3), resulting
from sales to marketers and storage operators,sypactchase costs from producers and
fees for using arcs. Arcs can be regular pipelmespresent parts of the LNG supply
chain. Contractual supply obligations are incorpedahrough Eq. (6.2.4). Mass-balance
Eqg. (6.2.5) states that the sum of gas purchaseédngmorted must equal the sum of gas
sold to marketers, exported and sold to storageatqrs.

(aer (+ (1- 030 ) A
maXn;mpmymdd =g (6.2.3)
: - ¥ (rate i) it 7
s.t. fA > CONA (gtgdm) Oa,d,m (6.2.4)
ngmp+amaz(n)(1—|:) S W'+ T ot O (re) DM 629

Next, the transmission system operator, who manthgesansport network, is described.

6.2.3 Transmission system operator

The transmission system operator (TSO) is one efti#to players making decisions
directly affecting the future market, through makimvestment decisions in capacity
additions and expansions. (The other player thakesmanvestment decisions is the
storage operator.) Being modeled as a regulategeipland a price-taker, the TSO
balances the investments in such a way that inaapen the revenues collected from

capacity-congestion charges on additional capacit@ver the investment costs. Thus,
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the TSO maximizes expected profits (6.2.6) resglfom congestion revenues minus
arc expansion costs. Arc flows are subject to dgpaonstraints (6.2.7), which include

capacity expansions in predecessor nodesz A2 . Arc capacity expansions, i.e.,

m'0 pred( n)
pipeline, liquefaction and regasification expansiare subject to limitations (6.2.8).
maxz pmym(Z(d Taqu adm ) &:A Aa/} (6.2.6)
am d
s.t. qame < CAPA + Z A:m (a,e,;m) Oa,d, m (6.2.7)
m'0 pred( n)
AL < AR (o2) Oa, m (6.2.8)

The next section presents the storage operator.

6.2.4 Storage operator

Storage operators execute seasonal arbitrage akd o@gacity expansion decisions.
They maximize expected profit, Eq. (6.2.9) resgitirom buying and selling gas and
investment costs. They buy gas in the low-demama;drice season and sell gas in the
higher-priced high and peak-demand seadthsoss-corrected injections must equal the
extractions in each year: Eqg. (6.2.10). There amgtdtions on the injection rate, EQ.

(6.2.11), extraction rate, Eq. (6.2.12) and avditgbof working gas: Eq. (6.2.13). The

right-hand sides in the capacity constraints ingluthe capacity expansions in

predecessor nodes, e.g.,z Al . for the injection capacities. Lastly, expansions a
m'0 pred( n)

limited: EqQ. (6.2.14)-(6.2.16).

d CSI S-
maxz pmym ( _z nqusndmj d.l snr( q sng)h (6.2,9)

" d mqanm % %
s.t. (1-12)daS,r= Z Ay G (¢5,) Dnm (6210
Q5um < CARLL+ D A%, (a8,,) Ond.m (6:211)
m'0 pred( n)

149 There are one injection and two extraction seasons
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Ooum S CARD+ > Ay (a%,) On.d.m (6212

_22:3dd Oonim < CARS + nm%;d( rr)A ow (aSSnVan) On,m (6.2.13)
AGns Do (o) Dnm (6214
ASns A3, (psx) Onm (6219
AGns Do (ps¥) Onm  (62.16)

Lastly, the downstream part of the natural gas etark represented in the inverse-
demand curve.

6.2.5 Consumption

The inverse demand curve, Eq. (6.2.17) clears tidkeh between the gas-selling traders
and storage operators and the end-users.

ﬁr:\cljm lNTrng_ SLPN"(Z qtndm + Z qsndmj
t

The conditions that tie the problems of the variplas/ers together to form one market-

(nwm) On,d,m (6.2.17)

nd

equilibrium problem are the market-clearing coruhs.

6.2.6 Market-clearing conditions

Eq. (6.2.18) represents market clearing betweedywers and traders at every node.
qundm - thndm (nnPdm) On,d, m (6.2.18)

Market clearing condition (6.2.19) enforces equabit the total assigned arc capacity by
the TSO and the aggregate arc flows by traders.

Qo = Z fA (TQ,m) Dadm (6219

Since the storage operator is not a service provimg rather a profit optimizing
arbitrageur there is no market clearing for in@ctor extraction volumes. Instead, there
is market clearing between trader and storage tgerm the low demand season:

Zq;(im quan (ﬂim) Dn, m (6.2.20)

All maximization objectives in the problem spedifions above are concave. All
restrictions are linear, which implies that all dde regions are polyhedral. Hence, the
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KKT conditions are necessary and sufficient forimpt solutions. The KKT conditions
can be found in Section 6.7.

6.3 Input data

The stochastic model has been applied on a dataidefewer model regions than in
Chapter 4. This was done because otherwise it woaNe taken a very long time for the
model to solve. Running the original eighty-nodetadaget with the eight-period
determinist WGM takes about 3% hours of run tif%eEmpirically we have seen that a
doubling of the model-size induces a five to tedfiicrease in run time. The ten-period
model with the tree with four scenarios in Figukehas 31 nodes which implies an about
fourfold increase in model size relative to theheigeriod deterministic model. An
estimate for the run time can be calculated aso2300 times 3% hours, or roughly
between 3% days and two weeks. Since this chapter @ discussing consequences of
stochasticity rather than solving large-scale meditle model size has been reduced by
aggregating the data set to contain nineteen gpbga regions only. This way, the
number of variables is about four times smalled #re resulting model size roughly the
same as for the eighty-node deterministic modejufeé 36 shows the model regions
included in the stochastic case. The countriesuded in all regions can be found in
Appendix 6.8.

In the figure, the blue or darker shaded boxesregeons that can export LNG and the
yellow or lighter shaded boxes are regions thaticgrort LNG. Only the Caspian region
is not involved in LNG trade. Arrows represent érig or optional pipelines. Regions
that have their name underlined would take pattiéncartel if it comes into existence.

The higher aggregation level has consequence$éoresults and some detailed insights
may be lost. For instance, pipelines between regibat are grouped in the same model
node will cease to exist in the model data setfosahe same projections for future
demand and supply, an aggregated data set will $tver aggregate pipeline capacity
expansions. Also, the characteristics of pipeliremaining in the model need to be

10 GAMS (Brook et al., 1988) and solver PATH ((Dirkased Ferris, 1995), (Ferris and Munson, 2000)).
GAMS version 22.7.2, Computer specifications: 32-bGB dual core 2x 1.2 GHz
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adjusted, since they run over longer distances #ad losses and operating and
expansions costs should be higher in a more aggegata set. When demand and
supply are for larger regions, seasonal price wiffeals will be smoothed out, and
possibly storage will be used and expanded less.

CAN

v

USAIMEX

% S5AaM2

Ragion with Fegion with BarLaf - _ T
[ospe | regasification BECE fiig. o oebte e it

Figure 36: Regions represented in the stochastic ga s market model

The input parameters used are an aggregation afafaeused in Chapter 4. The reference
scenario of the model has been calibrated to ptiojes of the future natural gas demand
and supply, namely PRIMES forecasts for Europe gean Commission, 2006a, 2008)
and POLES forecasts for the rest of the world (Ream Commission, 2006b) The latter
was published before the U.S. unconventional gasurees were revised and as a
consequence in this model large imports of LNG iy Wnited States are foreseen by
2030 and beyond.

The POLES projections reflect a worldwide increasenatural gas production and
consumption of 70% in 2030 relative to 2005. Incadance with POLES projections, an
average yearly price increase of 3% is used. Theehmmutput for global consumption in
2005 is 2362 bcm and for global production 2422 batran average wholesale price of
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$165/kem™* For regions for which the data sources did novipk® values beyond the

year 2030, the same production capacities and emfer demand levels have been
assumed as for the year 2030. For infrastructurgaates, project and company
information from various sources (e.g., Oil and GQaarnal, Gas Transmission Europe,
and the Energy Information Administration) has beemployed. See Chapter 4 for an
extensive description of the data sources used.

6.4 Results and discussion

A stochastic problem with four scenarios will bealgmed in this section. The scenarios
vary in that in 2010 a global gas cartel may conte existence and in 2025 production
capacities may start to decrease significantlyefatstan in the base situation in a number

of importing countries. Table 12 summarizes themaaisumptions.

Table 12: Main case and scenario assumptions

Base Decline Cartel Combi
Market In all periods: North |Same as base Starting 2010 cant®ehme as Cartel
Power America: 0, all other trader full market
regions 0.25 power
Production [Aggregates based ofStarting 2025 |Same as Base Same as Decljne
Capacities |[WGM lower for major
importers

To evaluate the stochastic model outcomes, theltsesre compared with four

deterministic cases. The deterministic cases are:

o0 DET-base, the Base Case, is the calibrated referease.

o DET-decline, the Decline Case that assumes fasfgetion of gas reserves in North
America, Europe and some Asian import countriesf2025 onward$>?

o0 DET-cartel, the Cartel Case that assumes a gastzakelization in 2010.
o DET-combi, a case combining the assumptions foCidwtel and Decline Cases.

The terms deterministic counterpart and stochastisterpart are used to refer to those
cases/scenarios with identical input parameter eglgcompare Figure 35 in the
introduction of this chapter and Figure 37 below).

31 kem: 1000 m3; bem: billion cubic meter; bem/y: bper year. Note that the difference between
production and consumption is due to losses irefigction, regasification, storage and pipelines.

152 |mplemented by assuming a linear decrease frororiggal 2020 values in 2020 to zero in 2070 for
regions (see Figure 36): Asial, Asia2, EURN, EUREBRSW, CAN and USA/MEX. The original
production capacity is taken when that value isdothan the result of the aforementioned calcufatio
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Figure 37: Deterministic counterparts of the stocha stic scenarios

Each stochastic scenario has exactly the same ipgameter values as one of the
deterministic cases. For example, the determingstimterpart of the uppermost scenario
STO-base in Figure 35 is DET-base in Figure 37Bhse Case.

The regions that would take part in the cartel Russia, North and West Africa, the part
of the Middle East with Iran and Qatar, the LNG @ntprs in South Asia (such as
Indonesia) and the LNG exporters in South Amergcg.( Trinidad and Tobago).

The following sections discuss several stochastixleh outcomes and compare them
with the deterministic case results. Since the rhph a possible cartelization is one of
our main interests, the discussion will often castrresults for the cartel members and

the importing regions.

Relative to the business-as-usual situation akotiases imply a tighter gas supply to the
importing regions, however induced by differentuasptions. Generally, the main means
of a cartel to influence prices is by withholdingpplies from the importing markets.

Therefore, an anticipated effect of a cartelizatayuld be lower production and export
levels by members of the cartel. In contrast, Sepplthat do not take part in the cartel
may respond to higher market prices by bringingengas to the markets, and reaping
high benefits. A cartel would only harm regionsttti@pend to some extent on imports to
meet domestic demand, but lower domestic produdamacities can harm countries that
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in the business-as-usual situation are self-sefficiAs such, lower domestic production
is more likely to be compensated in a somewhat ebitnge market than in a cartel
situation. The results presented include regiomatlet balances, production levels,
liquefaction, regasification and pipeline capaogtypansions, LNG trade and market

prices. Tables in Section 6.9 present detailedtsesu

The first section discusses how production is &éf@dy the various case assumptions.
Production developments are compared for the gajupartel members and the other

countries.

6.4.1 Production

The aggregate global production in 2005 is 2422 lptrthe (deterministic) Base Case
DET-base and will steadily increase over time tache 3828 bcm in 2040. Initially,
production in non-GECF countries will grow quitestafrom 1389 bcm in 2005 to 1725
bcm in 2010. However the increase in later perisdaodest and production will plateau
at around 1800 bcm/y for the remainder of the timagzon. In 2005 the group of GECF
countries produces 1033 bcm, a share of 43% ofagjjplmduction. After a slight dip in
2010 the share of GECF countries will grow to 54920840 (just over 2000 bcm/y).

Figure 38 shows the differences in production lewahong the different deterministic
cases relative to the Base Case, aggregated by GBGFon-GECF countries. The
production levels in the different cases vary cdesably. Generally, a cartelization
would induce lower production in GECF countries dmgher production in others. In
contrast, declining production rates in the majparting regions would induce higher
production in all other countries, with the largespact in both cartel cases.

In the cartel cases (DET-cartel and DET-combi),dabiput of GECF countries would be

significantly lower than in DET-base, ranging frd#® bcm (5%) lower to 219 bcm
(11%) lower in 2040.
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Figure 38: Differences in Production Levels relativ e to the Base Case

Figure 39 shows production differences in all scesaand cases relative to the DET-
base. In every period, the first, third, fifth aselyenth bars present stochastic results.
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Figure 39: Production levels in all cases and scena  rios

Generally, in the scenarios the aggregate produetdumes are close to the volumes in
their deterministic counterparts. In 2010, when tloa-cartel scenarios STO-base and
STO-decline still overlap completely (node 2 in Uitig 35), the GECF countries produce
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slightly less than in the deterministic counterpdrd bcm, 1252 vs. 1256), whereas the
other countries produce a bit more (+9 bcm, 17341v&5). In the cartel scenarios it is
the other way around (GEFC countries 1193 vs. 1d@#, other 1750 vs. 1760 bcm).
These modest shifts are a consequence of the lgedguisions in the first period. The
hedged capacities expansions in the stochasti@gosnn 2005 generally lie between the
minimum and maximum expansions among the four detestic cases. The hedged
capacity expansions in 2005 by cartel members a&keh than in the deterministic
counterpart DET-cartel and DET-combi, but lowermtha DET-base and DET-decline.
Clearly, capacities not added cannot be used, hem@wce capacities are in place, they
will likely be used. Hence, GECF members capacititisbe more restrictive in 2010 in
the STO-base (and STO-decline) than in the DET-{asel DET-decline) and less
restrictive in the cartel scenarios relative todleéerministic counterpart cases.
Cartelization and depletion of domestic reserve@riporting regions are two aspects
affecting the developments in international gaddraLNG trade is and will be
responsible for an increasing share of long-digtanternational gas trade (see Chapter
1). The following section discusses the liquefatttapacity expansions.

6.4.2 Liquefaction capacities

International Energy Agency (2008) projected tdti§IG trade to be around 700 bcml/y
by 2030, an increase by a factor of 3.5 relativB@06. The model projects LNG exports
of 437 bcm by 2030 in DET-base. Part of the diffieeebetween the projections is due to
the aggregation level. For instance, some LNG floasurring in reality do show up as

pipeline flows in the model, e.g., from Norway telgum and France, or from Trinidad

and Tobago to Brazil and Argentina. Another exampl¢hat the model allows for a

pipeline from Russia-East (Sakhalin) towards Japdmch pushes out some of the LNG
trade in later periods. Lastly, the model doesaomisider supply diversification motives,

which favor LNG imports over pipeline supplies onse situations. However, the model
does project a large increase in LNG trade, variintpe deterministic cases from 391 to
467 bcm. How do model assumptions and stochastéiiggt the model outcomes?

There are nine LNG-exporting regions in the modeljen of which are potential cartel
members. In the DET-base, the aggregate global chigacity expansions in 2040 add
up to 291 bcm. In the non-cartel cases the expassite equally divided between GECF
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and other countries, but in the cartel cases timeGBCF countries add about double the
amount of the cartel members. MEA2 and AUS areothly LNG exporters that would
not participate in a cartel (see Figure 36). Fig#@eshows LNG capacity expansions by
GECF countries in the deterministic cases. Thd atded capacity by GECF members
in 2040 will range from 89 bcm in DET-cartel to 1BZm in DET-decline. In all cases,
most capacity is added in the three periods frorh52through 2025. In DET-decline
higher additions to liquefaction capacities ocauialiow countries with lower domestic
production to import more natural gas. As a conseage, in DET-decline the LNG
capacity additions would be 32 bcm higher than ElEbase. In contrast, in DET-cartel
when cartel members withhold supplies, the expassity GECF members would total
89 bcm only, 40% less than in the DET-base. In RBmbi, both effects would occur
and the aggregate LNG capacity expansions wouldlbebocm.
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Figure 40: LNG Expansions in GECF countries in the Deterministic Scenarios

Figure 41 shows the LNG capacity expansions imthe GECF countries: Australia and
part of the Middle East.
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Figure 41: LNG Expansions in Non-GECF countries in the Deterministic Scenarios

The aggregate added capacities would range fronbiB88y in DET-base to 229 bcm/y
in DET-combi. The non-cartel countries would addrenexport capacity to allow higher
LNG exports so that importing regions could compémdower domestic production as
well as lower supplies by the cartel countries.

Australia started construction of its first LNG exping facilities in 1985>% Four years
later the first LNG cargos were shipped to Japarprésent, Australia has over 25 bcml/y
of LNG export capacity, divided over two projedise North West Shelf and Darwir
August 2009 plans were announced for a floatingudfgction facility*>> More
developments are expected in the coming yEarslext, Australian expansions in the
stochastic results are discussed in more detglrgéi42 shows the expansions in the first
two periods in all cases and stochastic scenarios.

153 www.nwsalng.com
154 www.darwining.com GIIGNL (2009)
155 www.gdfsuez.com

136 www.ret.gov.au
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Figure 42: LNG Expansions in Australia in 2005 and 2010 (bcml/y)

In the stochastic model the first-period expanssof7.20 bcm. Hedging for the various
futures, the added capacity is just above the geet the added capacities in the
deterministic counterparts. In the second peridiemit has become clear whether or not
a cartel will exist for the remainder of the timerizon, the added capacity in the STO-
base and STO-decline is much lower than in the 8@l and STO-combi. As it turns
out, once the uncertainty has disappeared, thetiad@i capacity is such that the
aggregate added capacity in the first two perigdgery close to what would have been
added in the deterministic counterparts.

Supposedly, the Australia liquefier has some charestics that lead to a ‘close to
averages’ hedging decision. It is a relatively $rpéyer, assumed to exert no market
power, and therefore it has a modest impact on etgkices. Also, in 2010 the next
uncertain event will only materialize happen aftds years, hence much of the
uncertainty is discounted away.

Figure 43 shows that after 2020, when the secoochastic event about a decline in

production capacities has become known, and trereiuncertainty about the future
anymore, all aggregate expansions converge todle&arministic counterparts.

171



100

90 ~
=
T 80 -
[S]
2 70 -
2]
S 60 - 02040
[72]
£ 50 m2035
3 @2030
w40 - m2025
S 30 02020
- 02015
g 201 m2010
S 10 @2005
§ 0 T T T T T T T

DET- STO- DET- STO- DET- STO- DET- STO-
base base decline decline cartel cartel combi combi

Figure 43: LNG Expansions in Australia

Some general observations should be noted. Firsallpfonly at two moments an
uncertain event may happen. Since future cash femesdiscounted at 10%, events that
are more than fifteen years in the future have allsmpact on decisions. Secondly, risk-
neutrality is assumed for all players. This cardleahedging behavior similar to taking
averages of the deterministic counterparts. Intseauch decisions may not be realistic,
since overcapacity in liquefaction is very expeasand risk-conscious agents may be
more conservative in their decisions to avoid baptay if a pessimistic scenario
occurred. Thirdly, contracting aspects are not wa&ok that could ensure usage of
constructed LNG capacity. LNG importers could -ttoe sake of supply diversification —
prefer to contract LNG from supply sources suclfastralia. Thus, the LNG capacity
constructed in anticipation of a possible carteulddoe used regardless whether a cartel

would come into existence.

Additional liquefaction capacity will only be comgtted when there would be enough

capacity in place to regasify the LNG at the reicgj\end of the supply chain.

The ‘close to average’ hedging decisions seem & $@me similarities with the result in
(Zhuang, 2005) that when supplied quantities amgtipe, the forward prices equal the
expected spot market prices. However, those reswdte obtained within one model,
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whereas the outcomes discussed here result frorparamy stochastic with deterministic
models. Likely, the assumption of risk neutraliat the models share, is an explanation.

Next the developments in regasification capacitigisbe discussed.

6.4.3 Regasification capacities

Isolated countries lacking domestic reserves, saghJapan and South Korea, have
imported large amounts of fossil fuels, includingN@&, to fulfill their energy
consumption. In contrast, a country such as theedri{ingdom has imported significant
volumes of LNG in the past, but due to boosting dstic production the regasification
terminals could be mothballed. Due to depleting dsiic reserves, in recent years the
United Kingdom has been importing LNG again andlelepy reserves and growing
energy demand in other countries have boostechtheest in importing LNG all over the
world. As a result, many countries have startedpila@ning and construction of LNG
import and regasification terminals (see Chapteaad 4, and (GIIGNL, 2009)).

Figure 44 shows the aggregate global expansionsegasification capacities. The
aggregate added capacities in the deterministiesceary from 252 bcm in DET-base to
333 in the DET-Combi. In the stochastic scenariws tange of aggregate values is
similar. In earlier periods, until 2020, the expans in the non-cartel scenarios and cases
(base and decline) are largest, however in latepge after 2025, the expansions are
largest when there is no cartel. As discussed enpirevious section, cartel members
would hardly add LNG capacity. Therefore, in a elzed market there would be much
less supply of LNG and hence less reason to buittitianal regasification capacity. In
DET-decline and DET-combi more capacity would belextlin later periods than in
DET-base, to compensate lower domestic productibim fwgher LNG imports. In 2005
regasification expansions are low among all deteistic cases and in the stochastic
problem. Developments in the rest of the time fwriare somewhat similar as what was

observed for LNG capacities.
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Figure 44: Global Regasification Expansions

The hedging decisions are quite close to the aesraf the deterministic counterparts,

and once an uncertain aspect has become knownegidrecourse) expansion decisions
are such that the aggregate added capacity oveyasteperiods is about the same as in
the deterministic counterpart.

In a previous section major differences were foamdong the cases and scenarios
regarding the countries that would expand LNG ekpapacities. This implies that the
LNG trade patterns must also vary significantly agn¢the cases and scenarios. The next
section discusses LNG trade for region ASIA2, cstingg of Japan and South Korea.

6.4.4 LNG imports Japan and South Korea

In 2000 Japan and South Korea were the first aoonsklargest importers of LNG. Japan
imported 72 bcm, which at the time was more thdhdfahe global total LNG amount.
Together with South Korea, that imported 20 bcraytaccounted for slightly over 2/3 of
the global LNG imports (BP, 2001). In 2009, twetwo countries imported LNG,
twelve more than in 2000. Japan and South Koreee vgéil the two largest LNG
importers in the world. Japan imported 86 bcm of@.BEnd South Korea 34 bcm (BP,
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2010). Together they imported half of the global@GNmount. Figure 45 shows the
regions and supplied LNG volumes to Japan and SKatea in the stochastic model

results.
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Figure 45: LNG Exports to Japan and South Korea

Two general observations are that the LNG impoytddpan and South Korea decrease
over time in all of the scenarios and that the e@ee is more pronounced in the cartel
scenarios STO-cartel and STO-combi. Supplies bytrAlig are projected to grow from
around 40 bcm in 2010 to around 50 bcm in the neiddlthe time horizon, but level off
to around 40 bcm by 2040. Supplies by the non-Gpaf of the Middle East are
projected to grow from 20 bcm in 2010 to betweent®@0 bcm in 2025 and then stay
around those levels. The LNG supply that varies tnamsong the scenarios, is that
originating from the GECF countries. LNG supplies projected to decrease over time,
less in case of declining domestic production inlAS but more harshly when a
cartelization would happen. What is not shown ia flyure is that in 2020 Russian
pipeline exports from Sakhalin would start, growingm 18 bcm to 55 to 57 bcm/y by
2035. In the STO-cartel and STO-combi the Sakhaifdeline would supply up to about
80% of the total GECF supplies. Due to the pipeglihe total supply to the ASIA2 region
is impacted less by the varying case assumpticenrs dther importing regions. Another
explanation may be the already high prices in tB&A® region in the DET-base, making

it a more beneficial export market than others.
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The result tables in Section 6.9 show that thewe l&rge variation in the net import and
export values over time and among the cases anthisgs. The North American and
European imports will grow significantly. By 2048prth American imports vary from
164 to 237 bcm/y and European imports would adtbugn amount ranging from 430 to
528 bcm/y among the cases. The variation in theitsy the Asia Pacific region will
vary less, with values ranging from 400 to 437 bcnifhe impact for that region is
reduced by the presence of cartel members as wellapan and South Korea, as
discussed in the previous section.

The following sections will provide more detailetsight on the pipeline trade from the
Caspian region.

6.4.4.1Caspian exports

In 2009 the Caspian region export 46 bcm. Of thpoes 32 bcm had Russia as its
destination, about 6 bcm went to Iran, about 5 berurkey and a few bcm to Eastern
European countries (BP, 2010). The Caspian proolucind exports are projected to
increase much over the next years, which meansattditional transport capacities will
be needed. In Chapter 4 the Nabucco pipeline (Sgerd-24 in Section 4.4.4) was
discussed from the Caspian region to Europe. Taengld capacity for Nabucco is 31
bem/y®” According to the Energy Information AdministrationKazakhstan,
Turkmenistan and Russia have agreed to expandpbéng capacities from the Caspian
Region into and through Russia with about 20 bchfyBetween the Caspian countries
and China there is agreement about a pipeline avithpacity of 40 bcmA?® The three
projects sum up to 91 bcm/y of additional Caspiapoet capacity compared to the
current situation. One conclusion of Chapter 4 thas some of the pipelines that Russia
has built recently and is building, seem motivabsd political rather than economic
reasons. A surprising result in Chapter 4 was thatmodel would not have Nabucco
built, however in the analysis it was discussed thiareasons of supply diversification it
could still be preferred over other options. Astutns out, in the stochastic model
Nabucco would be built. This is possibly due to thierent aggregation level of the

157 www.nabucco-pipeline.com
158 \www.eia.doe.gov/cabs/Kazakhstan/NaturalGas.html
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model regions and clearly gives a somewhat diffeparspective on the natural gas
market developments in the coming decades thaniqu&ly obtained from the
deterministic WGM.

Figure 46 shows the pipeline exports from the Gaspiegion to Europe and Asia,
including the exports via Russia and the MiddletEathe DET-basé>®

Figure 46: Pipeline exports from the Caspian region bcm/y DET-base

For 2010 the model projected 18 bcm of flows diyet Europe, 55 becm via Russia and
8 bcm through the Middle Ea¥f The Caspian pipeline exports add up to 81 bcns Thi
model result, based on projections of a few yegrs aeems quite high in comparison
with the actual exports in 2009 of 46 bcm, unléss éxports would jump significantly
between 2009 and 2010. A possible explanation a tlue to the global economic
downturn the demand for natural gas in 2009 hdsrfahstead of grown and in the last

few years some pipeline construction projects lmeen postponed.

159 Differences between inflows and outflows in Russid the Middle East are due to pipeline losses.
10 Note that Belarus, Turkey and Ukraine are paBWRSW, see Figure 36.
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Figure 47 shows for the deterministic cases thatiaddl export flows relative to DET-
base in 2040.

Figure 47: Pipeline exports from the Caspian region in 2040 bcml/y relative to DET-base

The direct exports to Asia and Europe are not tdteby the case assumptions. Already
in the DET-base in all periods the added capaditi¢be (lower-cost) direct pipelines are
restricted by the expansion limits set (see ER.8p) and only pipelines in the other
routes can be expanded more. That makes sense, aihc when a cheaper option is
fully used, a more expensive alternative shoulccdesidered. Additional exports vary
from eight bcm (four via Russia and four via thedile East) in DET-decline, to an
additional 69 bcm (35 resp. 34) in the DET-comlsecadn the latter case, total Caspian
exports would add up to 369 bcm in 2040. The prodadevels needed to maintain such
large export volumes would be more than doubleatttaal 2005 levels and deplete the
proved reserves of 13,000 bcm (BP, 2010) in 450tgears. However, large areas in the
region are still unexplored and more reserves likidlly be found*®* Except for reserves
considerations, it is questionable whether the eson and political environment in the

region can provide a sound basis for the enormoussiments needed to construct so

181 fpc.state.gov/documents/organization/9652.pdf
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much additional pipeline capacity. Note that thieiggh projected pipeline exports are part
of the explanation for the low business-as-usuajegtions for global LNG trade.

In the following section the developments in thathd@merican imports are discussed.

6.4.4.2North American imports

The combined net natural gas imports by UnitedeStaind Mexico in 2005 were 110
bcm, of which 94 bcm were pipeline imports from &ada (BP, 2006). In the DET-base
in 2005, the combined region USA/MEX imported 1@9nb 82 bcm from Canada and
another 27 bcm as LNG. Only a few years ago theeddnBtates were expected to
become major importers of LNG in the near futuras®l on these projections by 2025
the imports from Canada will have dropped to 50 laecd LNG imports will have risen
to 164 bcm adding up to 214 bcm of total importsaest twice the imported amount in
2005. Over time, the import dependency as a peagerf domestic consumption would
grow from 19% in 2005 to 41% in 2040.

Figure 48 presents a breakdown by origin of thepsufn the United States and Mexico
in the stochastic scenarios.

300 B Canada B GECF-countries B Australia Middle East 2
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200 A
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Exports to North America (bcm/y)

STO- | STO- | STO- | STO- | STO- | STO- | STO- | STO- | STO- | STO- | STO- | STO-
base |decline| cartel |combi | base |decline| cartel |combi | base |decline| cartel |combi
2010 2025 2040

Figure 48: Exports to United States and Mexico
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In 2010 the differences among scenario results sanall. In the longer term, the
development of the imports for the USA/MEX regiar anostly determined by the cartel
members. In cartel scenarios the GECF members wuaittdhold LNG supplies (relative
to the STO-base), which would be compensated playtigther LNG exporters and some
pipeline supplies from Canada. In 2010 Canada sufiply about 2/3 of total imports.
Over time, the Canadian supplies decrease (ircaliaios), more harshly in the decline
cases STO-decline and STO-combi when Canada dfgvsstrom lower faster depleting
reserves and production rates. LNG supplies fromgcaotel regions would only come on
stream in later periods. Only in the STO-combi das2040 the non-cartel LNG supplies
would be larger than Canadian pipeline suppliese GECF countries would provide
between 25% and 35% of consumption and 64% to &0¥eamports by 2040.

The results show that the United States and Mezadd become very dependent on
LNG imports from potential cartel member countrigslike Europe that is surrounded
by several countries with huge gas reserves, USAXMEly have Canada as a nearby
source of pipeline supplies. However, the resuksbased on not up-to-date projections
and the technological advances in unconventioniralhgas production in recent years
have changed the picture dramatically. Recent ptiojes (EIA, 2009) foresee that the
United States will be nearly self-sufficient forveeal decades and that North American
LNG imports will be modest.

Next, the price developments in three major impgrtiegions will be analyzed.

6.4.5 Prices

In 2005 Japanese LNG import prices were on aveageit $6/mcf, or slightly over

$200/kcm (BP, 2010%°2 Prices in the EU were a few percent lower. Aversst-market

prices in North America were much higher: $256/kiecmCanada and $310/kcm in the
United States. In 2009, prices in Japan and theweke over $300/kcm, much higher
than in 2005. In contrast, in the United Statesiardanada prices were lower in 2010 at
$137/kem resp. $119/kem. Natural gas prices dovant just as a result of demand and
supply, but also due to factors such as price dgwveents of substitute fuels (notably oil)

162 mcf=1000 cubic feet; 1 kem = 35.31 mcf
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and speculation. Sector models, such as the onedoged in this dissertation, cannot
capture all these aspects. Instead, the price pathbe smoother and not account for
short-term price hikes. The model has been caéldrtd have a gradual increase in prices
over the time horizon. In the DET-base, volume-\weag global average prices rise from
$165/kecm in 2005 to $479 in 2040. How the caserapsions and stochasticity affect the
price developments is analyzed for three of thennmaporting regions: Central Europe,
Unites States & Mexico and Japan & South Koreati@e®.9 provides tables with the
volume-weighted average prices for the whole warld the three regions.

Figure 49 shows the developments of the averagdeséle prices in Central Europe
relative to the DET-base.
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Figure 49: Development of prices in Central Europe, relative to DET-base

In the DET-base, prices in Central Europe in 200& $189/kcm, steadily rising to
$520/kem by 2040 (Table 23). The average price€éntral Europe in the scenarios
match the prices in their deterministic counterpagther closely. In 2010, when the
cartelization may take place, the stochastic preseilts would deviate more noticeably
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from their deterministic counterparts, but in 2@k deviations would all but disappear.
In 2025, when the second uncertain event becomewirknprice deviations would be
more noticeable again, except in the STO-base soerfrom 2030 the STO-combi
prices would be virtually identical to the DET-compwrices too. In the other two
scenarios, STO-decline and STO-cartel, prices wetdgl somewhat lower than in their
respective deterministic counterparts. When lookahghe other regions in the next two
graphs, the relatively large impact in Central fperof the case assumptions can possibly
be explained by the modest prices in the DET-b&en in the harshest case and
scenario DET-combi and STO-combi, the Central Eeaopprices would still be lower
than the price levels in DET-base in USA/MEX andAZ

Figure 50 shows the development of average pricdsei United States and Mexico.
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Figure 50: Development of Prices in United States a  nd Mexico, relative to the DET-Base

In DET-base, prices in 2005 are $206/kcm, increpgin$746/kcm in 2040 (Table 24).
The impact on prices in North America due to thedetastablishment and the declining
production rates is modest relative to other impgrtregions, although it increases
somewhat over time. The modest impact may be somewbrprising, given the
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increasing dependency on cartel members for LNGplsagp However, already in the
DET-base price levels in USA/MEX in 2040 will be afuhigher than they would be in
the harshest case (DET-combi) in Central Europeyiging the financial incentive to

exporters to supply to the USA/MEX market.

Figure 51 shows the price developments in Japarsanth Korea.
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Figure 51: Development of Prices in Japan and South

In 2005 the average prices were $282/kcm, growin§7ic3/kcm in 2040 (Table 25). In
the cartel cases there is a major price spike ensicond period. In the long run the
introduction of the pipeline from Sakhalin and duabsal supplies from Australia and the
non-cartel part of the Middle East relieve the poes on the gas market. In 2010 the
prices in the STO-base and STO-decline drop belmMXET-base levels. As discussed
in Section 6.4.2 the non-cartel countries add nuaeacity in 2005 in the stochastic
scenarios than in the non-cartel deterministic ades. When in the stochastic model the
cartel is not formed, the potential cartel memlerge more capacity in place than in the

deterministic counterpart cases and once in ptag@acity would be used to export. From
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2015 — except for 2025, when the other uncertagnelsecomes known — the stochastic

price paths are virtually identical to the priceshe deterministic counterparts.

6.4.6 Expected profits and the value of the stochastic kdion

Table 13 below presents the expected profits irstbehastic problem for the traders that
make a positive profit in at least one of the pdsi§® The cartel countries account for
most of the profits, especially in early periodgy(ein 2005 the $19.23 billion is about
75% of the total of $25.72 billion. The share ot thartel countries in the yearly

aggregate profits decreases gradually to 56% i.20¥contrast, the share in the total
profits of the Caspian region increases signifilyaftom just over 9% in 2005 to 35% in

2040 ($111 billion of $317 billion).

Table 13: Expected profits for stochastic problem ( undiscounted billion $ 2005)

2005 2010 2015 2020 2025 2030 2035 204(Q
Cartel countries 19.23 31.75 51.80 78.65 107.05 143.58 161.75 178.94
Australia 0.09 303 478 481 545 6.12 6.68 7.59
South America 2 0.03 0.01 0.01
Canada 0.76
Caspian region 238 8.06 17.85 27.11 4422 69.00 88.85 111.43
Netherlands & Norway 3.07 448 6.19 755 732 741 736 7.26
Middle East 2 0.17 081 166 262 465 935 10.75 12.07
Total 25.72 48.15 82.28 120.74 168.69 235.46 275.39 317.2"

To determine the value of the stochastic solutM8S, see Section 5.2.2) an additional
deterministic case was run. In this additional céise cartel exerts a market power level
of 0.625 (the average of 0.25 in the Base Casd andhe Cartel Case) and the importing
countries face only half of the additional declwfeproduction capacities relative to the
Base Case as in the Decline Case. The capacitifg@duhis myopic deterministic case

(EVP) were used to fix the capacities in a new with the stochastic model, to

determine the profit levels of the various tradéne EEV) and calculate the VSS.

This section focuses on VSS results for traderg,@ihce the traders play a key role in
the model and are the agents that exert marketmpdwe VSS for other players are not

discussed.

183 Traders are assumed to not exert market powerenrespective domestic nodes and therefore tsader
in the major importing regions do not make profits.
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Table 14 below shows the differences in discourgepected yearly profits, and the
yearly average difference in discounted profit kestw the EEV. It turns out that the
trader ‘Middle East 2’, that would not take parttie cartel, has a negative VSS, while
all other traders have a positive V&&This contrasts with results in Zhuang (2005) and

(Genc et al., 2007) where negative VSS were foonalf players of a specific type.

Table 14: VSS results for stochastic problem (disco  unted billion $2005)

2010 2015 2020 2025 2030 2035 204QAverags
Cartel countries -0.28 0.13 0.28 0.19 0.09 -0.09 -0.0 0.033
Australia 0.05 -0.09 0.00 0.02 0.01 0.02 0.00 0.001
Caspian 0.01 0.15 0.05 0.02 0.04 0.07 -0.02 0.041
Netherlands & Norway | 0.00 0.01 0.02 0.01 0.02 0.00 0.00 0.007
Middle East other 0.01 0.05 0.00 -0.04 -0.03 -0.03 -0.03 -0.008
Total -0.21 0.26 0.35 0.20 0.13 -0.03 -0.10 0.074

A possible explanation is that in those two papleesplayers exerting market power were
more similar to each other — in terms of cost aafdacity parameters — and in the
numerical case in this chapter the characteristidbe players are very diverse. It must
be noted that the magnitudes of the relative V&Sqaite small, between -1.5% of the
expected profit values for the Middle East othet #0.8% for the Caspian region.

6.5 Summary and conclusions

In this chapter a stochastic mixed complementagitblem for the global natural gas
market has been presented. The model was applisdite a stochastic problem with
four scenarios. In the scenarios different asswnptiapplied for the market power
exertion by members of the Gas Exporting Countiesum (GECF), as well as for the
domestic production capacities of some regions riglgton imports to cover significant
parts of their domestic natural gas demand. Resiltthe stochastic problem were
compared to the outcomes of four deterministic (terpart) cases that each had exactly
the same input parameter values as one of the astichscenarios. Results were
discussed for production levels, regional tradateds, capacity expansions, LNG trade
and wholesale prices. Special attention was givethé development of pipeline exports

184 Note that all traders with an expected profit @fain the stochastic problem have a VSS=0.
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from the Caspian region to Europe, the developroéitustralian liquefaction capacity

over time and supplies to and price developmentsiious importing regions.

On an aggregate level the consequences of theastiichmodeling approach seemed
rather modest. However, when looking into the detséveral interesting results were
found. Hedging behavior affected the timing and niagle of capacity expansions,
significantly affecting local market situations apdces. For example, for the Australian
liquefier the shifts over time in capacity expamsiavere discussed; for North America
the sources of imported supplies and the wholegates in Japan and South Korea.
Probably due to assumed risk-neutral behavior loplayers, the hedging lead often to
capacity expansion decisions close to — but notletpu— the average decisions in the
deterministic counterparts.

Only two uncertain events were included in the Iséstic problem and after the first

uncertain event would become known, the seconddvonly happen after 15 years. As
such, much of the future uncertainty was ‘discodra@ay’ when the recourse expansion
decisions were taken. Also, once all uncertain &v&rere known, the scenario results
tended to converge in later years to the resulteefleterministic counterparts. Hedging
behavior was most pronounced in the period immeljidbefore an uncertain event
would occur, and recourse behavior most pronoumtete periods directly after. The

effects were more clearly visible in the capacitgliifions, and less so in market prices.
For the traders the values of the stochastic swistwere calculated and found to be
relatively small, again likely due to the limitedimber of uncertain events (just two,

leading to four scenarios) in the stochastic model.

Rather than concluding that stochastic modeling limised impact only, the power of
stochastic modeling would be more pronounced whewenuncertain aspects are
included in the problems, in all periods insteadjust two. Also, other assumptions
relative to risk-attitudes would likely have langepact, what will be briefly addressed in
the future work section at the end of Chapter 7.
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6.6 Nomenclature

6.6.1 Sets

A Gas transportation ares
D Demand seasorbs

M Scenario nodes, m'

N Country nodes, n'

P Producerp

S Storage operatoss

T Traders , t'

W Wholesale market&

at (n) Inward arcs into node
a (n) Outward arcs from node
n* (a) End node of ara

n (a) Start node of ara

pred( n) Predecessor nodes of scenario node

sucq ) Successor nodes of scenario node

6.6.2 Constants/Input Parameters

P, Probability for scenario node

Y Discount rate for scenario node

d, Number of days in season

o Market power indicator

INT; Intercept of inverse demand curve
SLPY Slope of inverse demand curve
Com( ) Production costs of producer

Coml( ) Storage injection costs of storage
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Corn Expansions costs for arc

oS Expansions costs for storage injection

co>x Expansions costs for storage extraction

coow Expansions costs for storage working gas
CAP: Initial capacity for arc

CAP . Initial capacity for producer

CAP Initial storage injection capacity

CAP> Initial storage extraction capacity

CAPY Initial storage working gas capacity

AL Limit to arc expansion

A Limit to storage injection capacity expansion
A Limit to storage extraction gas capacity expamsio
A Limit to storage working gas capacity expansion
|2 Loss rate for shipments over arc

1S Loss rate for storage injection

Ton Regulated tariff for shipments over arc

6.6.3 Primal variables

o Pipeline capacity purchased, i.e. flow, by traderer arca

Ao Total pipeline capacity assigned for arc

q;’ng; Quantity sold by producegrat noden in seasom of scenario nodm
Ao Gas purchased, i.e., injection rate, by storguggaiors

as Storage extraction rate at naula seasoml of scenario nodm
i Total amount purchased by tradémom producers at node

A Total sold amount by tradeto consumers at noche

A Capacity expansion of ag¢ in scenario nodm
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A3 Capacity expansion of storage injection
A Capacity expansion of storage extraction

AV Capacity expansion of storage working gas

6.6.4 Dual variables

am Dual to arc capacity limitation

Q prim Dual to production capacity limitation for procu@
al Dual to injection capacity limitation

a> Dual to extraction capacity limitation

a Dual to working gas capacity limitation

& Dual to supply contract obligation

/A Dual to mass balance for trader

. Market-clearing price between producers and tsade
T Market-clearing price for sales to storage

b7 Wholesale market price

oo Dual to expansion limitation for arc

oo Dual to expansion limitation for injection capci
oox Dual to expansion limitation for extraction cagac
oo Dual to expansion limitation for working gas cejpa
o Congestion rate for arc

6.7 Karush Kuhn-Tucker conditions

6.7.1 KKT conditions producer

Eq. (6.7.1) is stationarity with regard to the protion volumes. Eq. (6.7.2) represents
the production capacity constraint.

On, d, m: 0S Qo 0 Pulnly 2+ @5 P A 02 0 6.7.1)
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On,d, m: 0<a®. 0 CAP” -d-T>0 (6.7.2)

pndm pnm pndm =

6.7.2 KKT conditions trader

Eq. (6.7.3) and (6.7.4) are the stationarity coodg for the trader with respect to sales to
the end-user and storage market. Eq. (6.7.5) istdteonarity condition with respect to
purchases from producers. Eq. (6.7.6) gives thesnilsv balance, (6.7.7) is the

stationarity condition with respect to arc flows éc a=(n,_, n,.) and (6.7.8) represents

the lower bound to supplies resulting from conwatbbligations.

Dn’ d’ m. Os< thwc;mW O pmymdddmiSLFﬂjm tr:d\r/nv + ¢ Ttndm_ p% nd]gwno% 0 (6'7.3)
OnAm 0SG T Pl Py 520 ©7.
Dn’ d’ m. OS q;c;mp D pmymdd ndm ¢-I;ndm2 O (6'7'5)
. A rei 6.7.6
Oa,d, m: 0< ftadm U pmymdd(ra§m+ T/;d _[(1_|:)¢;+(a)de>o ( )
- 2
+¢tn’ (a)dm +£t2dm
0n, d, m: ¢t-rr1dm free q;;ng + q{LJmW + thnEms (6.7.7)
S (12 th T+ Y fhe |7
ada"(n) ada” (n)
Ua,d, m: O<egl, O fA —CONA >0 (6.7.8)

6.7.3 KKT conditions TSO

Eq. (6.7.9) is stationarity for sales of pipelinapacity, and (6.7.10) for pipeline
expansions. Eq. (6.7.11) provides the arc capduitifation to aggregate flows; and
(6.7.12) provides the limitation to capacity expans.

Tad M 0SqlT O ah P TR0 679
Da' m- O< A:m O pmymcgr:\w-'- Iogm_ z a/;dmz 0 (6'7'10)
d,mOsuc§ m
Cad,m 0505, 0 CARL+ 3 A%~ 20 6712
m'0 pred( n)
Ua, m: 0< ph O Egm -A% >0 (6.7.12)
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6.7.4 KKT conditions storage operator

Eq. (6.7.13) is the stationarity condition for gagction, Eq. (6.7.14) for gas extraction.
For every year, Eq. (6.7.15) is the gas cycle dmmi The capacity restrictions for
injection is provided by Eq. (6.7.16) and for egtran by Eq. (6.7.17). Eq. (6.7.18) is the
working gas restriction. The stationarity condigofor and limitations to capacity
expansions are very similar. For injection, eximctor working gas: stationarity of
expansions Eq. (6.7.19) - (6.7.21) and the expansiatations Eq. (6.7.22) - (6.7.24).

= . < cS! 6.7.13
Ond=1m: 0<qS;TO pmymdd(ﬂliw aaq( ))+a§'ndm-(1-li)d 45 >0 C71
Ond=23m: 0<q5in' 0 aoentd @ P 7 5z 0 (6.7.14)
Cn, m: o free  (1-15)daS,i- > dasm=0 (6.7.15)

d=2,3
Cnd=lm: 0sal,,0 CARL+ Y A%, 20 6719
m'd pred( )
nd=23m: 0saf,0 CARN+ Y A, q5A20 6717
m'0 pred( )
Un, m: O<agnO CARN+ > Aji-> dG5m=0 (6.7.18)
m'd pred( ) &2,3
Dn’ m- O < Afr:m O pmymcéﬁrln-'- psslnm_ Dz‘( rmasslrjd'mz O (6'7'19)
bin, m: 0<AZ D PotuCom* P 2, @ 5420 (6.7.20)
"ad "
Un, m: 0<ASH O PoluCom + 0w Z{( K a2 0 (6.7.21)
m'Osuc
Cn,m: 05050 B3,-8%,20 6722
Cn,m: 05 P20 B3%,-B320 6729
On, m: o<W0 AW -ASY>0 (6.7.24)

6.7.5 Market-clearing conditions

There are four market-clearing conditions: for progdd volumes, Eq. (6.7.25), for
assigned arc capacities, Eq. (6.7.26), for storagetion volumes Eq. (6.7.27) and the
inverse demand curve Eq. (6.7.28):
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On,d, m:

Oa,d, m:

On,d, m:

On,d, m:

., free qundm qudm = (6.7.25)

Tom free  gon’ z fA =0 (6.7.26)

Tham free qudim qunqm 0 (6.7.27)

T, free 7 - (INT,}’gm— SLF”"{Z qmdm+z qsnde (6.7.28)
t

6.8 Model regions

Region Node Countries
North CAN Canada
America USA/MEX Mexico, United States
South SAM1 Bolivia, Trinidad & Tobago, Venezuela
America SAM2 Argentina, Brazil
SAM3 Chile, Ecuador, Peru
Africa AFRN Algeria, Egypt, Libya, Morocco, Tunisia
AFRW Angola, Equatorial Guinea, Nigeria
Europe EURCE  Austria, Belarus, Belgium, Bulgaria, Czeclp&gic, Denmark,
Estonia, Finland, Germany, Greece, Hungary, Labitauania,
Poland, Romania, Slovak Republic, Slovenia, Swe8aiitzerland,
Turkey, Ukraine
EURN Netherlands, Norway
EURSW  France, Ireland, Italy, Portugal, Spain, EtiKingdom
Middle MEA1 Iran, Qatar
East MEA2 Kuwait, Oman, Saudi Arabia, UAE ,Yemen
Caspian CAS Armenia, Azerbaijan, Georgia, Kazakhstan, Twkistan, Uzbekistan
Asia ASIA1 Burma, China, India, Pakistan, Singaporewtai, Thailand
Pacific ASIA2 Japan, South Korea
ASIA3 Brunei, Indonesia, Malaysia
AUS Australia
RUE Russia-East, Russia-Sakhalin
RUW Russia-Volga-Uralsk, Russia-West
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6.9 Detailed results

Table 15: Production, consumption and net trade 201 0 (bcmly)
. Asia Caspian Middle North . South
Data Case Alrica Pacific Regﬁon Europe East America Russia America Total
DET-base | 238 419 166 314 355 748 591 149 2980
STO-base | 238 427 166 313 355 750 588 148 2985
5 DET-decline | 238 419 166 314 355 748 591 149 2980
§ STO-decline| 238 427 166 313 355 750 588 148 2985
3 DET-cartel | 228 431 166 329 336 750 558 148 2946
a STO-cartel | 230 425 166 329 338 748 560 148 2944
DET-combi | 228 431 166 329 336 750 558 148 2946
STO-combi | 230 425 166 329 338 748 560 148 2944
DET-base | -67 50 0 2 -58 57 -2 -20
2 STO-base | -67 46 0 6 -57 53 0 -20
S | DET-decline| -67 50 0 2 -58 57 -2 -20
E | STO-decline| -67 46 0 6 -57 53 0 -20
Q | DET-cartel | -56 13 0 11 -35 53 0 -20
- STO-cartel | -58 17 0 8 -36 57 0 -20
2 | DET-combi | -56 13 0 11 -35 53 0 -20
STO-combi | -58 17 0 8 -36 57 0 -20
" DET-base | -76 0 -81 317 -3 -5 -187 -1
;gl STO-base | -76 0 -81 315 -3 -5 -185 -1
g | DET-decline| -76 0 -81 317 -3 -5 -188 -1
o | STO-decline| -76 0 -81 315 -3 5 -185 -1
T | DET-cartel | -76 0 -81 265 -3 -5 -132 -1
S | STO-cartel | -76 0 -81 267 -3 5 -134 -1
© | DET-combi | -76 0 -81 265 -3 -5 -132 -1
= STO-combi | -76 0 -81 267 -3 -5 -134 -1
DET-base 95 469 86 632 295 799 401 128 2905
- STO-base 95 473 86 633 295 798 403 127 2910
2 | DET-decline| 95 469 86 632 295 800 401 128 20906
g STO-decline| 95 473 86 633 295 798 403 127 2910
é DET-cartel | 95 444 86 604 299 798 426 127 2879
8 STO-cartel | 95 441 86 602 299 799 425 127 2874
DET-combi 95 444 86 604 299 798 426 127 2879
STO-combi | 95 441 86 602 299 799 425 127 2874
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Table 16: Production, consumption and net trade 201 5 (bcm/y)
. Asia Caspian Middle  North . South
Data Case Africa Pacific Regpion Europe East America Russia America Total
DET-base 303 484 210 293 420 691 597 17£ 3176
STO-base 302 484 210 293 420 692 596 178 317p
S | DET-decline 303 484 210 293 420 691 597 178 3176
‘§ STO-decline 302 484 210 293 420 69z 596 178 317bH
3 DET-cartel 290 483 225 310 421 69t 554 173 3151
a STO-cartel 290 483 225 310 421 69t 554 173 3151
DET-combi 290 48¢ 225 310 421 69t 554 173 3151
STO-combi 290 48¢ 225 310 421 69t 554 173 3151
DET-base -82 32 0 0 -58 8€ -2 -2(
2 STO-base -81 34 0 0 -58 8E -1 -2(
8 | DET-decline -82 33 0 0 -58 87 -2 -20
£ STO-decline -81 34 0 0 -58 8t -1 -20
% DET-cartel -69 31 0 2 -61 7€ 0 -20
- STO-cartel -69 32 0 1 -61 7€ 0 -20
2 | DET-combi | -69 31 0 2 -61 76 0 -2Q
STO-combi -69 32 0 1 -61 7€ 0 -2(
" DET-base -115 31 -124 369 -14 5 -183 -1
E_ STO-base -115 31 -124 368 -14 5 -182 -1
€ | DET-decline| -115 31 -124 369 -14 5 -183 -1
o | STO-decline| -115 31  -124 368 -14 5  -182 -]
D DET-cartel -115 31 -139 315 -14 5 -113 -1
S | STO-cartel | -115 31 -140 316 -14 5  -113 -]
D DET-combi -115 31 -139 315 -14 5 -113 -1
= | STO-combi | -115 31  -140 316 -14 5  -113 -1
DET-base 106 547 86 661 348 77% 412 156 3089
c STO-base 106 54¢ 86 661 348 77z 412 156 308P
2 | DET-decline 106 547 86 661 348 775 412 156 308P
E STO-decline 106 54¢ 86 661 348 77z 412 156 308P
§ DET-cartel 106 54t 86 625 347 76€ 441 152 3068
3 STO-cartel 106 54E 86 625 347 76€ 441 152 3068
DET-combi 106 54E 86 625 347 76€ 441 152 3068
STO-combi 106 54E 86 625 347 76€ 441 152 3068
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Table 17: Production, consumption and net trade 202 0 (bcm/y)
. Asia Caspian Middle North . South
Data Case Africa Pacific Regpion Europe East America Russia America Total
DET-base | 383 504 252 282 503  62¢€ 668 222 3448
STO-base | 383 504 252 282 502  62¢€ 667 228 3446
S | DET-decline| 383 504 252 282 503  62€ 668 228 3448
B | STO-decline| 383 504 252 282 502  62€ 667 228 3446
S | DET-cartel 353 497 270 302 516 637 610 209 3386
& | STO-cartel | 353 492 271 302 516  63¢ 609 209 3386
DET-combi | 353 492 270 302 516 637 610 209 3386
STO-combi | 353 492 271 302 516 637 609 209 3386
DET-base | -118 33 0 0 -58 13¢ -2 -39
2 | STO-base | -117 32 0 0 -58 13¢ -1 -39
2 | DET-decline| -118 33 0 0 58 134 -2 -39
E | sTO-decline| -117 32 0 o 58 137 1 -3¢
S | DET-cartel | -93 37 0 2 79 11f 0 23
= | STO-cartel | -93 37 0 2 79 11f 0 -23
2 | DET-combi | -93 37 0 2 79 11% 0 23
STO-combi | -93 37 0 2 -79 112 0 -23
« | DET-base | -148 12¢  -164 419 -47 4 232 -1
‘§ STO-base | -148 12¢  -165 418 -46 4 232 -1
€ | DET-decline| -148 12¢  -164 419 -47 4 232 -1
© | STO-decline| -148  12¢  -165 418 -46 4 232 -1
= | DET-cartel | -143 12C  -183 356 -43 4  -150 -1
S | STO-cartel | -143 12C  -184 356 -43 4  -149 -]
© | DET-combi | -143 12C  -183 356 -43 4  -150 -1
< | sTO-combi | -143  12c -184 356 -43 4 -149 -1
DET-base 117 66E 87 699 398 757 434 189 334p
- | STO-base | 117 66€ 87 699 399 757 434 189 3348
S | DET-decline| 117 665 87 699 398  75¢ 434 189 3347
£ | STO-decline| 117 66€ 87 699 399 757 434 189 3348
§ DET-cartel 118 65C 87 659 394 74z 460 185 3295
S | STO-cartel | 118 65C 87 659 394 74z 460 185 3295
DET-combi | 118 65C 87 659 394 74z 460 185 3295
STO-combi | 118 65C 87 659 394 74z 460 185 3295
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Table 18: Production, consumption and net trade 202 5 (bcm/y)
. Asia Caspian Middle North . South
Data Case Africa Pacific Regpion Europe East America Russia America Total
DET-base | 444 49¢ 288 263 594  56¢ 686 243 3586
STO-base | 444 49¢ 288 263 597  56¢ 685 24% 3589
S | DET-decline| 444 48¢ 288 256 600  55¢ 688 248 35711
B | STO-decline| 444 48¢ 288 259 597  56¢€ 687 245 3575
S | DET-cartel 397 48¢ 308 282 614  57¢ 630 220 3515
& | STO-cartel | 397 48¢ 312 282 615  57¢ 629 220 3519
DET-combi | 398 47¢ 319 272 618  56F 630 222 3508
STO-combi | 398 47¢ 312 276 616 57z 630 220 3508
DET-base | -148 53 0 0 -81 164 -1 -41]
2 | STO-base | -147 56 0 0 -85 16€ -1 -43
8 | DET-decline| -148 60 0 0 -89 16¢ -1 -48
E | sTO-decline| -147 56 0 0 -85 16€ -1 -43
S | DET-cartel | -115 51 0 11 -113  14C 0 24
= | STO-cartel | -116 52 0 11 114 141 0 -24
2 | DET-combi | -117 53 0 11 -118  14¢€ 0 -26
STO-combi | -116 5 0 12 -115 141 0 -24
« | DET-base | -170 18¢  -201 459 -76 3 -248 -2
‘§ STO-base | -170 18¢  -201 459 -76 3 -249 -2
€ | DET-decline| -170 18¢  -201 462 -76 3 252 -2
o |STO-decline| -170 186  -201 461  -76 3 251 2
S | DET-cartel | -153 18z -222 386 72 3  -168 -1
= | STO-cartel | -153 184  -226 388 72 3 -168 -]
T | DET-combi | -153 184  -233 395 72 3  -168 -1
S | sTO-combi | -154 184  -226 390 72 3 -169 -1
DET-base 127 74C 87 721 436  73C 436 200 3477
< | STO-base | 127 744 87 721 436 731 436 200 3482
S | DET-decline| 127 731 87 717 435  72€ 435 199 3468
£ | STO-decline| 127 734 87 719 436 72¢ 435 200 3466
@ | DET-cartel 128 724 86 678 429 71z 461 195 3413
S | STO-cartel | 128 72t 86 679 429  71¢ 462 195 3417
DET-combi | 128 71€ 86 676 428 707 461 195 3397
STO-combi | 128 715 86 675 428  70¢ 461 195 3397
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Table 19: Production, consumption and net trade 203

0 (bcmly)

. Asia Caspian Middle North . South
Data Case Africa Pacific Regpion Europe East America Russia America Total
DET-base 489 497 324 249 708 524 699 254 3744
STO-base | 488 497 324 249 709  52¢ 698 256 3744
S | DET-decline| 489 47€ 326 233 729 50z 704 259 3719
*§ STO-decline| 489 4717 326 236 727 50 702 258 3720
T | DET-cartel 429 492 346 267 721 53C 641 230 3657
& | STO-cartel | 429 492 349 267 722 53C 640 230 3660
DET-combi | 433 47z 357 247 733 50¢ 641 233 3626
STO-combi | 433 474 355 250 731 511 642 233 3629
DET-base | -178 104 0 0 -136 18¢ -1 -41
£ | STO-base | -177 104 0 0  -137 18¢ -1 -43
2 | DET-decline| -178 11¢€ 0 0 -163 20 -1 -48
E | sTO-decline| -177 117 0 0 -161 201 -1 -46
© | DET-cartel | -133 89 0 12 -161  15¢ 0 -24
— | STO-cartel | -133 90 0 12 -161  15¢ 0 -24
2 | DET-combi | -137 95 0 13 -176 172 0 27
STO-combi | -137 95 0 13 -175 172 0 -27
«~ | DET-base | -173 24z  -238 487  -104 3 -264 -2
*é STO-base | -173 247 -238 487  -104 3 -265 -2
£ | DET-decline| -173 24z -241 494  -102 2 272 -2
é STO-decline| -173 24z -240 493  -102 2 270 -2
= | DET-cartel | -155 23¢  -260 410  -100 3 -183 -1
S | STO-cartel | -155 23¢  -264 411 -101 3 -181 -1
% | DET-combi | -156 24C 272 421 -100 3 -183 -1
< | STO-combi | -156 24C  -270 419 -99 3 -184 -1
DET-base 138 84: 86 734 468  70¢ 433 211 362P
- | STO-base 138 844 86 734 468  71C 433 210 3628
S | DET-decline| 138 837 86 725 464 704 430 209 3593
£ | STO-decline| 138 83¢ 86 728 464  70° 431 210 3596
§ DET-cartel 140 821 85 687 460  68€ 458 205 3542
S | STO-cartel 140 822 85 688 460  68€ 458 205 3544
DET-combi | 140 80¢ 85 679 456  67¢ 458 204 3509
STO-combi | 140 80¢ 85 679 457  67¢ 458 204 3510
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Table 20: Production, consumption and net trade 203 5 (bcm/y)
. Asia Caspian Middle  North . South
Data Case Africa Pacific Regpion Europe East America Russia America Total
DET-base 510 471 355 240 788 47¢ 698 254 3791
STO-base 509 471 355 240 788 47t 698 256 3792
S | DET-decline 519 454 357 205 814 43¢ 706 259 3753
‘§ STO-decline 519 454 357 210 812 442 705 258 3757
3 DET-cartel 443 46€ 389 264 788 482 638 230 3700
a STO-cartel 443 46¢€ 391 263 788 482 637 230 3700
DET-combi 452 45(C 402 217 809 44¢€ 643 234 3653
STO-combi 452 45(C 400 221 808 44¢ 644 234 3657
DET-base -178 10C 0 0 -136 19t -1 -41]
2 STO-base -178 10C 0 0 -137 19¢ -1 -43
S | DET-decline| -188 11z 0 0 -169 224 -1 -48
£ STO-decline| -187 111 0 0 -166 221 -1 -44
% DET-cartel -134 82 0 6 -153 16¢€ 0 -24
- STO-cartel -134 82 0 6 -152 16€ 0 -24
2 | DET-combi | -141 85 0 15  -184 191 0 -29
STO-combi | -141 85 0 15 -183 18¢ 0 -29
" DET-base -177 294 -273 496 -131 2 -265 -2
E_ STO-base -177 294 -273 496 -131 2 -265 -2
€ | DET-decline| -177 294 -274 511 -131 2 =277 -2
o |STO-decline| -177 294  -274 509  -131 2 275 -2
D DET-cartel -151 291 -307 418 -119 2 -185 -2
-% STO-cartel -151 29C -308 419 -121 2 -184 -2
© | DET-combi | -153 291 -320 437 -118 2 -191 -]
< | STO-combi | -153 291 -318 435 -117 2 -192 -]
DET-base 154 86& 83 735 521 66¢ 432 211 3669
c STO-base 155 86& 83 735 521 66¢ 432 210 3669
2 | DET-decline 154 85¢ 83 714 514 661 428 209 3622
E STO-decline 154 85¢ 83 718 515 661 428 210 3628
§ DET-cartel 158 83¢ 82 686 515 64E 453 204 3582
8 STO-cartel 158 83¢ 82 686 515 64E 453 204 3582
DET-combi 158 82¢ 82 668 507 634 452 204 3531
STO-combi 158 87 82 668 507 634 452 204 353Q

198



Table 21: Production, consumption and net trade 204 0 (bcm/y)
. Asia Caspian Middle North . South
Data Case Africa Pacific Regpion Europe East America Russia America Total
DET-base 52¢ 448 379 231 871 434 683 254 3829
STO-base 52¢ 447 379 231 871 434 683 255 3828
S | DET-decline 54z 436 387 174 892 377 698 260 376b
§ STO-decline 54z 436 385 182 892 381 695 259 3772
B DET-cartel 45k 444 431 257 853 442 628 229 3739
a STO-cartel 454 444 433 256 854 442 627 229 3739
DET-combi 46E 434 447 186 870 382 637 239 3660
STO-combi 464 434 445 190 868 385 638 239 3663
DET-base -17¢ 101 0 0 -136 193 -1 -41
2 STO-base -17¢ 102 0 0 -137 194 -1 -43
2 | DET-decline | -18¢ 101 0 0 -169 237 -1 -5(
E STO-decline| -18€ 100 0 0 -166 234 -1 -49
(2') DET-cartel -13C 79 0 1 -146 164 0 -24
- STO-cartel -13C 79 0 0 -145 164 0 -24
2 | DET-combi | -13¢ 66 0 13 -179 207 0 -36
STO-combi | -13E 67 0 12 -178 205 0 -35
” DET-base =177 335 -299 499 -160 -2 -255 -2
é STO-base =177 336 -299 499 -160 -2 -255 -2
£ | DET-decline| -18C 336 -308 528 -156 -1 -276 -2
@ | STO-decline| -18C 336  -306 524  -158 -1 272 -2
D DET-cartel -14¢€ 332 -352 429 -135 -2 -186 -2
-% STO-cartel -14€ 332 -354 431 -136 -2 -185 -2
© DET-combi -151 334 -369 454 -128 -2 -197 -1
< | STO-combi | -151 334 -367 452 -126 -2 -198 -]
DET-base 174 884 79 729 575 625 427 210 3708
- STO-base 174 885 79 729 575 626 427 209 3704
2 | DET-decline 17z 872 79 701 567 612 421 208 3633
g’ STO-decline 17z 872 79 705 568 613 422 208 3640
@ DET-cartel 179 855 78 685 573 602 442 204 3618
S STO-cartel 17¢ 855 78 686 573 602 442 204 3619
DET-combi 17¢ 833 78 651 564 587 440 202 3534
STO-combi 17¢ 834 78 653 564 587 440 202 3537
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Table 22: Volume-weighted average wholesale prices

. World ($2005/kcm)

Case 2005 2010 2015 2020 2025 2030 2035 2040
DET-base $165 $195 $234 $270 $317 $374 $421 $479
DET-combi $165 $198 $239 $280 $331 $395 $453 $525
DET-decline $165 $195 $234 $270 $320 $380 $434 $502
DET-cartel $165 $198 $239 $280 $328 $389 $440 $501
STO-combi $165 $198 $239 $280 $331 $395 $453 $524
STO-cartel $165 $198 $239 $280 $328 $389 $440 $500
STO-decline $165 $194 $234 $270 $319 $379 $433 $500
STO-base $165 $194 $234 $270 $316 $373 $421 $479
Table 23: Volume-weighted average wholesale prices  in Central Europe ($2005/kcm)

Case 2005 2010 2015 2020 2025 2030 2035 2040
DET-base $189 $228 $272 $311 $364 $429 $473 $520
DET-combi $189 $255 $308 $359 $421 $511 $589 $678
DET-decline $189 $228 $272 $311 $369 $443 $508 $579
DET-cartel $189 $255 $308 $359 $419 $499 $554 $603
STO-combi $189 $258 $308 $359 $423 $510 $587 $675
STO-cartel $189 $258 $308 $359 $418 $498 $552 $600
STO-decline $189 $227 $273 $312 $367 $439 $503 $571
STO-base $189 $227 $273 $312 $364 $429 $473 $520
Table 24: Volume-weighted average wholesale prices in United States & Mexico
($2005/kcm)

Case 2005 2010 2015 2020 2025 2030 2035 2040
DET-base $206 $257 $334 $416 $484 $562 $647 $746
DET-combi $206 $258 $339 $431 $510 $604 $706 $830
DET-decline $206 $257 $333 $416 $489 $570 $659 $775
DET-cartel $206 $258 $339 $431 $505 $593 $686 $796
STO-combi $206 $257 $339 $431 $508 $604 $705 $829
STO-cartel $206 $257 $339 $431 $504 $593 $686 $796
STO-decline $206 $258 $335 $416 $486 $570 $658 $774
STO-base $206 $258 $335 $416 $482 $561 $645 $745

Table 25: Volume-weighted average wholesale prices

in Japan & South Korea ($2005/kcm)

Case 2005 2010 2015 2020 2025 2030 2035 2040

DET-base $282 $319 $375 $415 $481 $572 $658 $763
DET-combi $282 $366 $397 $446 $517 $613 $707 $831
DET-decline | $282 $319 $375 $415 $483 $577 $662 $775
DET-cartel $282 $366 $397 $446 $514 $603 $697 $809
STO-combi $282 $374 $39%6 $446 $517 $612 $707 $830
STO-cartel $282 $374 $396 $446 $513 $603 $697 $809
STO-decline | $282 $311 $375 $415 $484 $576 $661 $773
STO-base $282 $311 $375 $415 $479 $572 $658 $763
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7 Benders Decomposition for Large-Scale Stochastic
Mixed Complementarity Problems

In this chapter a Benders decomposition (BD) apgrdar large-scale stochastic mixed
complementarity problems (MCP) is presented. Caysrece characteristics for the
specialized method are compared with solution tiofesill-scale extensive-form MCP

as well as convex optimization problems. Smallesdaiplementations are analyzed to
show that small numerical deviations occur. Thesmerical deviations are the likely
explanation for the problems encountered when gryorsolve some of the large-scale
problems.

In Chapter 6, a stochastic complementarity modal eeveloped and applied to a natural
gas market case with four stochastic scenarios.cBlailation time to solve this four-
scenario problem was a few hours and thereforetséoough for most realistic
applications such as policy or market analysis. e\@v, analysts or regulators may be
interested in including more scenarios or a leggeggated data set, which would likely
result in much higher calculation times. To addréss potential calculation time
problems, in this chapter a Benders decompositmpraach for large-scale stochastic
mixed complementarity problems (MCP) is developad applied. It will be clarified
that there are two alternative routes to formuthte master and subproblems. The more
difficult route follows the VI-based approach deymdd in (Gabriel and Fuller, 2010) and
the easier route takes the generalized Bendersoagprin (Geoffrion, 1972) as its
starting point. As a result, a number of mastersaraproblem variants are developed and
applied, and are compared on their merits regardadgulation times and number of
iterations needed to obtain a solution. Along theywt will become clear why in the
implemented approach no feasibility cuts are needad that only optimality cuts are
added in each iteration of the decomposition apgires. Some of the main findings in
this chapter include that the approach developgd@abriel and Fuller, 2010) performs
better on optimization problems in terms of theetimeeded to converge and solution
accuracy relative to optimization-based approadb@&sed on (Geoffrion, 1972).

This chapter presents the third major contributbrnhis dissertation in the form of the
application (i.e., the adjustment, extension anglé@mentation) of a BD approach for
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large-scale stochastic MCP. No models are actualved quicker using the

decomposition method relative to solving the fuidle extensive-form models, but it is
argued that implementing a parallel processing @gugr and using other software would
make the decomposition method faster. Numericalpeaational problems prevented the
successful solution of the largest problems trigte largest stochastic MCP (problem B)
solved with the BD approach contained 47,373 amkedan 13,684 seconds (wall-clock
time) or 2,036 seconds of CPU time. Solving thishbem in extensive-form took 16

minutes and 45 seconds. The largest stochastic {p@&dlem E) solved in extensive-

form contained 117,481 variables and solved in 28 & conds.

Due to the numerical difficulties the scalabiliti/tbe approach was not proved, however
the results support that the decomposition methasléhgood potential to significantly
reduce solution times of large-scale stochastic MCP

7.1 Introduction
A main objective of the research presented indigsertation was to develop a method to

solve large-scale stochastic mixed complementartplems (MCP) that would address
the memory and calculation time issues arising wketting up and solving full-scale
extensive-form stochastic models. Chapter 5 diszussrious methods to do so. The
starting point for the approach are the method®ldged by Benders (1962), which he
called partitioning procedures, but which have rlabeen referred to as Benders
Decompositiort®® Benders developed the decomposition method featimptimization
problems. Geoffrion (1972) extended the method dovex mixed-integer non-linear
programming problems (NLP). Perfectly competitived anonopolistic markets can be
modeled as convex NLP (see Chapter 2) and Geofriapproach is applied to a
stochastic multi-period optimization model. Howevemarkets with imperfect
competition where more than one player exerts ma&eer, such as the global natural
gas market, cannot be modeled as optimization gnabl(Chapter 2). To represent the
competition characteristics in these imperfect raerlother model variants, such as MCP
or variational inequalities (VI) are needed. Amdhg MP and SP variants developed in

185 The article was reprinted as (Benders, 2005).
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this chapter, only the MP-LCP, SP-MCP using theb®$ed cuts can be applied to the
stochastic MCP under consideration.

Fuller and Chung (2005) developed a Dantzig-Wab&V( Dantzig and Wolfe (1960))
decomposition approach for VI, which in a later grapras used as the foundation for a
Benders decomposition (BD) approach (Fuller and mghi2008). Gabriel and Fuller
(2010) extended the Benders decomposition apprtoaisl applicable to stochastic MCP.
They provided mathematical details, proofs and sdveumerical examples. The
numerical examples contained eight first-stageabdes and up to 20,000 scenarios.
Model agents include power generators and eletgtrggid owners. The model has two
stages in which power generators face stochasterse demand curves in the second
stage. The first-stage decision for the power gepes is to decide on how much (low-
cost) slow-ramping generation capacity to bringiranl while in the second stage a
decision is made about (expensive) rapid-rampipacigy.

In this chapter the Benders decomposition appragsteloped by Gabriel and Fuller is
extended and applied to multi-period natural gasketaproblems. The problems will
include more and different types of model agentsiltiple future periods and a
separation of first-stage capacity and second-sigggntity decisions. Generalized
Benders decomposition for convex programming (Gewff1972) is applied to profit
and welfare maximization problems, for which unttex assumptions of linear capacity
investment costs, the master problems (MP) areatdingrograms (LP) and the
subproblems (SP) convex non-linear optimizatiorgpams (NLP):°® The mathematical
formulations are derived and applied to numericedngples containing the aspects
relevant for the natural gas market as modeledhenWGM (see Chapter 3). Next, the
Karush-Kuhn-Tucker (KKT) conditions (e.g., (Cott¢ al., 1992)) are derived for the
linear MP and the convex SP. The KKT conditionstioé MP and SP are used as
alternative model formulations in a BD approaclnteestigate the impact on calculation
times of using different model types and solvers.

186 Sp s used to abbreviate the singular and plucatis: Similarly for other abbreviations such as MCP
NLP and VI.
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The decomposition method developed in (Gabriel ulter, 2010) is summarized. In an

appendix to this chapter the groups of variables equations in the natural gas market
model are identified and matched with the varialsled equations in the former papers
(see Table 42 in Section 7.9 at the end of thiptra Interestingly, except for the KKT

conditions for the Benders cuts, the KKT conditidlesived using the VI-based approach
(Gabriel and Fuller, 2010) are identical to the Kkdnditions derived from MP and SP

following (Geoffrion, 1972). This is not a surprisgince in the generalized Benders
decomposition approach, the economic consideratignthe individual market agents

are identical and represented accurately, howdweroptimality cuts in that approach

misrepresent the obtainable SP solution valuesylomith and Cournot market structures
and this is corrected by the optimality cut develbjn (Gabriel and Fuller, 20135’

Figure 52 below illustrates the alternative routeslerive the MP and SP developed in
(Gabriel and Fuller, 2010). The starting point,the left-upper corner are nonlinear
programs (NLP) for which Geoffrion (1972) generatizBenders decomposition. The
NLP formulation is presented in Appendix 7.8, ahd MP and SP in Section 7.2. The
KKT conditions derived from these MP and SP aresg@méd in Section 7.3. The
approach developed in (Gabriel and Fuller, 201®hessecond derivation route, clarified
in Section 7.4 As illustrated in the right part of Figure 52 batbproaches result in the
same KKT conditions systems (MP-LCP and SP-MCR)epkfor the optimality cuts.

187 A hybrid market involves players exert varyingaes/of market power.

188 The foundation for the decomposition approach kigesl in this chapter comes from (Fuller and
Chung, 2005), (Fuller and Chung, 2008) and (Galarel Fuller, 2010). Fuller and Chung (2005) develop
Dantzig-Wolfe (DW) approach for VI. Using dualitiyetory (see Chapter 2) (Fuller and Chung, 2008)
developed a Benders decomposition (BD) approackifoGabriel and Fuller (2010) extended the latter
be applicable to stochastic MCP.
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Figure 52: Alternative routes for deriving the VI-b  ased master and subproblems

In the numerical experiments section the optimaaproblems for perfectly competitive
and monopolistic markets are solved using all vasisof MP and SP. Using various
combinations the needed calculation times, numbefsiterations needed and
convergence speed are compared. An interestindt iesthhat the VI-based approaches
needed fewer iterations and less calculation tirhant the optimization-based
decomposition approaches, including the KKT vadamext the computational results
for a number of large-scale stochastic problemgeesented. The chapter will conclude

with a discussion of various implementation issues.

While performing this research several issues awgitle the used software: GAMS
(Brook et al., 1988) and solver PATH ((Dirkse aretrts, 1995), (Ferris and Munson,
2000)). In the appendix at the end of this chajmeitations and workarounds necessary
to implement the Benders approach in GAMS are dsed. Also, an extension to the
approach is discussed that guarantees the fegsifilsubproblems by setting minimum
limits for aggregate capacity expansions in casexadting supply contracts with future
start dates for which the current capacities dosnéftce®®

189 For problems without contracts, the zero vectaiigays feasible to the SP.
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In the numerical sections of this chapter variolbsriaatives for solving stochastic MCP
are compared. There are two full-scale extensiwehsistic model versions, one based on
a stochastic social welfare maximization approasha@ne based on an MCP.

There are three alternative master problems:

1. alinear program (LP)

2. alinear complementarity problem based on gene@ligD (Geoffrion, 1972) (LCP)
3. an LCP based on the VI approach of (Gabriel anteF12010).

Also, there are two alternative subproblem formars:
1. a non-linear program (NLP)
2. a mixed complementarity problem (MCP).

The final goal of this chapter is to solve largatscstochastic MCP. However, many
interesting problems can be cast as optimizatiamblpms, and much insight can be
obtained from analyzing and comparing related imgletations. To solve stochastic
optimization problems all MP and SP variants can doenbined, resulting in six
alternative ways to apply the decomposition apgrdac solving perfectly competitive
and monopolistic markets. Tables 1 and 2 summéngzearious solution approaches.

Table 26: Full-scale extensive-form solution approa  ches

Market forms Approach Abbreviation
Perfectly competitive and monopolistic marketSurplus maximizatior FullOPT
All markets, including Cournot and hybrid Complertseity FullMCP

Table 27: Decomposition approaches

Market forms Sub | SP-NLP SP-MCP
Master

Perfectly competitive MP-LP LP-NLP LP-MCP

and monopolistic markets MP-LCP LCP-NLP LCP-MCH
MP-VI VI-NLP

All markets, including Cournot and hybrid  MP-VI NACP

The results of the various implementations show e decomposition approaches need
relatively much time to solve small-scale probletho® to the overhead added (such as

file-10), but when problem sizes grow the calcuattimes increase much less compared
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to solving the full-scale extensive-form modelstehastingly, the (more general)

decomposition approach based on (Gabriel and F@00) outperforms other methods,
needing fewer iterations and less calculation timesach convergence. As a prelude to
numerical challenges, some convergence resultsliaoeissed in detail, showing that
even very small problems can have noticeable demstin converged results. When

solving bigger problems various numerical issuesdd up (see Section 7.11). For some
issues good work-around were found, however forlementing the approach on very
large-scale problems it is recommended to use tminative software platform and

implement parallel processing (see Section 7%).

The first section will start with the optimizatidrased decomposition approaches.

7.2 Benders decomposition for convex non-linear programming

Benders decomposition was discussed in Chaptern8luding some numerical
illustrations. Benders decomposition separatesptioblem at hand into various parts.
One part is called the master problem (MP), theerogart (or parts) the subproblem(s)
(SP). The MP contains the ‘complicating variablésat make the original problem
difficult to solve, whereas the SP is relativelysydo solve. The MP and SP are solved
iteratively. In each iteration, the MP determinesodution for the complicating variables
and the SP is solved to determine the best solptigsible, given the MP results.

The MP contains a varialdewhich approximates the optimal value function of &P
(Conejo et al., 2006). Information from the SP #ohs in the form of dual prices, is
used in the MP to improve the value®t Every iteration provides a lower bound and an
upper bound to the objective value of the origprablem. Iteratively the MP and SP are
solved, until the lower bound and upper bound areak(or very close to each other) in
which case the solution has converged.

To implement Benders decomposition the complicatiagables must be identified. In
multi-period, stochastic models the complicatingialsles are usually the variables that
in some way link periods to each other, therebywegméng the solution of the original

10 The decomposition approach was implemented usilg& (Brook et al., 1988).
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problem by blocks (see Chapter 5, L-shaped methodye the complicating variables
are set to fixed values, the original problem degoses into blocks: subproblems for all
scenario tree nodes. See Figure 53 below for amebeaof a scenario tree.

Figure 53: Scenario tree with four scenarios

In the WGM presented in Chapter 3 the complicatiragiables are the capacity
expansions. The capacity expansions are complg;agince once capacity is in place it
is available in all future periodé® Figure 54 shows four capacity constraints for a

stylized problem. Variablé€3 are capacity-constrained quantities, &P is the initial

capacity. The left-most large gray part are theacap expansion variables (with a one-
period time lag for expansions to become available)

-Q > -CAP
A, -Q, > -CAP
A +4, -Q > -CAP
A +A,  +A, -Q, | = -CAP

Figure 54: Block structure for capacity expansions

"1 The model introduced in Chapter 3 also includesplizating constraints for the gas reserves. Tal de
with this complicating aspect a DW approach cowddctbnsidered. However, the gas reserves constraints
are not used in the implementations due to unabiéitiaof input data (see Chapter 4) and in thigter

the focus is on the capacity expansions as the licatipg variables. If the gas reserves constraitld

be used in implementations, the approach discusshés chapter would have to be adjusted to
accommodate incorporation. DW could be used, oresfmmm of Lagrangian relaxation. Alternatively, the
guantities produced could be included in the MHs TWould, however, result in other challenges and
possibly induce the need for feasibility cuts adl.v@ee (Cabero et al., 2010).
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Once the capacity expansions are taken out of tbblgm (or fixed to a value) the
problem decomposes into blocks (Figure 55 belovechEof these blocks is a single-

period market-equilibrium problem that can be sdlgeparately.

-Q > -CAP
-Q, > -CAP-A,
-Q > -CAP-A,-A,

-Q, | 2-CAP-A-A,-A,
Figure 55: Problem separation by block

Beside computational measures to reduce the cétmulame, there are also options to
reduce the model size and thereby the calculatme. tFor example, the storage operator
problem can be modeled with fewer equations in@season data set, since not all three
of the injection, extraction and working gas capacestriction for each storage facility
are needed. In a two-season data set, only infeadioextraction, or working gas can be
limiting.*"? The working gas constraint can be used to reptesklimitations to storage
capacities. To do so, the working gas capacity datat be adjusted using the following

equation: VTGsszmin{WGf,(l— losg) days INJ, days x;IiF. Also the expansion

costs for working gas need to be adjusted to reptethe costs for injection and

extraction capacity expansions as well.

The market equilibrium in perfectly competitive kets can be found by maximizing
social welfare (Walras, 1977). The market equilibriin monopolistic markets can be
found by maximizing the aggregate profit of the myoly supplier and all other price-
taking model agents. In Section 7.8 the mathemdbeaulation of a model to maximize
expected social welfare is presented. In Secti8nl the notation used throughout this

chapter is introduced.

172 Theoretically, there can be more than one bindimstraint at the same time, but that does notffe
the possibility to reduce the number of equatiandiacussed. Generally, there will be one restricthat
is the most limiting, which makes the others recamd
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The generalized Benders decomposition developé@eoffrion, 1972) can be applied to
optimization problems. Given the linear capacitpaxsion costs, the MP are LP and the
SP are convex NLP. In the following, the master bfgm formulation for the
decomposition method is presented based on thelrfodrilation in Section 7.8.

7.2.1 MP for the multi-period optimization problem: MP-LP

The capacity expansions are considered the comiplicaariables, so they are included
in the master problem, as well as the upper lirtotcapacity expansions. All other
variables and equations are part of the subprobl&wltowing the Benders approach, a
variablea is included in the MP as an approximation of tieedBjective function values

(Chapter 5, (Conejo et al., 2006)). To facilitdte tlerivation of the KKT conditions and
the comparability of results, the MP and SP aré¢t@mias minimization problems. Hence,
the MP can be written as the minimization of thebability-weighted and discounted

investment costs for capacity expansions @tus

H A SA S
A:mmAlg,g ; pmym{za CAaAnA amt zs C’ASA s} ta (7.2.1)
To address limitations to capacity expansions E®&.6) and (7.8.8) are included:
Ah,<Ah Dam  (ph) (7.2.2)
AS,<BS, Osm  (pg) (7.2.3)

The Benders optimality cuts approximate how varymg capacity expansions relative to
former MP solutions will change the aggregate dbjecfunction value of the SP. In

every iteration an optimality cut is added to th® Montaining the values of capacity
expansions of the previous MP, the aggregate obgeetalue and the dual prices to
capacities from the previous SP and the decisioablas of the current MP.

The following symbols are used in the cuts, forat@nit:

A MP solution value for arc capacity expansionsmeri/d)
A>"  MP solution value for storage working gas capaeikgansions (mcm)
A&t SP solution value for dual price of arc capacagstraint (7.8.5) (k$/mcm/d)

AS" SP solution value for dual price of storage cagamnstraint (7.8.7) (k$/mcm/d)
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Z>®  The probability-weighted discounted sum of SP ciipje values (k$)

In iterationit+1 theit™ cut is added to the MP. The set of cuts is writisi’®

a +meym(2/1§a‘fn > A n 2 A% 2, A ;
m ad mO suck i suce)m

ot (64) (24

RNV DL S VI Nt
m ad

mO sucE I succ)m

Lastly, a brief note on feasibility cuts, the otlygwe of cuts commonly found in Benders
decomposition approaches (see Chapter 5). Whennlpakt the model presented in
Section 7.8 and more specifically the subproblefimdi®n, it is immediately clear that
the zero vector, the vector where all (primal) diexi variables are zero, is a feasible
solution, regardless of the values for the capaexdyansions. Hence, no infeasible SP
will be encountered and no feasibility cuts areessary in the implementation of the

decomposition approach.

Next, the subproblem formulation is presented.

7.2.2 SP for the multi-period optimization problem: SP-NLP

The capacity expansions are determined in the MB,emter the SP as fixed variables
and the investment costs are not included in theolgéctive. If all scenario nodes are
combined into one large SP, the expected socidhreefunction to be maximized can be

written as follows:

2
3SLRm| >, T
taT (n)
maXZ pmym dd + Z tndm ( INT\r/:iim SLp;vdmz t;d\r/nvj (7.2.5)
mOM mIN dJ D t0T (n)
- Z Cpm(dem)_ Z Cadeadm - z Clsd Sd:]—’l
pOP(n) aba* (n) sog( 1

3 The weighting of the dual priced; and /IS with P, )., are addressed in the following paragraph.
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Besides calculation time problems, another issugetaddressed by using decomposition
techniques is size reduction of potentially largedels that otherwise may not fit into a
computer memory. Decomposition of the SP in smalbats, for instance by separate
scenario tree node, can facilitate separate otlpbpaocessing of the SP with potentially
large reductions in run timé&’ Therefore, the SP are decomposed by separateriscena
node. To write the models and notation more sutginthe probabilities and discount
rates are left out of the subproblems. Doing sd wit alter the obtained market
equilibria in terms of produced, traded, and corsdivolumes; however it will affect the
scaling of the dual pric€$® The SP for a scenario nodecan be written as:

2
%SLF::{ 3 QL;;VJ Ly ;;,W( NTY — SLEY' dj
max)_ > d, a7 (n) 71 (T (1)
RSy @ Y A T- T T

pOP(n) ada’ (n) s0g(1)

(7.2.6)

For simplicity and as a prelude to the implemeantatf the decomposition approach, in
the parameters the index is maintained, but not in the variables. The s#&nteue for

the restrictions presented below. This indicates the model size of each SP according
to Eq. (7.2.6) is an order of magnitushesmaller than the aggregate SP according to Eq.
(7.2.5).

The SP for each scenario tree nadmcludes the production capacity restrictions (#).2
the nodal mass-balance Eq. (7.2.8) and the starage-constraints (7.2.9):

Q" <CAPm Opd (at) (7.2.7)
I Y (1L FL+ X, = QR+ Y Fl+il, Otnd (41) (7.2.8)
alla’ () aJa (n)
(1-1) Y d 7= Y d XTy Ot (¢5) (7.2.9)
dOD doD

In the arc capacity restriction, the arc capacitidded, are fixed to the last MP solution

Ajit .
valuesA, :

17 Run time: time elapsed, or total wall clock timeeded to solve a problem. Run time includes aktim
needed for reading and processing data, genenatigls, file-1/0, communication with the solverada
the net calculation time. Net calculation time: 68U time consumed by the solvers. Gross calcuatio
time: net calculation time plus communication timi¢h the solvers.

5 The scaling is done in the cuts, see equation4).2
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Q4 T<CARL+ Y AAY Oad (14) (7210

m'O pred n)
Similarly, in the storage capacity restriction daled working gas capacities are fixed to
the MP solutionsA®:':

(1-1,) 3 d,Q5 TSCAPm+ Y ASF Os (43 (7.2.12)

dob m'0 pred n)

Lastly, the three market-clearing conditions: betwehe producer and traders (7.2.12),
for arc capacities between the TSO and the trg@e2sl3) and for storage (7.2.14):

Z Qs Ond (75,,) (7.2.12)
T=> Fi Oad (r;‘d) (7.2.13)
t
Q"= > 5 Ond (rfd) (7.2.14)
T (n(9)

In each SP the objective function value for a grgglenario tree node is determined. To
determine the aggregate value @} that is used in the Benders cuts (Eq. (7.2.4)) the
probability-weighted discounted sum of all SP obyex function values is calculated.

The weighting of the dual priced’, and A obtained from the SP is done in the cuts

(Eq. (7.2.4)).

7.2.3 Bounds

Every iteration of the Benders method provides lisuto the objective value. In the
minimization problem, expression Eq. (7.2.1) preadower bounds, the theoretically
best obtainable values:

LB = Z Dmym{z oo +Z Cop> 't} (7.2.15)

These lower bounds monotonically increads®, > LB'™, hence the last one provides the
tightest ((Benders, 1962), (Conejo et al., 2008pper bounds are obtained from feasible
solutions. They are not monotonically increasing are determined through:

UB! = min( UB'* Z nﬂym{Z p +Z CoR, 't} anpJ (7.2.16)
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andUB® =+ . UB" is also referred to as the best feasible solufitye. convergence gap

is defined aBB" - LB"and convergence is assumed when this value is |thar a
predefined threshold value.

The decomposition approach consisting of the MP. (EQ®.1)-(7.2.4)), SP (Eq. (7.2.6)-
(7.2.14)) and bounds (7.2.15)-(7.2.16) are appitegeveral numerical examples for the
natural gas market. Before presenting numericalligsthe KKT conditions for the MP

and SP are derived. These KKT conditions are use@ icomplementarity model

alternative for the optimization-based approach thns section. Using alternative

formulations allows for trying different solvers dannvestigating the differences in

calculation times and other convergence charatiteyis

7.3 Complementarity variant of Benders for optimization

Optimization problems can be cast as a complemgngaoblem (e.g., (Nash and Sofer,

1996) or Chapter 2). Under some common assumptsutd) as convexity of objective

functions and of the feasible region, the equivedeof the solutions often can be proved
(see Chapter 2). For solving optimization probleamsl complementarity problems,

different methods are needed, with different soluttimes dependent on the model
structure and data characteristics. Since reduzahgulation times is one of the research
objectives, it is worthwhile to investigate solutibmes of various modeling and solution
approaches.

7.3.1 KKT conditions for the MP of the optimization problem: MP-LCP

Deriving the KKT conditions for the linear optimizan problem MP-LP results in six
complementarity conditions that form the MP-LEP.Eq. (7.3.1) represents the
stationarity condition for arc capacity expansiogg; (7.3.2) is the limit to arc capacity
expansions. Similarly Eq. (7.3.3) is stationarity fstorage capacity expansions and
(7.3.4) restricts the storage expansions. Eq. 5y @ovides the Benders cuts. The last
condition, Eqg. (7.3.6), results from the variable

0<A? 0 PufalantPor 26" D PV 2 A2 0 Oa,m (7.3.1)

it mOsucg n) d

176 Eor the notation used see Section 7.8.1
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O<ph O AL -A% >0 Oa,m (7.3.2)

0<AS [ pmymC’i‘E;wim-Z@" DZMI%V i Os,m (7.3.3)
0<ps O A -A% >0 Os,m (7.3.4)
a + Pl 2w 2 A +ZAS" D, A%
m ad i suc M suce)m
0<6'0 ' Oit  (7.3.5)
20T nn| LA ¥ AN+ TAN 3 A%
m ad i suc M succ)m
>0
a freg 20 —1=0 (7.3.6)
it

The next sub section presents the KKT conditionsHe subproblems.

7.3.2 KKT conditions for the SP of the optimization problem: SP-MCP

For clarity and consistency with previous chapténg, KKT conditions of the SP are
presented grouped by playéf.

7.3.2.1KKT conditions for the producer problem

The SP-MCP contains two complementarity conditifimseach producer. Eq. (7.3.7) is
the stationarity condition for production by produp and Eq. (7.3.8) provides the upper
bound to the daily production raté.

0<Qy "0 d, ( ﬂﬁmﬁaciﬁ;ﬁf”) A%,20 0d  (7.3.7)
0< A%, O CAF’im-QﬁdZO 0d  (7.3.8)

7.3.2.2KKT conditions for the trader problem

For each trader there are five stationarity conditions and two sabhalance conditions.
Eqg. (7.3.9) shows the stationarity condition forghases from producers. Eg. (7.3.10)

7 One interesting fact to point out is that the K&dhditions based on the social welfare maximization
approach are identical to the KKT conditions detdifi®mm a equilibrium modeling approach where
different players are modeled as separate profiimaing entities.

78 Note that the value fo};d in (7.3.7) is implicitly scaled with the numberddys in the seasafy, but
not with the probability or discount rate of thesario.
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and (7.3.11) are stationarity for storage injecticand extractions respectively. Eq.

(7.3.12) is stationarity of arc flows, where acstarts at noden™ and ends in node”’.
Eq. (7.3.13) is stationarity of sales to end-usérshere, in optimization problems all

Cournot coefficients,

thm

=0, except when a monopoly is modeled. In that ctsae is

only one trader and the value for 8] =1. Lastly, Eq. (7.3.14) provides mass balance by

node and Eq. (7.3.15) is the storage cycle comstrai

0<Q,"0 dym,-¢g,=0 On,d (7.3.9)
0<If, O dy(cs+75)+@l-(1-1,)dp5= 0 On,d  (7.3.10)
0<X,, 0 d@&-¢,=0 Ond (7.3.11)
O<FL O dy(ch+7h)+ Bima A= 10 420 Da,d  (7.3.12)

0<Q," O ¢, —dd(lNTnV(ij— SLP, Z Q.+ {;dWD >0 On,d  (7.3.13)
t'OT

;JP"' Z (l_la)Ft;d-'-xtTnd

ada’ (n)

T free >0 On,d (7.3.14)
P QY- Y FL-1L
ada (n)
¢s free (1_ lsn);d dl Isd_zd:d X 'sa= 0 Os (7.3.15)

7.3.2.3KKT conditions for the TSO

For the TSO Eg. (7.3.16) denotes the stationafitgro capacities assigned and (7.3.17)
the capacity limitation resulting from the initiehpacity and the last MP solution:

0<QAi 0 A4-d,r5=0 Od  (7.3.16)
=" i
0<AA O CAPam+ Z@( H)AQ;J - Qu=20 Od  (7.3.17)
mT pre:

7.3.2.4KKT conditions for the storage operator

For the storage operator Eq. (7.3.18) denotestdtmsarity of sold injection capacity,
and Eq. (7.3.19) the restriction on total injectiaiue to limited working gas capacity,
resulting from the initial capacity and the last Bi#tution:
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0<Q5 "0 (1-1,)dAS-d 7520 0d  (7.3.18)

0<AS 0 CAP; + > AL -(1-1) > dQ% =20 (7.3.19)
m'd pred( ) d D

7.3.2.5Market clearing

The market clearing of produced volumes betweerptbducers and the traders is given
by Eq. (7.3.20). The market clearing of arc capexiassigned and used between the TSO
and the traders is given by (7.3.21). The markesrahg for storage injection capacities is
given by (7.3.22}"°

P-T TP _
I, free Qu(r)a 'tDZ(:n) Qng " =0 On,d  (7.3.20)
A free Qum ~ Z, Fiaom=0 Oa,d (7.3.20)
ST T —
rS, free Qram™ m;n) linm = O On,d (7.3.22)

This concludes the presentation of the KKT condgialerived from the master and
subproblems for the optimization models. When the-MCP (with Benders cuts, Eq.
(7.3.5)) and SP-MCP are used instead of the ofigipamization problems, this will be
referred to as the complementarity variant. Notg the complementarity variant is only
applied to optimization problems and that the saivective values and bounds (Section
7.2.3) can be calculated as for the original otation-based problems: MP-LP and SP-
NLP.

The following section provides more details abdwt VI-based decomposition approach.

7.4 VI-based decomposition for stochastic MCP

The foundation for the decomposition approach dged in this chapter comes from
(Fuller and Chung, 2005), (Fuller and Chung, 20883 (Gabriel and Fuller, 2010).
Fuller and Chung (2005) develop a Dantzig-Wolfe (D&@proach for VI. Using duality

theory (see Chapter 2) (Fuller and Chung, 2008kld@ed a Benders decomposition

179 Note: the inclusion of the inverse demand curva ssparate market clearing condition is not necgss
Wherever the wholesale market-clearing price wahlow up after deriving the KKT conditions, the
inverse demand curve can be substituted into @sepl(After deriving the KKT conditions, since dgithe
substitution before deriving the KKT conditions v@uesult in a Cournot Oligopoly formulation.)
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(BD) approach for VI. Gabriel and Fuller (2010) exdled the latter to be applicable to
stochastic MCP. First, some key results of the Bppraach in (Gabriel and Fuller, 2010)
are summarized.

7.4.1 Benders decomposition for stochastic MCP — summary

To facilitate transparency in the development ¢ 8D for stochastic MCP method,
(Gabriel and Fuller, 2010) distinguish several gatees of equations and variables.
There are four types of variables, and three tgbegjuations, presented in the following
two lists. The symbols in parentheses are the inotatsed in the following paragraphs.

The four types of variables include:

(a.)  the complicating, first-stage variablgs)
(b.)  second-stage variables with a non-constamiigna(q) :
(c.) second-stage variables that are free in swgh,a constant gradier(ty) ,

(d.)  second-stage variables that are nonnegatite axconstant gradier(tf )

The three types of equations include:

@i.) equations that apply to first-stage variables only,

(ii.)  inequality conditions applying to second and pdgdibst-stage variables,
(i.)  equality conditions applying to second and posdibdy-stage variables.

Eq. (7.4.1)-(7.4.3) show the equations and varglds well as the coefficient matrices
and the dual variable vectors that are used ifidli@ving sections.

AA 2b (020) (7.4.1)
AA +Bq +Cy +Df =>b (420) (7.4.2)
An +Bg +Cy +Df =p (¢ free) (7.4.3)
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In DW, the SP solutions are stored in a mat,. To enhance transparency Gabriel
and Fuller (2010) splitXs,in three parts to distinguish the solution valuesdifferent

Asp A% o Al [ X) g
variable typesXi, =| %, #% - Bl =| X .
kep Kip oo K| | Xiys

Here, the vectorss, contain the values of a new vector introducedrinlér and Chung,

2005). This vector is introduced to represEr(tq) , the gradient for variables where it is

non-constant. It facilitates the derivation of th#® and SP for the VI variant, but is

eventually substituted out of the formulation befanplementing the method. By using

the results from the previous papers, introductbrthe vector can be skipped, and
Xvil

belowF (q) is used. Write the SP solutions matrig, =| X}

it
XE(q)

Introduce 6 as the multiplier to the Benders cuts (7.4.6) ands the dual to the
convexity constraint (7.4.7§° Then the KKT conditions of the MP derived in (Gabr
and Fuller, 2010) form the following system. Eg.4(4) is the stationarity condition for
the first-stage variables. Eq. (7.4.5) provideslibands to the first-stage variables. The
Benders cuts are included by Eq. (7.4.6). Lastl¥.7) provides the convexity constraint.

Here, eis the unit vector with lengti.

0<AD d-Ap-A X'g- K X620 (7.4.4)
0<pd AA-b=20 (7.4.5)
0560 (x;) (Aa-B)+(x) (-G Xy) F(Ru0)raz0  qag)
O<al @e-1=0 (7.4.7)

Details for the coefficient matrices used above anchapping of the equations and
variables in this chapter on the ones used in (@aénd Fuller, 2010) are presented in
Appendix 7.9.

% nitially it may seem confusing to use varialgle here again, however it turns out to have the saee
as in the previous formulations when applying thethad for solving optimization models cast as
complementarity problems.
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7.4.2 Benders decomposition for stochastic MCP — formulabn

The former section showed the MP formulation. Gallaind Fuller did provide the dual
VI formulation for the SP, but did not present tK&KT conditions. For the model
presented in this chapter the KKT conditions fa 8P-VI are identical to the system SP-
MCP derived in Section 7.3.2.

Next, the derivations are made following Gabried aruller to obtain the MP-VI.
Conditions (7.4.4) result in the stationarity cdmis (7.3.1) and (7.3.3) that were
derived previously for the MP-LCP (see Section I).3Conditions (7.4.5) give the
capacity restrictions Eq. (7.3.2) and (7.3.4) ia MP-LCP. The third condition (7.4.7) is
the convexity constraint Eq. (7.3.6). Only whenidag the Benders cuts (7.4.6) there is
a distinction with the cuts in MP-LCP given by E@.3.5), see the following section.

7.4.3 Vl-based cuts

The cuts given by Eq. (7.3.5) in the MP-LCP (Settih3.1) contain variablea , the
aggregate SP objectiv&;” and a with the capacity expansions weighted aggeegf
the capacity shadow prices. The MP-VI cuts giverEly (7.4.6) (Section 7.4.1) contain
similar elements, but differ in some major detaMariable a is present, and so are the
shadow prices for added capacities. However in NiVI cuts, the aggregate SP
objective is replaced by terms representing theaive function values of model agents
that have an objective with a non-linear gradiant:this model the trader and the
producer only (see group (b.) in Section 7.4.1) simadow prices for capacities are also
multiplied by the already existing capacities, aply by the additions.

Concretely, the VI-based cuts are as follovi&t
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ZA;;;;(CApim)
p,d
+ZA£,,';(CAPam > A’;mJ
a,d mO pred m
0<6'0 a+) pPuVa +z/15 "(CAan zd n)ASS"J >0 (7.4.8)
m m'd pre
Q) )
+ > dy| INTy, = SLBG | T " Qo m
t,n,d,it’ +5t1r—1m ;Jw,it
aCPm(dern i STt
+ z d ( QP STt )0t demT '
p.d,it’ pdm

The former sections have discussed that the SPAdl SP-MCP are identical, and
between MP-VI and MP-LCP only the optimality cutfet. Table 28 illustrates how the
MP-LCP and SP-MCP (derived following the generaliBenders approach and taking
KKT conditions) and the MP-VI and SP-VI (derivedlléaving (Gabriel and Fuller,
2010)) compare.

Table 28: Comparing problem parts for Generalized B enders vs. (Gabriel and Fuller, 2010)

Problem part Geoffrion and KKT Gabriel and Fuller
MP stationarity and feasibility MP-LCP (Section. 18  MP-VI (Section 7.3.1)
Master problem optimality cuts Eq. (7.3.5) Eq. (8)4
Subproblem SP-MCP (Section 7.3.2) SP-VI (Secti@?].

In the above sections the master and subproblertine dfI-based decomposition method
have been given. Since the decomposition methaghigterative method, a stopping
criterion is needed. The stopping criterion devetbpn (Fuller and Chung, 2005) is a

convergence gap, which is presented in the follgveubsection.

7.4.4 Convergence gap
Fuller and Chung (2005) defined the following comence gap:

CG = H,(%e) -0 (%) | (K- %)
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They showed tha€CG" <0 and that when value€G" <0 (strictly), the addition of the
last SP solution to the SP-solution mat¥, still enlarges the feasible region of the

MP. And as long as the feasible region for the MRenlarged by adding the last SP-
solution, the MP may find another solution compatedthe former iteration, and
consequently the next SP-solution may also alteleFFand Chung (2005) proved that

under mild assumptions f@G" =0 a solution to the problem is found.

For the model presented in this chapter, the faligvdescribes the convergence gap:

(lmnvzm swzzm(z [T }j
T W, it

tndm MP
w ¥ - W, it - Wit
(lNTndm SLFng(Z ndm MP tnm tndm M}j
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=
o

+
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Here, the production cost curve proposed by (Goklmiet al., 1995) is used:

Q) = (i = ) Qia+ L Q)+ 2 CARn- ufim(1-2),

CAPy.m

with ¢l >0 the minimum per unit costs};%, =0 the per unit linearly increasing cost

term andc!:?, < 0a term that induces high marginal costs when pridoluds close to full
capacityCAPz,m. The marginal supply cost curve for this exprassso

P ofAP-T P T Rg Qb
Cpm (dem) dem+ dem pdm + demln( mjim

Since several terms cancel out, the convergenceayape simplified to the following:

222



T W, it T W, it
ndm, SP tn tndm SP
- W, it

tar
dm MP
T W, it T-W, it
t ndm, MP tnm tndm MP
P.,q P-T,it _ P T,it
2'dem l:qudm SP Q pdm Mg
P_T,it

+Z PT,it P_Tit Q
I i pdm, MP
p.d +dem.(|n( QL"‘PSP) In (1_dem,MP))

_zd Sndm

Pom CTAPom

CGit - ; RV +; (Anzrl; sp -A F;)(Ijtm MP) (mzm) (7.4.9)
+z (/]aAdrI; SP - Anclitm MI; (CWD”AT” + z AA'rith
ad mT pred 1)

(03 A:n;tMg(mfm+mDpZewAsn;;J

For this convergence gap to provide reliable infation, the function F in the problem
VI(K,F) must be strictly monotone (Fuller and Chung, 206%) optimization problems
this function F consists of the gradients of theébpsoblem objective functions.
Unfortunately, in the numerical experiments thecfion F was not always strictly
monotonic and this turned out to be a problem. ldeatternative convergence criteria

had to be used.

7.4.5 Convergence criteria

Three convergence criteria have been implementéd. first two criteria applied to
optimization problems only. The first criterion wasthreshold (16) for the absolute
difference between the lower bound and best uppendb lower than a specific threshold
(AbsTol), see Eq. (7.2.15) and (7.2.16). The seamitdrion was a threshold (£pfor
the relative difference between these lower and bpger bounds (RelTol). The third
criterion, used for both optimization and hybridriked structure problems, was that the

largest capacity expansion weighted with the squawe of probability and discount rate
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A" -A"" was lower than a threshold (30(Expans):®* Once any of the criteria

v PV

applicable for a model type was met, the decomiamsitin would be abortet§?

In the following section the various combinations master and subproblems are
implemented and compared to investigate what coatioim is the most promising
regarding convergence speed and solution time.

The analysis shows, that the among the decomposidpproaches, the MP-VI
approaches need significantly fewer iterations k3 time than the MP-LP and MP-
LCP approaches. For the numerical cases solveéxtamsive-form solutions methods
need less calculation than decomposition approa€hétowever, the calculation times
needed by decomposition approaches grow much lees wicreasing the size of the
problems than calculation times of the full-scaldeasive-form solution approaches.
This is an indication that the decomposition apphes perform better on larger

problems in terms of calculation time needed tvestihe problems.

7.5 Decomposition approaches — numerical results

As previously discussed there are six ways of cambi master and subproblems that
can be applied to solve stochastic optimization el@nd MCP. Table 29 shows all
combinations and the abbreviations that will beduserefer to them.

Table 29: Decomposition solution approaches

SP| SP-NLP SP-MCP
MP

Optimization: MP-LP LP-NLP LP-MCP
Optimization: MP-LCP LCP-NLP LCP-MCH
Complementarity: MP-VI VI-NLP VI-MCP

81 The reason for taking the square root is that vihere are many scenarios or periods in the fardut
the weight p_ y, would become very small, potentially allowing fardge deviations in future expansions

relative to optimal solutions.

182 The threshold values have been tuned during theerioal experiments to provide useful information
regarding the convergence of the algorithms.

183 One exception for which VI-MCP decomposition wastér but that is not presented in the subsection,
is for a stochastic model with four identical scers
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All combinations are applied to several data sets far varying market structures, but

only VI-MCP can be used to solve problems whereemibian one player exercises
market power.

The steps in the decomposition algorithms can bensarized as follows:

7.5.1 Algorithm steps

Read data set
Read scenario tree definition and probabilities
Define MP model
Define SP model
lteration counter = 1
Loop:
If (Iteration > 1)
Solve MP
Else
Set all MP expansion variables equal to zero.
Loop (scenario tree nodes m):
Set parameters for SP(m)
Solve SP(m)
End Loop
If (Iteration > 1)
Calculate convergence metrics
If (a convergence criterion is met)
STOP
Else
Iteration&-Iteration+1
End Loop

Next, some remarks relevant for the implementaticBAMS are given.
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7.5.2 Implementation remarks

The solvers used are XPRESS for LP problems, PAFHMCP problems and CONOPT
and MINOS for NLP** In some numerical cases infeasibilities were entered for

theoretically feasible problems. Also, some rurssilted in deviating converged solutions
for decomposed problems and even for full-scalemopation, accompanied by GAMS
warning messages. Thus, algorithm termination ditl always indicate that an actual
solution was found to the problem and further ckelead to be made. Appendix 7.11
discusses tricks and workarounds that have beehtasmlve some of these problems.

7.5.3 Stochastic non-linear optimization problems — resu$

The problems solved in this section are all smadlugh to be solved in extensive-form in

a relatively short amount of time. Applying decorapion approaches to such modestly-
sized problems will generally increase the needdcutation times. However, analyzing

the convergence characteristics should help toigeowmsights into what decomposition

approach is best suited for solving large-scaldleros, in terms of convergence speed
and solution accuracy.

For perfectly competitive and monopolistic marketl,variants of master problem and
subproblem approaches have been applied. Calaulétioes, numbers of iterations
needed and convergence speed using various cornobimabf master problems and
subproblems are compared.

7.5.3.1Small-scale problems

The convergence analysis presented in this subsetthistrates what many numerical
experiments in this research have shown regardarging solution paths leading to
different convergence characteristics and smalledihces in converged results. For
small-scale optimization problems the decomposiipproaches need more time to solve
them then solving the original larger problems ire iece. Among the decomposition

184 CONOPT: CONOPT3. MINOS was only available in thmef stage of the dissertation. The obtained
performance improvement with MINOS for the NLP desbs is large. According to GAMS
documentation, MINOS is more suitable for NLP wittear constraints and CONOPT for NLP with non-
linear constraints. Indeed, the problems in thiaptér only have linear constraints.
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approaches, the VI-based approaches need fewatiotes and less time than the LP and
LCP approaches.

7.5.3.1.1 Convergence analysis for a seven-node problem

The first numerical comparisons are for a smaladsd#t, see Figure 56. This data set
contains seven nodes, of which five are countryespdne is a liquefaction node and one
a regasification node. Three countries have pregludiNO, NL and FR); three have
consumption (BE, DE and FR) and two have storagditias (FR and DE). There are
eight arcs, of which five represent pipelines dnéé a liquefaction shipping route.

Figure 56: Nodes and arcs in small-scale problem

There are two or four model periods and two demseasons in each period. The
stochastic scenario tree splits after the first afiter the second model period, resulting in
1+2=3 scenario tree nodes for the two period probland in 1+2+4+4=11 for the four-

period problems®® Table 30 presents the sizes of these problems.

185 Compare with Figure 53 in the beginning of thiapter, the only difference is that in the numerical
examples there are four scenarios instead of @ighe tree.
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Table 30: Problem sizes in number of variables

Problem Method Total number | Total number of ‘
of variables [expansion variable$
Two-period monopoly MCP 390 9
Two-period monopoly OPT 190 9
Two-period perfect competition MCP 493 9
Two-period perfect competition OPT 260 9
Four-period monopoly MCP 1506 63
Four-period monopoly OPT 740 63
Four-period perfect competition MCP 1905 63
Four-period perfect competition OPT 1018 63

Note that the monopoly problems contain fewer \mdeg than the perfectly competitive
variants as all separate traders are replaced é@ynamopoly trader.

The following four tables present metrics for ewaing algorithm convergence: number
of iterations needed (Num lIter), and seconds afutation time used (Calc Time). Also
output values are presented. From left to rightbpbility-weighted aggregate capacity
expansions (mcm/d) for pipelines, liquefiers, réfgas and storage working gas,
investment costs, trader and producer profits am$emer surplus (k$).

Table 31 shows that the VI-based approaches neeat feerations and less time to solve
the small-scale two-period monopolistic problem nthéhe other decomposition
approaches. Even for this small problem some ohggregate converged results deviate
in the second digit. The VI-based decompositionhmes give more precise resuffs.

'8 There are limits to the precision with which alfums (solvers) can calculate solutions. Many sotut
methods go through repetitive calculation stesditons) and termination criteria for these stepsally
allow for some minor deviations. When these dewiaiare smaller than a preset tolerance, they are
acceptable. Usually, these tolerances are veryl,sengl 10° or 10®, and the deviations should be small
enough so that for practical purposes the solut@onbe considered optimal. However, sometimes these
small deviations do have an impact, as the reguttis subsection clearly show.
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Table 31: Convergence analysis for small two-period monopoly
Method COnver Num C_alc F_>ipe- Liquef Re_gasiStorag Inv Trac_j Proq Cons
gence | lter Time lines ier fier e Cost Profit Profit Surp
Full MCP <0.1 0.0 2.18 0.66 2.00 3.84 121.532.65 49.05
Full OPTA <0.1 0.0 2.18 0.66 2.00 3.84 121.532.65 49.05
VI-MCP Expang 10 29 0.0 218 066 2.00 3.84 121.532.65 49.05
VI-NLP”* Expang 10 1.6 0.0 2.18 0.66 2.00 3.84 121.532.65 49.05
LCP-MCPADbsTol| 18 5.8 0.0 2.18 0.65 2.00 3.84 121.532.65 49.04
LCP-NLP*AbsTol| 18 4.0 0.0 218 065 2.00 3.84 121.532.65 49.04
LP-NLP~ AbsTol| 18 3.7 0.0 2.18 0.65 2.00 3.84 121.532.65 49.04
LP-MCP AbsTol 18 6.0 0.0 218 065 2.00 3.84 121.532.65 49.04

~Calculation times for NLP in this and the followithree tables are obtained using CONOPT3

Table 32: Convergence analysis for small four-perio  d monopoly
Method COnver Num Qalc Eipe- Liquef RegasiStorag Inv Trac_j Proq Cons
gence | Iter Time lines ier fier e Cost Profit Profit Surp
Full MCP 0.3 1.80 3.82 2.29 3.12 9.45 268.004.45 118.44
Full OPTA 1.2 180 3.82 229 312 945 268.004.45 118.44
VI-MCP Expang 36 282 1.81 3.82 229 3.13 944 268.004.45 118.44
VI-NLP* Expang 36 329 181 3.82 2.29 3.13 9.44 268.004.45 118.46
LCP-MCPExpang 205 194.8 1.81 3.82 228 3.12 945 268.004.46 118.47
LCP-NLP?AbsTol| 214 187.4 1.80 3.83 229 3.12 945 268.074.45 118.47
LP-NLP~ Expang 212 194.1 1.80 3.82 228 3.13 944 268.004.45 118.45
LP-MCP Expang 213 2069 1.81 383 229 311 945 268.0004.46 118.44

Table 33: Convergence analysis for small two-period

perfectly competitive problem

Method Conver Num Qalc Eipe- Liquef RggasiStorag Inv Tra(_:l Proq Cons

gence | Iter Time lines ier  fier e Cost Profit Profit Surp
Full MCP 02 453 300 147 3.00 1502 63.73 7527 97
Full OPT <0.1 453 3.00 147 3.00 1502 63.73 7527 97
VI-NLPA Expan§ 8 1.7 453 300 147 3.00 1502 63.73 7527 97
VI-MCP Expang 8 25 453 300 147 3.00 1502 63.73 7527 97
LCP-MCPAbsTol| 15 45 452 3.00 147 3.00 1501 63.75 7526 97
LCP-NLP?ADbsTol| 15 39 452 3.00 147 3.00 1501 63.74 7526 97
LP-MCP AbsTol 15 52 452 3.00 147 3.00 1501 63.75 7526 97
LP-NLP” AbsTol| 15 43 452 3.00 147 3.00 1501 63.74 7526 97
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Table 34: Convergence analysis for small four-perio  d perfectly competitive problem
Method COnver Num C_alc F_>ipe- Li_quef Re_gasiStorag Inv Trac_j Proq Cons
gence | lter Time lines ier fier e Cost Profit Profit Surp
Full MCP 04 8.76 7.76 6.20 7.02 -26.51 108.6674.25 250.54
Full OPTA 0.2 8.76 7.76 6.20 7.02 -26.51 108.6674.25 250.54
VI-MCP Expang 55 41.7 8.76 7.77 6.20 7.02 -26.51 108.864.24 250.52
VI-NLP" Expang 55 58.9 8.76 7.77 6.20 7.02 -26.51 108.864.25 250.53
LCP-NLP"Expang 350 336.2 8.76 7.77 6.20 7.03 -26.51 108.6374.25 250.55
LCP-MCPExpansg 349 308.3 8.77 7.76 6.20 7.03 -26.52 108.6274.26 250.56
LP-NLP~ Expang 323 247.1 8.76 7.76 6.20 7.02 -26.51 108.6274.26 250.56
LP-MCP Expang 340 303.4 8.77 7.77 6.20 7.03 -26.52 108.6174.26 250.57

Note that the solution time for a monopoly problesngenerally shorter than for the
perfectly competitive variants since it containsnmdewer variables as all separate
traders are replaced by one monopoly trader. ColuGaic Time' shows that the

decomposition approaches need significantly mare tto solve these small problems
than solving the original full-scale models in exgwe-form*®’ Compared to solving the

whole problem at once, which takes up to 1.2 sesomaly, calculation times are
sometimes several hundred times as long. The aodexhead (e.g., file management)
and processing steps of the decomposition appreached relatively much time for

these smaller problems.

Among the decomposition approaches, the VI-baspdoaphes need significantly fewer
iterations and less time than the LP and LCP amexa For instance to solve the four-
period monopoly the optimization-based approachesdnabout six times as many
iterations (205-214 vs. 36) and also about six sirae much time (187-207 seconds vs.
28-33). The LP and LCP approaches do not differmaraong each other in number of
iterations and calculation time needed to solve gheblems. Deviations in the final
solutions, in terms of aggregate expansions anthreeimeasures are small, only visible
in the second digit. One might expect that the sasegeience of master and subproblems
is solved, what would result in the same solutiathpthe same optimal expansions, the

187 Calculation times are the GAMS model attributestred’. This is the CPU time used by solvers.
Another time measure is the TimeElapsed, whichesgnts the total duration of the GAMS run.
TimeElapsed and Resusd are affected by the nunfilpeocesses running on the computer. It is possible
run several models at the same time. In such ¢thegwocesses are competing for potentially scarce
processing time, and the time measures may vatyg 20%.
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same optimal quantities and prices, and the saadoghprices in all iterations. However
this is not true, as the data in columns ‘Num Igfrow. For the two VI approaches it is
true for these four problems, but not in generabteer numerical experiments have
shown. Among LP and LCP approaches the numbeewdtions all differ somewhat for
both four-period problems, deviations depend onhbibie master problem and the
subproblem types. The explanation is that due & gbssibility of multiple optimal
solutions in some master problems (see the upcodisogission and Table 35 and Table
36 below) and small numerical deviations due twesotolerances, small differences in
intermediate solutions occur that result in varysodution paths and different numbers of
iterations needed to converge and deviations iffitiaé solutions.

To illustrate these effects, some numerical datégpaesented for the coefficient values in
the Benders cuts resulting from the SP and optoaphcity expansions as calculated by
the MP.

7.5.3.1.2 Non-unigue dual prices and solution pathsin a five-node problem

To limit the amount of data presented, the illustra will use data from a smaller
problem than before, which relative the former peois leaves out the two nodes BE
and FR (see Figure 56). Table 35 below presentdigmunted probability-weighted

shadow prices of the infrastructure expansiopgz A% and p,y. A", the coefficients

in the Benders cuts, Eq. (7.2.4).

In this deterministic two-period problem there ipipeline from NED to GER, and an
LNG shipping route from NOR to GER (see Figure Tonsisting of a liquefaction arc
(NNOR_LNG), a shipping arc (assumed to have irdirdapacity), and a regasification
arc (RGER_GER). The expansion decisions are magheriod 01, and the results are

discussed for perio@2, after the expansions are put in place.

A A
‘QNND B LNG,02 ‘QRGER_GER, 02

NNGF{_LNG—h LNG REG —RGER. GER—-—’E—;:
T
{‘:{YGRDE Fr vz 02 %G,DE {%ERDE

Figure 57: Three arcs in the LNG supply chain
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The initial capacities are chosen the same fotha#te arcs. Eq. (7.3.17) for the flow

restrictionsCAPan + > AN -0 reduces ta21 - Q2 ., = 0 for all three and in
m'0 pred )

the first iteration of the Benders method, whenealbansions are zero, all arcs are fully
used (bottlenecks)Jal A: Q% = CAPan + > ALY, more specificallyQ o, = 22

m'd pred( )
Table 35 shows that the dual prices Ao (ne02 @3N Ajser oero; differ between the SP
types. In the MCP subprobleifog neo. = 8.1291, whereas in the NLP subproblem

Afnor neoz= 02876 andaer oero= 7-8415. That these values differ may seem strange

however 0.2876 + 7.8415 = 8.1291, see column ‘LN&ifg.

Table 35: Coefficients of capacity expansions andr  ight-hand sides in Benders cuts

MP SP Iter WNOR_LNG RGER_GER LNG Chain NNED_GER STOR_GER RHS
(k$/mcm/d) (k$/mcm/d) (sumleft)  (k$/mcm/d)(k$/mecm/d)  (k$)
LCP MCP 1 0.2876 7.8415 8.1291 8.1291 5.8764  -83.0048
LP MCP 1 0.2876 7.8415 8.1291 8.1291 5.8764  -83.0048
LCP NLP 1 8.1291 8.1291 8.1291 5.8764  -83.0048
LP NLP 1 8.1291 8.1291 8.1291 5.8764 —83.0j£48
LCP MCP 2 0.9032 0.9032 -104.5994
LP MCP 2 0.9032 0.9032 -104.5994
LCP NLP 2 0.9032 0.9032 -104.5994
LP NLP 2 0.9032 0.9032 -104.5994
LCP MCP 3 2.6651 5.4640 8.1291 8.1291 -85.7594
LP MCP 3 2.6651 5.4640 8.1291 8.1291 -85.7594
LCP NLP 3 8.1291 8.1291 8.1291 -85.7594
LP NLP 3 8.1291 8.1291 8.1291 -85.7594
LCP MCP 4 8.1291 8.1291 8.1291 5.8764  -83.0048
LP MCP 4 8.1291 8.1291 8.1291 5.8764  -83.0048
LCP NLP 4 8.1291 8.1291 8.1291 4.4073  -82.1440
LP NLP 4 8.1291 8.1291 8.1291 4.4073  -82.1440
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The explanation is that since both arcs in the Ldpping route are bottlenecks, there
are infinitely many solutions for the dual pricdglte two arcs, as long as the sum of the
dual prices equals 8.1291. The following illusteateat dual prices in LNG shipping
routes are not always uniquely determined by thdeho

Define the set of arcs in the LNG shipping routensisting of the liquefaction arc, the
LNG shipping arc, and the regasification arc:

A" ={NNOR_ LNG LNG_ REG RGER GE. Observe that the dual price for the

trader's mass-balance constraint Eq. (7.3.14)Hergroduction node NOR at the supply
side of the LNG supply chain is determined by thedpction costs. With Eq. (7.3.7) and

(7.3.9),Q/ ; ¥ >0 and production capacity not restrictivé g 0):

T _ b (@) Py 0ch(Q%T (7.5.1)
Qndm - ddnJrD( p dm™ d d pandapT +A pd— d d ZQEJZ

The dual price for the mass-balance constraint(E®.14) for the demand node GER at

the receiving end of the LNG supply chain is deiegd by the wholesale market price
and the exerted market power level. With Eq. (BBahdQ ;" >0:

Q-r:d =d (INTrYZm SLFZ\t/J Z tﬂnd +5tn tnd jj (7.5.2)

t'oT
As follows from Eq. (7.3.12) the differences betweabe dual prices of mass-balance

constraints for neighboring nodes define the shagdees of the arcs. Wit >0

Oad A, Eq. (7.3.16) and for conveniendg =1 (this only affects the scaling):

T A
¢GER,02 REG02+ d ( RGER GEFO2+ RGER GEB; ¢ REGZ RGER GE"R+ /1 RGER GER
— A A
¢REG,02 - ¢LNG,02 +C LNG_ REG02+ A LNG_ REGO: and

— A A
¢LNG,02 - ¢NOR,02 +C NNOR_ LNGOZ+ /1 NNOR_ LNGO:*

By combining the three expressions the valugby; ,, is linked to the value oz,

as follows: @er or =

A

T A
¢NOR02 + (CNNOR_ LNGO02

A A A A
+C LNG_ REG02+ C RGER GER; +(/1 LNOR LNGZ+A LNG RE(Q_/1 RGER GB)R
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—_ T A A
= Proroz t Z (Ca02+/]a,oz)-

adAR
Rearranging terms, and substituting in (7.5.1) @n8.2) gives:
Z /]:502: ¢<§ER02_¢LOR02_ z C/;oz

an AR ad AR

_ W T Tow _ ocpm(Qha )
= INT, SLR; (1+JGER02) GER0Z™  oqr; T Z Cﬁo;

GER02 GERO02
an AR

. A _ w T Tow _ 0chn(Qhg )
Hence: > A2, = INTGEROZ—SLP’GVEROZ(1+JGER02) emoe ——— = > ¢, where

aQp " 302
al AR P a0 AR

all the terms on the right-hand side are determindiyidually, but the value for the left-
hand-side term is determined on aggregate only.

Obviously, when in SP solutions the dual pricethefliquefaction and the regasification
arc have other values (see Table 35), the Bendsss [Eq. (7.2.4), will be different and
this affects the solution for the capacity expansialetermined by MP in the next
iteration (see Table 36 below). In the second titenethe MP with the MCP subproblems
expand the regasification arc, whereas the MP tighNLP subproblems expand the
liquefaction arc to their maximum values (see E®B.Q)).

Table 36: Optimal expansions (mcm/d) for first five iterations of small-scale problem
Infrastructure MP SP lter1 Iter2 |Iter3 lter4 |lter5
Arc NNOR_LNG| LCP | MCP 2.61
NLP 10.00 232 2.63
LP | MCP 2.61
NLP 10.00 232 2.32
Arc RGER_GER| LCPH MCP 10.00 3.45 2.61
NLP 2.82
LP | MCP 10.00 345 261
NLP
Arc NNED_GER| LCP | MCP 10.00
NLP 10.00
LP | MCP 10.00
NLP 10.00
Storage SGER LCP MCH 10.00 3.68 0.47
NLP 10.00 3.68 047 047
LP | MCP 10.00 3.68 0.47
NLP 10.00 3.68 0.47 5.10
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When solving the SP in the second iteration thenatexpanded is the (only) bottleneck
and has a positive dual price of 0.9032, see Tablen page 232.

In the third iteration only the storage capacityeigpanded by all approaches and in the
fourth iteration the optimal capacity expansionstiiy master problems start to deviate,
and consequently so do the solution paths and ¢heds for optimal solutions. The
varying solution paths result in a different numbérnterations needed to converge as
well as slightly different converged solutions. Tal37 summarizes the convergence
results for the four different MP SP combinatiofke columns present the total number
of iterations until convergence (‘#iter’), the @tion in which the best feasible solution
was achieved (‘Best’), total investment costs dredttest objective valu&®

Table 37: Summarized convergence results

MP  SP | #iter | Best| Investment Costs | Final objective value™®
LCP MCP 28 26 10.052 -92.555
NLP 28 27 10.194 -92.548
LP MCP 41 41 10.092 -92.564
NLP 39 31 10.058 -92.562

The LCP-NLP and LCP-MCP converged after 28 itereticAfter the same number of

iterations the best feasible solutions of both othethods are very close to optimal (not
shown in table), however the convergence gaps tdteta® large and several more

iterations are needed to reach convergence.

An interesting observation is that the investmendtg in the converged solutions vary
noticeably. The highest and lowest values in colummestment Costs’ differ 10.194
-10.052 = 0.142 (1.4%), but the corresponding dbjecvalues differ 0.007 only
(-92.548 -92.555 = 0.007). Naturally, higher expans are more expensive, but also
allow for larger trade volumes, higher consumptsomplus and possibly higher profits,
that largely offset the higher costs in the oveodiljective value. Note that this does not
mean that the solution is not unique, it merelyvehdhat there are many feasible
solutions with an objective value very close to impd objective value. This

188 Convergence criterion used for these runs is asgaler than 16,
189 The complementarity variants MP-LCP and SP-MCPoaltg applied to optimization problems. Hence,
the same objective values and bounds can be cedduda for the original optimization problems.
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characteristic could also be observed in the seaimple with one producer and one
consumer in the previous chapter (Section 6.3.p5.201 generalized Benders
decomposition. In that example, convergence washegh for an expansion of 3.020
units, 0.02 higher than the optimal solution of @ka3 and the objective value for the
best feasible solution 54.500 was identical to dpé&mal objective value up to three
digits.

In the next subsection calculation times are coegbéor various problem sizes.

7.5.3.2Medium-scale optimization problems — calculation tines

For the experiments in this section a data set foitty model nodes is used. There are
twenty country nodes. All countries have productaomd consumption. Nine countries
have liquefaction, the other eleven have regasifinaadding twenty model nodes to the
data set. Nine countries have storage facilitidserd are in total 144 arcs, of which
twenty five represent pipelines, ninety-nine aregresent a liquefaction shipping route
and the remaining twenty arcs represent nine lapiefn and eleven regasification arcs.
There are two demand seasons in each year. Thteanilastic four-period cases are
run: one for a perfectly competitive market, onedanonopolistic market and one for a
hybrid market.

Compared to the previously presented results f@llssoale data sets, the decomposition
approaches do relatively better on these largeblgnas in terms of calculation time
needed to solve the problems. This is an indicata the calculation times needed by
decomposition approaches grow much less when isicg#he size of the problems than
calculation times of the full-scale solution apmioas. Table 38 summarizes the ranking
in the order of calculation times for the probleimshe current and the previous section.
The problems are from left to right increasing molgem size. The last problem cannot
be cast as an optimization problem and is solvdy ionextensive form and using VI-
MCP.
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Table 38: Ranking in solution times for optimizatio

n problems

Data set Former section: 6 nodes This section: 4@des
Market structure” | mono perf mono perf | perf perf® mono hybrid
Number variables | 390 493 1506 1905 | 9924 9924 11,192 20,000
= Full MCP 1 2 1 2 1 2 1 1
e Full OPTA 1 1 2 1 3 1 3 N/A
° VI-MCP 4 4 3 3 2 4 2 2
= VI-NLPA 3 3 4 4 6 3 5 N/A
S LCP-MCP 7 7 7 7 4 7 4 N/A
5 LCP-NLPA 6 5 5 8 8 5 8 N/A
(C,J) LP-MCP 8 8 8 6 5 8 6 N/A

LP-NLPA 5 6 6 5 7 6 7 N/A

* mono: monopolistic market, perf: perfectly compee¢ market
A NLP results are obtained with CONOPT, excepfifor

% The second perfectly competitive run for the 48emset used MINOS instead of CONOPT

The ranking based on calculation times and numloérsterations needed by the
decomposition approaches to solve the medium-greblems is similar to the ranking

for the small problems. Full-scale MCP is the gegtk(unless the MINOS solver is
available, more details in a later subsection) thedVI-based decomposition approaches

are generally quicker than the optimization-basedothposition approaches. The only

difference between the VI-MCP and the LCP-MCP apphes, is the definition of the

Benders optimality cuts and it was not expectedadvance that the different cut

definition would have such a large impact on thenber of iterations and the calculation

times needed. Between the MCP and the optimizatioblems, generally PATH solves
the MCP much faster than CONOPT solves the equivabgtimization problems.
However, the availability of MINOS reduces the cddtion times needed for NLP
subproblems so much that using SP-NLP is fasten #yaproaches using SP-MCP.

However, the MP-VI needs fewer iterations and tzdsulation time than the MP-LP and

MP-LCP approaches.

Next, Figure 58 shows the calculation times (inosels, on the left vertical axis) and the

ratio between the calculation times needed (onitle axis) for the four cases discussed

in the previous section and the three new runs.
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Figure 58: Calculation times (‘resusd’) for increas  ing problem sizes

The figure shows that for all these problems tHeutation times for the extensive-form
model solutions (Full MCP) are lower than the chltian times using decomposition
approach VI-MCP. However, the ratio between the tsvonuch smaller for the larger
problems. This is another indication that the deoosition approaches perform
relatively better on larger problems.

Table 39 shows for the medium-sized deterministbteperiod monopoly with 11,192

variables the CPU times and total run times neetled MCP solver PATH is faster than
MINOS for this full-scale problem, but among thecdmposition approaches the
availability of MINOS for solving SP-NLP would makél-NLP the fastest solution

approach®

199 Under the license used GAMS allows up to five rimbe executed at the same time on one computer.
Calculation times (resusd) of larger models arecéfd by running them in parallel, hence calcutatio
times vary somewhat when solving models multiptees.
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Table 39: Impact of solvers on calculation time for

deterministic eight-period problem

Method Solver CPU (s) Total time (s)
Full MCP Path 3.1
Full OPT MINOS 9.2
Full OPT | CONOPT 72.2
VI-NLP Path MINOS 13.6 91.2
VI-MCP Path Path 42.0 1324
VI-NLP Path CONOPT 104.1 234.5
LP-NLP XPRESS MINOS 43.1 262.9
LP-MCP XPRESS Path 144.7 455
LP-NLP XPRESS CONOPT 293.3 517.2
LCP-NLP Path MINOS 46.1 302.2
LCP-MCP Path Path 100.3 348.5
LCP-NLP Path CONOPT 339.5 674.5

Some other comparisons of calculation times fogdascale deterministic problems
indicated that MINOS was up to twenty-five timesstta than CONOPT. Another
advantage encountered in the numerical experimeassthat when using MINOS for

solving the NLP subproblems many fewer infeasiblepsoblems were encountertd.

In conclusion, for the medium-sized convex optirtiaa problems, with a polyhedral

feasible regions introduced in this chapter to timel equilibrium for perfectly completive

or monopolistic markets,

decomposition approaches.

the VI-NLP decompositionutperforms

the other

The next sub section will show results for somgdascale implementations.

7.5.4 Large-scale stochastic hybrid market-equilibrium problem — results

The data set used is the same as the one useevioys Section 7.5.3.2. There are forty
model nodes in total, half of which are consumpaod production nodes. The other half
consists of liquefaction and regasification nodBsere are in total 144 arcs, of which
forty-five represent arcs with capacities that nbayexpanded; the other ninety-nine are
shipping routes. There are two demand seasonscim y@ar. The market structure is

1 That a particular solver cannot solve a problemsduot mean that the problem is infeasible. Accaydi
to the GAMS documentation both CONOPT and MINOShoasolve 14 out of a specific set of 169 test
problems. However, only four of the fourteen carlmetolved by both. See also Footnote 184.
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hybrid with traders exerting various levels of n&rpower on different markets. The
model runs contain four, six or eight periods amddr eight scenarios. Table 40 presents

convergence results for five runs, of which onlg finst two succeeded.

Table 40: Convergence results large-scale hybrid pr ~ oblems (all times in seconds)

A B C () D (%) E(*)
Model periods 4 6 6 8 8
Scenarios 4 4 8 4 8
Scenario nodes 11 19 31 27 47
Num capacity expansion variables 339 763 1,187 1,187 2,035
Total num variables 27,221 47,373 77,177 67,525 117,481
Full MCP calc time 263 1,005 13,853 3,005 18,679
VI-MCP Net calc time 267 2,036 5,572 5,222 5,013
Num iterations 46 188 316 325 179
VI-MCP Gross calc time 521 13,684 52,272 51,207 32,5p2
feasible MP calc timé& 4 129 502 550 333
infeasible MP calc timé&® 4 60 122 96 301
feasible SP calc tim& 259 1,847 4,934 4,576 4,313
infeasible SP calc timé& 0 0 7 0 6
VI-MCP calc time”® 267 2036 5,572 5,222 5,013
Num infeasible MP 7 18 14 8 7
Num infeasible SP 0 0 1 0 1
Convergence criterion Expans Expans MP infeas MP infeas MP infe¢as

(*) Run terminated due to the MP in the last itierabeing infeasible for seven timés

& Time needed (resusd) for solving feasible proldem

% Time needed (resusd) for solving infeasible pots

~ Time needed to solve all MP and SP until convecgavas reached or the run terminated.

The results of the first two runs, A and B, aremiging with regard to net calculation
times needed when taking into account the possitidr parallel processing. In contrast,
when solving larger problems in the other threesr(@, D and E) the decomposition
approaches did do not succeed in due to repetitinéasible MP-*> Run B shows that

encountering a few infeasible MP does not necdggaievent the solution to converge.
Often an infeasible MP solves after slightly refaxithe optimality tolerance and the
iterative procedure could continue (see Appendikl.A at the end of this chapter).
Before eventually converging in the BBeration, between the 17@nd 188 iteration

192 The GAMS code was adjusted to not immediately ieaie when encountering an infeasible MP, but to
change the solver option for the optimality toleraand try again, for at most six times. If a |lagempt
to solve an MP succeeded, the optimality toleramae set back to the initial (default) value.
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a total of eighteen additional attempts were neettedsolve MP with a relaxed

tolerance-®

Why do the larger problems not solve? In the im@etation phase of the decomposition
approach many experiments have been done. Varicis &ind workarounds have been
implemented (see Appendix 7.11) with various degm@esuccess and, as run B shows,
temporarily relaxing the solver optimality tolerancsometimes helps. Possible
explanations for the infeasibility of larger profvle are the impact of deviations caused
by the solver and feasibility tolerances and theaky representation of real numbers in
computer memory. The Benders cuts given by Eg..§y.dontain many terms, the

number of non-zeros in the MP-VI of problems C, id& grows into the several

hundred thousands. Complementarity induces thatrious binding cuts (Eq. (7.4.8))

differently weighted summations of the same teroapécity expansions and quantities
produced and traded) have to add up to zero. Mthyaggregate impact of all the small

deviations is too large.

Problems C, D and E contain the exact same matiemhtdrmulas and are implemented
using the exact same GAMS code as problems A anBr&lems C, D and E only
contain more first-stage variables and more sublpna Extensive testing and the fact
that A and B converge to the solutions of the $glidle extensive stochastic solutions is a

strong reason to believe that the approach wordssaimplemented correctly.

Lastly, due to the long run times, time is an issien trying alternative workarounds to
resolve the infeasible MP. Parallel processing @aqdtentially speed up the run times
(although it would not resolve the MP infeasibiligsues). This is addressed in Future
Work Section 7.7.4.

7.6 Summary

This chapter discussed decomposition approachsslte large-scale stochastic mixed
complementarity problems (MCP). Various generaliZ&ehders methods have been
presented that can be used for solving large-sstdehastic optimization models,

193 |teration: number of restarts, 176: 1, 179: 1,:48182:4, 183:3 and 185: 5
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including social welfare maximization and monopoharket models. For the master
problems, linear programs and linear complementg@rbblems were implemented and
for the subproblems, non-linear programs and migechplementarity problems. The
convergence characteristics in terms of numbeteoétions and solution times of several
numerical experiments have been discussed.

The Benders decomposition for stochastic optimizaapproaches provided a stepping
stone for the approach to solve stochastic MCP.s Tégpproach implements the
variational-inequality (V1) based decomposition eggzh developed in (Gabriel & Fuller
2010). This implementation is the first applicatmi decomposition approach to solve a
large-scale stochastic multi-period natural gasketamodel with many hundreds of first-
stage capacity expansion variables and traderdimxerarious levels of market power.
Beside these characteristics, another differenogpaoed to implementations in (Gabriel
and Fuller, 2010) is that the first-stage decisians not the quantities supplied, but
capacity expansions setting upper limits to latniqu quantities. The complexity of the
problems solved is illustrated by the numberseaitions needed to solve them.

The results indicate that for solving the largelescstochastic convex optimization
problems with polyhedral feasible regions a VI-NLdRecomposition should be
implemented, with the master problems cast as M@ell according to (Gabriel &
Fuller 2010) and the subproblems cast as nonlipemrams.

For stochastic MCP the VI-MCP decomposition appihohas the potential to greatly
reduce the solution time of large-scale stochadt@. Due to numerical complications
the size of the models in the numerical experimemés relatively modest. New
implementations should use software that allowsntiv@mization of times needed for
file processing and model generation.

7.7 Future research

7.7.1 Functional extensions

The production reserves constraint was ignorech@nimplementation, and addressing
this in a decomposition approach would be a vakiaktension (see Footnote 171).
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A start was made with the implementation of minimexrpansions needed to guarantee
feasibility of the SP in case of future contra@se Appendix 7.10.

The WGM and stochastic models presented in thisedigtion ignore most of the
engineering aspects, for example relative to pieebiressures and capacities and natural
gas well production characteristics. Some of thes@ects have been addressed in the
literature (e.g., (Midthun, 2007), (Van Der Hoev2004)) and could be included in the
modeling framework. Other engineering aspects,linng non-convex characteristics, or
that cannot be described mathematically in closadhf would need other, possibly
heuristic approaches. For market equilibrium modbkt provide more detail in the
periods, e.g., with a daily or weekly granularitye engineering aspects and operational
consequences of more and greater fluctuationsantgies and flows, will possibly have
more impact and cannot be ignored.

As was discussed in Section 3.6 LNG regasificatenminals may be equipped with
loading facilities. The current WGM does neithepl@itly include the availability of
storage at LNG facilities nor the possibility toeeport LNG. Such a model extension
might be relevant in light of the recent large upiveevisions of unconventional natural
gas reserves in the United States.

Risk neutrality is an assumption that does not webresent risk attitudes observed in
reality. Cabero et al. (2010) addressed this, byeld@ing and solving a stochastic
electricity market model with players using CVAR asrisk metric instead. Other
alternative assumptions regarding risk attitudesild/@ddress asymmetric information
and differences in future beliefs. In our stoclastiodels it would be relatively easy to
let probabilities vary by model agent and henseédms possible to address differences in
future beliefs in the modeling approach. Fan et(2010) address risk aversion when
making investments in the power sector relativetiie uncertainty in future GO
regulation. Ralph and Smeers (2010) considered réeqbly-competitive two-stage
equilibrium game. The first stage encompassed tma&ss in electricity generation by
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risk-averse producers and allowed for trade inrfai@ instruments to hedge against
rising future fuel costs.

In Section 3.9.4 two-part tariffs were discussadtimguishing a reservation and usage
charge for pipeline flows by traders. For an indugtroject | have implemented such a
two-part tariff, which resulted in an increase e tnumber of equations and longer
calculation times. As mentioned before, for modeith a more operational orientation

such an extension could be warranted.

An alternative approach for modeling investmentssua rolling horizon rather than
perfect foresight, e.g., GASTALE (Lise and Hobb80&) or NEMS. Such an approach
offers another representation of investment decssithat will impact the timing and
magnitude of expansions.

Smeers (2008) discussed that environmental isseesc well-addressed in models so
far. Cap-and-trade systems (such as the ETS iBthdRGGI for the U.S. East Coast and
as discussed by the Obama administration) affextlate and relative prices of fuels and
hence induce substitution among fuBfsA multi-sector/multi-fuel model including
restrictions on emissions and g@ricing could provide a meaningful extension te th
current state-of-the-art natural gas market modetsding the WGM.

7.7.2 Using previous solutions as starting points

Solution times for an MP are generally less thaa $&conds, for each separate SP less
than a second. Still, since so many thousandsewh thre solved, it could be worthwhile
to use solutions from former iterations to proviged starting points for the solvers.

7.7.3 Other methods

In many operations research areas Lagrangian tedaxia applied successfully to solve
difficult large-scale problems, possibly it could@be applied to stochastic MCP.

94 ETS = (greenhouse gas) emission trading systém//ec.europa.eu/clima/policies/ets/index_en.htm
(Accessed Nov 12, 2010.) RGGI = Regional Greenh@az|nitiative http://www.rggi.org/(Accessed
Nov 12, 2010.)

244



7.7.4 Potential gain of parallel processing and using o#r software

GAMS may not be the most viable tool to implemeatgé-scale decomposition
approaches. Compiled languages, such as C++ or BARMight be better suited.

An analysis was made to see what could potentialythe gain of parallel processing.
Table 41 below presents the shares in run time fagetthe main processing steps in the
model run to solve problem A with a hybrid markietisture, four periods, four-scenarios
and eleven scenario nodes (see Table 40 above)prbbé&em took forty-six iterations to
solve, and the run time was 521 seconds of whighseg@onds were used by the solvers.
An MP-VI was solved fifty three times, includingves restarts due to intermediate
infeasibility. A total of 506 SP were solved (11 S&% iter).

Table 41: Shares in processing times — Own calculat  ions based on GAMS log files

Total Run Time Data Processing Model Generation Model Solution
MP 35% 17% 16% 2%
SP 65% 8% 6% 51%
100% 25% 22% 53%

As the data in the first column show, although atten times fewer master than
subproblems were solved, the MP run times make/8ipflthe total time. Also, just over
half of the total run time is used for solving msdé\ quarter of the run time is used for
data processing and a little less than a quagdaerating the models.

It would be possible to solve several subproblemgadrallel. When applying parallel,
processing the number of processors available woetdrmine how many subproblems
could be solved at the same time. To make a béllestimate for the gain in run time,
assume that there are eight processors availabén &ight SP can be solved in parallel.
Just dividing the total SP run time by eight wob&lthe maximum potential gain, and the
total run time would be: MP time + SP time/Numbesgessors = 35% + [65%/8] = 43%,
a reduction of 57%.

This is an overly optimistic value. Only eight pesses can be started in parallel, which
means that three processors have to solve twot8Paaibther. Taking the average of SP
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run times, the total needed time would be: 35% 53%6* 2/11] = 47%, a reduction of
53%.

Lastly, a conservative estimate is calculated, dhasemaximum instead of average SP
run times. For this model the maximum SP solutiometin every iteration was on
average 40% higher than the average SP solutia) tml.4 times as long:

35% + [(8%+6%) * 2/11]+ [51% * 2/11*1.4] = 51%, arreduction of 49%.

Based on these three values, parallel processiolyl @ut the needed total run times
roughly in half for this problem. This is a sigedint but not great improvement. The
potential improvement becomes even smaller whesidering that the MP grows with
every iteration. For example, in problem E (seel@a&® above) after 180 iterations the
data processing and model generation of the MPutnesabout 90% of the run timi&,
More specifically, every time an MP is generatethiies more than 2% minutes and the
other steps combined less than a ¥ mintftEor every infeasible MP this time is added

again to regenerate the model.

GAMS provides a utility for grid computing. Whening this utility on some of the
smaller problems the added overhead due to filetdd@ so much time, that total run
times were not shorter. GAMS has a lot to suppesearch and modeling when it comes
to the user interface, availability of solvers aechnical support. GAMS is an interpreted
language, which means that when the program sthggrogram processes the code line
by line and executes the instructions. As suchs ihot optimized for speed of data
processing or model generation. An issue with tecdhposition approach is that many
times data need to be processed and models nebé wenerated. For the largest
stochastic problem (E), in every iteration for ai Mnd forty-seven SP models need to
be generated and data need to be processed. Wdreratle several hundreds of iterations
needed to reach convergence, many thousands opdatassing and model generation
steps are done. These overhead parts of the destdmpgrocedure should be done as
efficiently as possible. Other programming langsageich as C++ and FORTRAN, are

19 Due to a cut-clearing procedure after 180 iteretithe MP size stays roughly constant. See Section
7.11.5
19 This limits the number of iterations per hour bmat twenty, less when some MP are infeasible.
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compiled languages, and are able to process repetieps much quicker. Potentially the

data processing and model generation time wouldskaA ballpark estimate for the run
time of problem A would be 2% for the MP and [51%/11*1.4]=11% for the SP. Total
time would be 13%, a reduction of 87% or about eighes as quick. This could be

promising, however trying other software is beytimel scope of this dissertation.

7.8 A stochastic multi-period energy market optimization model

7.8.1 Nomenclature

7.8.1.1Sets

allA
dOD
pUP
mid M
ntUN
sUS
taT

a (n)
a” (n)

w*(a)

Gas transportation arcs, e.g., {NNED_GER, LNORAFRGER_GER}
Demand seasons, e.g., {low, high}

Producers, e.g., {P_NOR, P_RUW, P_RUE }

Scenario tree nodes, e.g., {01, 02, 03, 04, 05}

Country nodes, e.g., {N_NOR, N_RUW}

Storage facilities, e.g., {S_NED, S_GER}

Traders, e.g., {T_NOR, T_RUS}

Outward arcs from node
Inward arcs into node
End node of ara

Start node of ara

Predecessor nodes in the scenario tree, e.g(08)ed {01, 02, 04}°’
Successor nodes in the scenario tree, e.g., s)ce(@8, 09, 16, 1A%
Node where storageis located

Producers present at naae

Storage facilities at node

197 See Figure 35 in Chapter 6 or Figure 53 in thipbér.
198 See Figure 35 in Chapter 6.
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T(n) Traders present at node

T( p) Traders that can buy from produger

7.8.1.2Constants/Input parameters

Caim Regulated fee for arc usage (k$/mtth)

Clum Regulated fee for storage injection usage (k$/jncm
Com(-) Production costs (k$/mcm)

cih Arc capacity expansion costs (k$/mcm/d)

oS Storage working gas capacity expansion costsn&®y)
ﬁ’zm Production capacity (mcm/d)

CAPan Arc capacity (mcm/dy°

CAPan Storage working gas capacity (mcrifd)

d, Number of days in seasod,,, =183 andd,, =182
o Market-power indicatorgy,, 0[0,1]

AN Upper bound of arc capacity expansion (mcm/d)
N Upper bound of storage working gas capacity egjoan(mcm)
Vi Discount rate for scenario tree nogig,J(0,1]

INTY Intercept of inverse demand curve (mcm/d)

I, Loss rate of gas in transport atg[[0,1)

I, Loss rate of gas storage injectid);qD[O,l)

P, Probability of scenario tree node p,, 0[0,1]

SLPY Slope of inverse demand curve (mcm/d/k$)

199 Units of measurement: k$: 1000 USD; mcm: milliabic meter; mcm/d: mem per day. In applications
costs are in the range of 10-100 k$/mcm; typicalketsprices are in the range of 100-800 k$/mcm.
Typical quantities and flows are up to a few huddmem/d.

20 The subscript m is to account for expansions undastruction that are exogenously included.
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7.8.1.3Variables

All primal variables are nonnegative.

AR Arc capacity expansion (mcm/d)

AS Storage working gas capacity expansion (mcm/d)

Fndm Arc flow by trader (mem/dy*

|;dm Injection rate into storage by trader (mcm/d)

QAT Arc capacity assigned by TSO to trader (mcAfifd)

Qram Quantity sold by producer to traders (mcm/d)

QST Storage injection capacity assigned to trademngfdy
e Quantity bought by trader from producer (mcm/d)
o Quantity sold by trader to consumers (mcm/d)

xtTndm Extraction rate from storage by trader (mcm/d)

Greek symbols in parentheses with appropriate sudb superscripts refer to dual
variables to associated constraints in the KKT domtk.

)l;’dm >0 dual variables to production capacity restrictions
A5.=0 dual variables to arc capacity restrictions
A5 >0 dual variables to storage capacity restrictions

¢ . free dual variables to the trader’'s nodal mass balanostraint

¢> free dual variables to the trader’s storage cycle cairdt

00 >0 dual variables to arc capacity expansion limitaio
05 =0 dual variables to storage capacity expansion ditiaihs
.. free dual variables to market clearing conditions favduced quantities

2 free dual variables to market clearing conditions far @pacity

adm

201 Arc flow is identical to arc capacity used.
22T350: Transmission system operator. Arc capaciigasd must equal the arc capacities used by
traders, see market-clearing conditions in SectiGm2.5.
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s, free dual variables to market clearing conditions torage working gas.

7.8.2 Model formulation

The social welfare ((Bergson, 1938), (Walras, 19¥%/}he sum of consumer surplus and
trader profits minus production costs and reguldtsd and expansion costs for storage
and transportation infrastructu?® Hence, the expression for the expected socialanelf
that is to be maximized is the following:

2
%SLFZZm( Y Qo j
taT (n)

_ Z AAAA
INT ..~ SLP |- o
maxz pmymz de tDTZ ndm { ndm ndr?DTz() tndmj 0 (7.8.0)

mOM oN| dOD - Z CﬁrﬁAin
B Z Cpm(dem) sOS(1)
pOP(n)
- z Cadeadm z s:ir:l—
ada’ ( sos( 1

The decision variables are limited by several resdns. The production capacity limits
the daily production:

dem <CAPpm Dp d m (A:)de) (7.8.2)

The trader needs to preserve mass balance ateegeyn in every seasod of every year
m. Thus, the total quantity bought from producers phesnet import and the extraction
from storage must equal the total quantity soldctmsumers, the exports and the
injection into storagé®*

TP T T —AT-W T T
tndm + Z (1 I)Ftadm+xtndm tndm+ z I:tadm I tndm Dt n, d m (¢ tn)r

ajJa’(n) ala (n) (7.8.3)

In each year the total extracted volumes must difpeabss-corrected injected volumes:

_lsn de tndm ~ deXdem Ut,n,m (¢SmJ (7.8.4)

dOD dOobD

203 geveral terms cancel out since revenues of mayem are costs for another. For instance, comgesti
charges for infrastructure are profits for the sysbperators, but costs for the traders.

204 Note that the arc losses are included in this rhatnce equation, but that storage losses areiatmb
for in the storage cycle constraint: (7.8.4).
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The assigned arc capaciy, ' is limited by the available capacity, which is them of

the initial capacityCAPf:m and the expansions in previous yearE AL

m'0 pred n)
—-— A
Qi SCAPm+ > AL Oadm (A%
e m ( ”) (7.8.5)
There may be budgetary or other limits restrictimg arc capacity expansions.
Ah, <AL Dam  (ph) (7.8.6)

The assigned storage injection capa@y;,’ is restricted by the available working gas,

which is the sum of the initial working gas and éxpansions in former years:

(1—|sn)zddQ§JmTSm:’§m+ 2. A% Osm (" i) (7.8.7)

dob m'0 pred n)

There may be budgetary or other limits restrictimg storage working gas expansions:
A5, <A, Os,m (an) (7.8.8)

The market-clearing condition between the produsaies and the traders’ purchases is
as follows:

LT - 7.8.9
Q;)me - z Q;rr( dem Dp’ d’ m (ITnFEp)dm) ( )
taT (p)
The market clearing of assigned arc capacitiesdmtvthe TSO and the traders:
Qum = Z Faam Oad,m (T;\drr) (7.8.10)
t

Market clearing for assigned storage injection céjes:
Q' = D g Osd,m (r ZJ (7.8.11)

o (n(9)

The market-clearing conditions could be used tessiulte out some decision variables.
Instead, they are included explicitly to providstapping stone to the MCP formulation
presented in the chapter.

Together, objective function (7.8.1), restrictio(%8.2) - (7.8.8) and market-clearing
conditions (7.8.9) - (7.8.11) provide the mathepwtiformulation of the optimization

problem for maximizing expected social welfare $ome general commodity that can be
stored and transported, and for which capacitytétians apply. The applications in this
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dissertation are limited to natural gas marketsyeer the same model can be applied to
other markets for energy carriers or commoditieat tban be produced, traded,
transported and stored.

7.9 Matching equations with Gabriel and Fuller (2010)

In this section the groups of variables and equatim the model introduced in this
chapter are matched with the variables and equatro(Gabriel and Fuller, 2010); Table
42 presents the mapping. The first column descrthesequation group, the second
indicates the equation numbers in (Gabriel andeFu010), the third column gives the
equations from Sections 7.3.1 and 7.3.2 and thetlfoprovides the match with the
variables and equations in Section 7.4.1.

Table 42: Matching equations groups

Gabriel & Sections Section

Group of equations Fuller* | 7.31&7.3.2| 7.4.1

Stationarity of expansions (8a) (7.3.0)" (a)
(7.3.3)"

Stationarity of production and trader saleés (8b) (7.3.7) (b.)
(7.3.13)

Stationarity of other decision variables (8d) (7.3.9) (d.)
(7.3.10)
(7.3.11)
(7.3.12)
(7.3.16)

Expansion limits (8e) (7.3.2) @i.)
(7.3.4)

Capacity restrictions (8f) (7.3.8) (ii.)
(7.3.17)
(7.3.18)

Mass balances (89) (7.3.14) (iii.)
(7.3.15)

Market clearing (7.3.20)
(7.3.21)
(7.3.22)

*Note that model in this chapter does not contain decision variables that are free in sign and
therefore no equation group matching (8c) in (Galand Fuller, 2010) exists.

"EQ. (7.3.1) is stationarity of arc expansions at pf the MP, which differs from the condition
in the original problem:p, ¥,Cam* Pan= 2, D A'am= 0. Similarly, regarding (7.3.3) the

mOsuc¢  d

reference should be t@, ), Com+ 05— >, A 520.

mOsuc¢ m
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Next, the details are provided for the coefficiematrices in Eq. (7.4.1)-(7.4.3). Since

there are no decision variables that are freegn, shatricesC and C are empty. Also,
capacity expansions are not part of market-cleaoinghass-balance Eq., and therefore

the matrix A is empty tod®® Thirdly, all equality conditions have zero righarid sides,

implying thatb is the zero vector.

Thus, in Eq. (7.4.1A\A = b, the limits to capacity expansions, matAx=[—I] and vector

b=[-A], the negative of the capacity expansion limitatiatues.

The second set of Eq. (7.4.DA+ Bg+ Df = b, provide the capacity restrictions to
production, pipeline flows and storage injectiohuvoe variables in the SP. Here, matrix
A provides the coefficients for the additions toacipies. MatricesBand D provide the

coefficients of the capacity-restricted variablésctor b contains the negatives of the

initial capacities. For instance, if there is an aith capacitgap®, that can be expanded

+A* restricting flowq”~" and a production capacitap” restricting productiorg”:

+1A* -1 " = -cap®
-109° > —cap’
— |+l - |0 Ol - |O 0 -1 _ | —cap®
the matrices are: A= ,B= ,D= andb = cap
0 -1 0 0 0 O -cap’

The third group of Eq. (7.4.3)Bq+ Df =0 provides the mass balances and market-
clearing conditions. Herein, matricés and D provide the coefficients of the variables
that are balanced; as clarified previously thejhtihand sides are zero. For instance, for
the following Eq., including mass balance betweermdpcer and traderq” " =q'~°,
nodal mass balance for the trader-~" =q'-F+ f™ * and equality of flow with

purchased arc capacity:' ~*=q* " :

2% |n (Gabriel and Fuller, 2010) the first-staf:ge shles are riog-”hpper limits, but the actual vélpéssrfe
sold quantities. Hence, in their formulation fissage variapfes‘-..,gppear in the market-clearing’ tiondi



+1B:IP4T _1|]:]Tk P = O
—10 Y 10T P+ 0T =0
~10FT+1 A= 0

+1 O -1 0 O
the matrices would look as followsB=| 0 -1 , D=|+1 +1 0| and 6=5.
0 O 0 -1 +1

7.10 Extension to guarantee solutions in case of future contracts

Incorporating supply contracts could potentiallyuga the feasible region to the
equilibrium problem to be empty. Without contradte feasible region always contains
at least one point corresponding to the zero vdotaall primal variables. Obviously, just
setting all quantities and flows equal to zero jes a feasible solution. In a full-scale
extensive-form stochastic model, providing high wgio upper bounds (arc expansions
limits) to capacity expansions will automaticallgt the model put in high enough
capacity expansions to accommodate all future aotsr However, in the decomposition
approaches discussed in this chapter contracts t@upart of the SP° The information
about contracts would not automatically be avadablthe MP, so that must be provided

for.

In this section an adjustment to the approachaserted that should generally guarantee
the feasibility of the SP by setting minima for aaply expansions in case of supply
contracts with future start dates for which therent capacities do not suffice.

Due to losses in preceding arcs that need to beuated for, accommodating LNG
contracts is more complicated than pipeline cotdraklence, the LNG contracts are
discussed. These contracts provide a minimum béamtchder’s flows from liquefaction
to regasification nodes. Thus, the liquefactionacapes must be large enough to satisfy
the contractual amounts, as must production capaocitn the nodes feeding into the
liquefaction node and at the receiving end of tbatmactual flow: the regasification

208 Contracts could also be included as part of the M a disadvantage is that the number of firsget
variables is a major determinant in the numbetayhtions and run time needed.
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capacities. Production capacities are exogenoushéomodel, and need to be set
exogenously to high enough values.

Observe the following market structure (Figure 38itial liquefaction capacity at node
C is twelve (mcm/d), at node D eight and regadificacapacity at node E is fifteen. Let
there be two traders who each have to meet a obntrghe next model period. Both
contracts amount to nine (18 in total). Furthesuase that liquefaction losses amount to
10% and that LNG shipment losses are 2% from C t&n# 3% from D to E.

Production
MNode A

Liquefaction
Node C

Consumption
Node F

Production
Mode B

Liguefaction
Nade D

Figure 59: Two LNG supply routes

What expansions are needed to meet the contrautilightions?

First, new notation is introduced to facilitate vy up some equations.

Parameter and sets for contracts

CON.,. Contractual supply obligation (mcm/d)

n"(a) Start node of ara

n*(a) End node of ara

a (n) Outward arcs from node

a’(n) Inward arcs from node

El Dual to contractual obligation (k$/mcm/d)
na Dual to minimum expansion (k$/mcm/d)

The contractual minimum supply obligation for adgato the marketer:
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FLOW,,,2> CON,,, (7.10.1)
LNG contracts provide a lower bound to the flowanifrliquefiers to regasifiers, i.e., from
node C to E and from node D to E. These flows eme fthe perspective of the liquefiers.
The output of both liquefiers must be at least (imem/d). The arc capacities in the
model restrict the input flows. Since the losses H)%, the input capacities must be at
least:—=. =10 mcm/d. Liquefier C has a capacity of 12, largeusip but the capacity

of liquefier D of 8 must be expanded with at leashcm/d.

The two contracts add up to 18 mcm/d. However, ttughe shipment losses, the
contractual amount arriving in the regasificatiorode is somewhat lower:
9(1- 2%)+ 9( 3%)F 17.5 mcm/d. Hence, given the current capacity of 1% th

minimum expansion for the regasifier is 2.55 mcm/d.

More generally, the minimum expansions for liquefiare defined through:

CAPan + Y0028 > D CON, (7.10.2)
a'n (a)=r"(g t

m'<sm

(
And for regasifiers the minimum expansions arergefithrough:

~Ap A T

CAPan + n;mﬂamv 2 . (g " (1-1) Z, CON, g (7.10.3)
In general, the inclusion in the model of suppliytcacts will affect the feasible region.
Specifically, contractual lower bounds that turrt tube binding in an optimal solution,
will have made the feasible region smaller. Theimum expansion constraints defined
through (7.10.2) and (7.10.3) are redundant toftHeextensive-form stochastic model
and will not affect the feasible region or the oml solution. However, adding them is
the stepping stone for deriving the new MP thatresleks the minimum capacity
expansions ensuring feasibility of the SP.

To extend MP-LP (as defined in Section 7.2.1) s #xpansions are large enough to

accommodate future contracts, Eq. (7.10.1) and(2)Inust be added. The SP-NLP (as
defined in Section 7.2.2) must be extended with(£4.0.3).
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Deriving the MP-LCP and SP-MCP is quite straightfard. To allow for a succinct
formulation an additional parameter is defined ealdulated:

Parameter for minimum expansion constraints

max( O (Z): (B)ZCONL.dm— CAé\m}, for liquefaction arcs
atn (a)=n" t

Zam T

ta' dm

max{ 0, > (%1,)D.CON; —C_AP:I\m] , for regasification ar
et - t

The MP-LCP in Section 7.3.1 needs to be extenddd te following equation to ensure
that the capacity expansions are large enoughconamodate the contracts:

0<p O > AL, -AL,20 Oa,m>1 (7.10.4)

m'<sm

In addition, Eq. (7.3.1) (the stationarity conditifor arc expansions) changes with a term

representing the dual variables of future minimwpagsion limits: Z Moy + 10
m'Osucg

0<AL O PoVulomt Pan= D, ( P 0D A A;1ictim+,7AalrJ 20 Ha,m (7495
m'Osucg it d
In the SP-MCP as defined in Section 7.3.2.2 theditmm for the contractual supply
obligations must be included:
S ‘gtzdm O FLOW;—dm - COI\E—adm2 0 (7.10.6)
Also, the stationarity condition for flows (7.3.1&puld change to include the dual price

for the contracts, . :

tadm*
O<F,,0 d, (Cﬁd + T/;d) + qotzd -@- |a)¢t;+d = Etaan 0 Ha.d (7.10.7)

Numerical evidence shows that for the optimizatiased approaches binding contracts
make the model find the solution quicker, i.e.,dieg fewer iterations.

7.11 Implementation issues

In this appendix several issues are discussednhgtnot have strong academic merits,
but can be very useful and save a lot of time wheding up and implementing
decomposition approaches similar to the ones desttin this chapter.
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7.11.1Zero capacities

In some cases when initial arc capacities are fleear dual prices in optimization
problems are not uniquely defined (this issue meawhat comparable with the issue in
Section 7.5.3.1). In MCP the duals are explicithcarporated into the stationarity
conditions and therefore much more often than itingpation problems uniquely
defined. This can be confusing when testing the GAlliplementations and especially
when comparing the outcomes of the SP-NLP and tReMSP decomposition
approaches. Different dual prices induce differdrices for what capacities to expand
(see Section 7.5.3.1.) To improve the testing m®dbe choice was made to include a
small positive value for all arcs and storages vziéno initial capacity. Minimum arc
capacities were 10and minimum storage capacities equal to>(fithes the number of
days) in an injection season. With the unit of nneasent in mcm/day and most results
only being reported up to two digits, the repontesults in terms of capacity expansions
and volumes and market prices were not affectedveder the small positive initial
capacities forced dual prices in optimization amdnplementarity subproblems to be
equal and for several iterations the master problewuld provide the same answers for
expansions. This greatly facilitated the testingcpss of the implemented decomposition
approaches.

7.11.2The SP loop and initial starting points

In the decomposition approaches the SP are solve for-loop. At the start of the

program the SP problem is defined in GAMS. Evemgetian SP is solved, the same
problem structure is used, however with input daaresenting that particular SP. In
GAMS, when the same problem is used, the startomgg fior the solver are the values for
the last found solution. That is sometimes problemé&r example when some formerly
optimal flows are larger than capacities of arcghm current problem or when formerly
optimal production quantities are larger than patitun capacities in the current problem.
Therefore, after solving each SP and storing thpuiwdata, some of the variable values

are initialized to zero.
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7.11.3Solver tolerances

The convergence gap for the ViI-based approach icsnterms:QF,. 1. = > 6,Q0; 7,

it'<it
(see Eg. (7.4.9) in Section 7.4.4). The producedntijies for the MP solution are

calculated as the witl®" weighted quantities in the SP solutions. Theoaditic with

Qpam sp <CAP,» and Y6 =1 = Q= Zﬁit.Qingg‘P'smzm (see Section
7 it

7.4.4)*°” However, in the GAMS implementation there wereesal instances where

di;fh’,‘fpzﬁim, causing infeasibilities due to log zerm (0) ) or even log of negative

values in the production cost function. The worka@ was to test

QP Ti > CAPm—10° and if so, to setQpum wp = CAP;m—10". To illustrate the

pdm MP
adjustments made below a sample from a log filehef GAMS implementation. For
instance, the first line in the report shows timaitération 16 the quantity 121.36986393
was adjusted downward to 121.36986311, implying biedore the adjustment the value
was 8.1.10 larger than the capacity.

Iter 16 Adjust qps_MP outcone to prevent LOG error N BRA L 01 121.36986393 121.36986311
Iter 16 Adjust gps_MP outcone to prevent LOG error N CHL L 02 27.39726048 27.39726037
Iter 18 Adjust qps_MP outcone to prevent LOG error N BRA L 01 121.36986338 121.36986311
Iter 19 Adjust qps_MP outcone to prevent LOG error N BRA L 01 121.36986407 121.36986311
Iter 19 Adjust gps_MP outcone to prevent LOG error N_.CHL L 02 27.39726051 27.39726037
Iter 21 Adjust qps_MP outcone to prevent LOG error N BRA L 01 121.36986328 121.36986311
Iter 22 Adjust gps_MP outcone to prevent LOG error N.BRA L 01 121.36986336 121. 36986311

Figure 60: Log file sample

7.11.40ptimality tolerances

When doing the research many numerical data instam@ave been solved with the
various full-scale and decomposition methods deetoin this chapter. Somewhat
surprisingly, sometimes the results varied. Somegithe solutions were just not unique.
More often there were many solutions with objectivection values (for optimization
problems) that were so close to the optimal vahat they were within the optimality

L ——P
207 pctually, the functional form of the productionste would inducdn (0) for QEd?TIT’SI}tD = CAPpm so

theoretically it is even strictly smaller than.
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tolerance. For example, in large-scale models whean optimal solution two arcs are
expanded with a large capacity, expanding one @itla little bit more and the other a
little bit less or moving small part of a capadatypansion one period later, has very little
impact on the total profits. Surprisingly, also &maller test problems deviations were
noticeable (e.g., Table 37 in Section 7.5.3.1). $bkition would seem simple: just set
the solution tolerances tighter. However, tighteluson tolerances sometimes caused
infeasibilities. Thus, either some feasible proldedo not solve because of too tight
optimality tolerances, or some solutions will na bptimal. A workaround for the
decomposition approaches was to not immediatelyitete the whole program when
encountering an infeasibility, but to stepwise tenapily increase the optimality
tolerance and try to solve again. Increasing theraoce was usually done in sequences
like 10° 3.10° 10° etc. This approach was quite successful in tharinediate
infeasibilities were often overcome and the aldponitwould converge, sometimes many
iterations later (see Section 7.5.4 and Table Wafortunately, in other occasions the
solutions found deviated too much from optimal sohs. For the optimization-based
MP this could pose a problem when the value foumd fvould be too low, affecting the
calculated convergence gap and inducing the algurito terminate prematurely.
Deviating dual prices in found SP solutions woulduce cuts being specified wrongly,
which can induce early program terminations dueuts being too restrictive.

7.11.5Increasing MP solution times

Generally, in the first iterations the time to geate and solve the MP is short, even for
MP with thousands of variables this takes justva $econds. However, the size of the
MP grows with every cut added and when several techderations have been executed,
the number of variables has grown significantly amate time is needed to generate and
solve the model, growing into several minutes penation. After making investigations,
it turned out that many of the added cuts are bimging for some of the iterations, and
at some point become redundant. To reduce the nsmkd a procedure was created to
remove all cuts that had not been binding for fifgrations. The result of this was that
MP solution times more or less stabilized and deaculation times for large runs
were cut dramatically.
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Note: this cut removing procedure might accidegtedimove a cut that would have been
binding in a later iteration. However, that wouldt e a problem. In such a situation, the
MP would find a solution violating this removed cWhen that solution would be
suggested to the SP, the SP results would resw@dtnew cut providing the necessary
bounds to the MP.

7.11.6Production costs and dual prices at full capacity

When solving an MCP with the Golombek functionainfiofor production costs, some
optimal production quantities may equal capacitidhen when calculating the
production costs for the producesg-post GAMS will give an error message due to

In(O). Storing the solution and using it as a startimgnpin a new run, will cause
GAMS terminate due to a function domain error. TWak-around for this has been to
slightly increase the capacity value that is usethe production cost calculations, but
maintain the original value for the production czipain the capacity restriction. This
implies that the calculated (marginal) productiasts are a bit too small, but the impact

is negligible for a small enough adjustment. Thieeaised is 18,

7.11.7Convex combination of binding constraints

Eq. (7.3.6) provides an equality conditioEé’it =1. It is written as:ze“ -1=0,
it it

however when implementing it in GAMS, it does nalve. What does solve is:

1—26?“ = 0. The explanation is that GAMS requires consistefacyhow stationarity

it
conditions are specified. The value 1 comes froemdbefficient ofa in the objective

function of the MP-LP: (7.2.1), and thel for all &' comes from the coefficient af in
the Benders cuts, Eq. (7.2.4), when specified Ess@than or equal to zero constraint:

0= —a + (other terms. Therefore:l—ZtS’it =0 is correct and should be used.
it
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8 Summary

This dissertation develops deterministic and stettba multi-period mixed
complementarity problems (MCP) for the global nakgas market, as well as solution
approaches for large-scale stochastic MCP. Theibatibns include the development of
a detailed representative model for the global nahtgas market, the development of a
representative stochastic model for the global nadtyas market and implementing and
solving stochastic MCP with up to 117 thousand aldds, and the application of a
Benders decomposition approach for stochastic MCP.

Contemporary societies depend heavily on the usenefgy. Currently, natural gas
provides slightly over one-fifth of energy used ldarde. Projections show a growth in
gas demand of 52% between 2006 and 2030, inducsimlat increase of the share of
natural gas in the global primary energy supplyefimational Energy Agency, 2008).

Chapter 1 provides an introduction into the siguaifit role of natural gas in the energy
supply. Long-distance transport of liquefied naltgas has grown significantly in recent

decades, and regional markets are gradually iniegranto one global gas market. The

importance of natural gas in the energy supply ahyncountries and the dependencies
resulting from major gas imports have leaded tgoBupecurity considerations. Russia,

Qatar and Iran hold over 50% of proved global redtgas reserves and their membership
of the Gas Exporting Countries Forum gives risevtories about market power exertion

(BP, 2010).

Governments and companies have realized a needdod quantitative models to
support policy development and businesses strate@ither market developments that
stimulated the development of quantitative modetduide policy for the liberalization
and privatization of national energy markets in teited States and in the European
Union and increasing concerns about the impactreémhouse gases such as carbon
dioxide on nature and the environment.

The three major contributions of this dissertatoa
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o The development of a multi-period global gas manketdel that can adequately
represent market power and other main issues gtisipolicy development.

o The development of an extensive-form stochastiarahgas market model that can
adequately address market uncertainties by allopfagers to hedge decisions.

o0 The extension and application of a decompositiopr@xch to solve large-scale
stochastic natural gas market models.

Chapter 2 presents literature relevant for natugas market modeling. Some
mathematical and game theoretical concepts andiotare introduced. The advantages
and disadvantages of various approaches are destuas well as the considerations to
choose for mixed complementarity problems for miogel

Chapter 3 gives an extensive overview of the variparts of the natural gas supply
chain. Several simplifications and assumptions arecessary to develop a
computationally tractable model representative tha@ global natural gas market. The
resulting model, the World Gas Model (WGM), is désed in detail in terms of the
optimization problems, operational constraints andrket-clearing conditions. The
Karush-Kuhn-Tucker conditions are derived and thé&MV is cast as a mixed

complementarity problem.

Chapter 4 presents and discusses a humber of aaalyzed with the World Gas Model.
The first case is the Base Case which represebtsiaess-as-usual scenario. The Base
Case is calibrated so that the model outcomeslglos#ch the state of the world and the
projections provided by the institutions such as ltiternational Energy Agency and the
Energy Information Administration. Three alternaticases provide insight in how
various regions are affected by different marketetlgpments, due to characteristics such
as geographical location and the availability ofn@éstic gas resources.

In the Cartel Case (the second case), the membantraes of the Gas Exporting
Countries Forum collude as a caft® The cartel enforces maximum market power by
operating through a single trading entity. The loa@pplies to importing regions such as

208 \vww.gecforum.org
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Europe and Japan and South Korea induce much higae¢et prices and higher profits
for all gas traders. Non-cartel members enjoy #ngdst profit increases and by the end
of the time horizon annual profits of cartel mensbare lower than in the Base Case. The
impact of a gas market cartelization on self-sidfit regions such as North America is
negligible.

The third case, the Unconv Case, addresses lovagiabwity of unconventional gas in
the United States. This case is inspired by theifstignt environmental concerns related
to unconventional gas production and the possiblesequences of strict environmental
legislation. This case investigates the impact tdrge reduction of unconventional gas
production capacities in the United States. Redatiy the Base Case North American
prices would be dramatically higher, inducing larbguefied natural gas imports.
Consequently there would be less liquefied natgas available for other regions,
resulting in slightly higher prices and pipelinade in those other regions. Generally the
impact in terms of market prices and consumed vekimould be relatively modest in
most parts of the world except for North America.

The fourth case, the Transp Case, provides a satyséinalysis on lower future transport

costs. Investment costs in new infrastructure dradosts for infrastructure usage are
reduced, thereby increasing the competitivenessipply regions farther away from the

importing markets. As a result global production @onsumption would be higher than

in the Base Case. The local effects vary. Supiesnost exporters increase, however
some supplies from high-cost producers that tradst ior all of their gas regionally, such

as Norway and the Netherlands, are pushed outébghtbaper long-distance supplies.

Chapter 5 discusses various modeling approachesaged in the literature to address
the effects of input parameter uncertainty on tipénoal decisions of model agents.
Stochastic modeling approaches are presented faraetypes of optimization and
equilibrium models. Stochastic models can contangd numbers of variables and for
many model types such large models can have veng loalculation times.

Decomposition methods can provide (approximateytemis for such stochastic models

in times short enough for practical applicationgvé&al decomposition methods are
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discussed and some arguments are provided for pmication of a Benders
decomposition approach to solve a large-scale veisi the World Gas Model.

Chapter 6 illustrates the consequences of implemgra stochastic approach for the
natural gas market. A model with four scenarioanalyzed. The scenarios vary in the
possible coming into existence of a natural gasketarartel in the second model period
and a faster depletion of natural gas reservelamtajor gas importing regions starting
in the fifth model period.

The stochastic results show that on an aggregatd the effects of the stochastic
modeling approach seem rather modest. The timingingestments in capacity
expansions is affected, but once a random markaacteristic has played out, model
results seem to converge to the results of detésttairmodels. However, when looking
into the details several interesting results cafobed and significant shifts in the actual
location of infrastructure investments are presaffiécting local market situations.

Chapter 7 discusses two types of decomposition oagpes. Various generalized
Benders methods are presented that can be usedofang large-scale stochastic
optimization models, including perfectly-competgivwelfare-maximization market

models. For several numerical experiments the ageviee characteristics in terms of
number of iterations and solution times are diseds§Next, the variational-inequality

based decomposition approach developed in (Gakrialller 2010) is implemented but

specialized to the setting of a stochastic multiquknatural gas market and applied to
problems with many first-stage (complicating) desmsvariables.

This implementation is the first application of @dmposition approach to solve a large-
scale stochastic natural gas market model withraéveindreds of first-stage capacity
expansion variables and market players exertinwarevels of market powéf? The

results show that the decomposition approach haspttential to greatly reduce the

209 An implementation of Benders decomposition fogéascale electricity market models is Cabero et al.
(2010). They handle the complexities induced bykaigpower exertion in the master problems. Their
approach needs a hundred iterations before ddamstble solution is determined. A major advantaigine
approach developed by Gabriel and Fuller (201@)asall solutions are feasible.

265



solution time of large-scale stochastic models.ufanticipated research outcome is that
the decomposition approach based on (Gabriel &F@alD10) greatly reduced calculation
times for optimization models cast as MCP, compatedBenders decomposition

approaches.

Numerical issues and some characteristics of tHfevaee and solvers used pose
challenges and have limited the size of modelsesblsuccessfully in the numerical

experiments. Several numerical challenges have hééenessed and more research is
needed to assess the potential of Benders decatmopdsir solving large-scale stochastic

MCP.
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