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A Decision Support System (DSS) is developed and applied to thel symatteol of
invasive bioagents, exemplified in this study by the resident ddagaose specieBranta
Canadensigin the Anacostia River system of the District of Columbiae DSS incorporates a
model of goose movement that responds to resource distribution; a twartom@nt Expert
System (ES) that identifies the causes of goose congregationsipot®oi{Diagnosis ES) and
prescribes strategies for goose population control (Prescript®yy &1d a Geographic
Information System (GIS) that stores, analyzes, and displays geograjahic da

The DSS runs on an HP xw8600 64-bit Workstation running Window XP Operating
System. The mathematical model developed in this study simatese-resource dynamics
using partial differential equations — solved numerically using tinteFElement Method
(FEM). MATLAB software (v.7.1) performed all simulations.

ArcGIS software (v. 9.3) produced by Environmental Systems Reskatdte (ESRI)
was used to store and manipulate georeferenced data for mapping, pnoagsesing, data
management, and hotspot analysis.

The rule-based Expert Systems (ES) were implemented with@lh&ia ModelBuilder,
a modular and intuitive Graphical User Interface (GUI) of A&Gobftware. The Diagnosis ES
was developed in three steps. The first step was to acquire knewddubyit goose biology

through a literature search and discussions with human experts. The second stefomaalize



the knowledge acquired in step 1 in the form of logical sentence$HEN statements)
representing the goose invasion diagnosis rules. Finally, in the tt@pd the rules were
translated into decision trees. The Prescription ES was develogelioeying the same steps as
in the development of the Diagnosis ES, the major difference beagn this case, knowledge
was acquired relative to goose control strategies rather tharmpopudation causes; and
additionally, knowledge was formalized based on the Diagnosis and on other local factor
Results of the DSS application indicate that high accessibility to food aied K@sources
is the most likely cause of the congregation of geese in thh@atareas identified by the model.
Other causes include high accessibility to breeding and nestingtsal@ind supplementary,
artificial food provided by people in urban areas. The DSS prescribed theasippliof chemical
repellents at feeding sites as a goose control strateg®)(@&Creduce the quality of the food
resources consumed by resident Canada geese, and therefore the dégeiéiss in the infested
locations. Two other prescribed GCSs are egg destruction and hainbeseding adult geese,
both of which have direct impacts on the goose populations by reddwngdensities at
hotspots or slowing down their increase. Enclosing small wetlantddaviting and banning the
feeding of geese in urban areas are other GCSs recommended Bf.t Model simulations
predicted that these strategies would reduce goose densitiedspbts by over 90%. It is
suggested that further research is needed to investigate eéhef uBmilar systems for the
management of other invasive bioagents in ecologically similar environments.
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CHAPTER 1:
INTRODUCTION

The spread of invasive species in natural and agricultural systems, and tleegtiahfof
infectious diseases along with their vectors in human environmentoare of today’'s most
pressing concerns for ecologists and public health specialists ibrtibed States and other
nations.

Ecologists are concerned about biological invasions by exotidsgend their threats to
native species and ecosystems (Matkal, 2000). According to Pimenteadt al. (2000), an
estimated 50,000 exotic species have been introduced into the Unites] 8tausands of which
have escaped into the natural environment. These plants and animgtheréntentionally or
accidentally transported from one geographic region to anothermr (&@réd erlizzi, 1999), where
they can establish, naturalize, and spread rapidly (Rejmanek, 3988jcompeting native
species — and causing economic or environmental harm, or harm t&n hwalth (Clinton,
1999). In the United States, the invasion of exotic species is resgof@ibi2% of native
species designated as threatened or endangered, and itheo&irited States approximately
$137 billion annually to manage invasive species. (Pimehtdl 2000; 2001).

Similarly, public health specialists are concerned about thedspfeautbreak diseases
and their causal agents. HIV/AIDS is a classical exampdeits spread and transmission have
been modeled in a variety of settings (Lui, 1989; Saloata.,2001).

Additional examples of pandemics include the severe acute respisgndrome (SARS)
outbreak that killed hundreds in China; the highly pathogenic straiviah #u (H5N1) that
threatened millions in Europe and Asia (WHO, 2003); and the emergaimt sf swine flu
(HIN1) that infected hundreds in the United States and thousands worl(Ride, 2009;

WHO, 20009).



Like ecologists and public health experts, military tacticiaasry about weapons of
mass destruction (such as anthrax, smallpox, and plague) thategausly harm people,
animals, and crops if released into the environment by terrorishivagi@ns (Takafujiet al.,
1997). Such bioagents, in the form of spores and toxins, can disperse tamdbghtair, water,
or other mediums causing significant damages if not controlled spatially.

Developing and understanding the dynamics of invasion of new tesitoy biological
agents and how an invasion varies spatially in relation to resoust@ution is critically
important prior to implementing control strategies (Salonsbnal, 2001). Making sound
decisions about what strategies to implement and, more importatidye and when to apply
the strategies, requires the use of adequate decision-makiagTtbelcontrol of resident Canada
goose (RCG) in the Anacostia system is an example retateddlife management. In this case,
decisions related to goose chasing, habitat modification and ottieect control methods
(Starfield and Bleloch, 1991) have been made over the years to address overpopslambut
without success.

In the Anacostia River system, located in the District of Columbia, RCGgaarent has
included some of these practices.

These practices have not been (fully) successful becauséaklieyattempted to address
the problems caused by resident geese without necessarily iohenéifid eradicating the causes
of goose abundance in the first place. Such causes may varylppaithtemporally, and their
identification is an important precursor to the development of attefé management plan
where control strategies are varied spatially in accordanitetiae spatial variation in goose

abundance causes (Montas, 2004).



The overall goal of this study was to design and build a Dec&import System (DSS)
suitable for developing spatial control plan for invasive bioagentseas where they have the
potential to spread. Such tools could assist landowners and resouiggensan their decision-
making about the types of treatments or management stratbgiestiould apply to control
invasions such as the RCG problem in the Anacostia River systearD3$S developed in this
study compiles information from raw data, documents, human knowledgpreatidtive models
used to identify and solve biological invasion problems. It provides sugporhotspot
identification, selection of appropriate spatial control strategnd verification of the resulting
control plan. To do this, the system combines GIS, detailed models and Expert Systems

This dissertation has seven chapters and employs the following structure:

Chapter 1: Introduction. An overview of the invasion problem and the need to
control the spread of biological agents. This chapter also bdefigribes the content and
structure of the dissertation.

Chapter 2: Literature Review. A survey of published research relevant to this
study.

Chapter 3: Objectives.The general goals and detailed objectives of this study.

Chapter 4: Presentation of the Study Area.A description of the human
environment, land use, and physical environment of the study area, inclbdiabiotic
and biotic characteristics. This chapter also describes the appsased to survey
resident Canada geese and develops the image data discretizedywetlanahe goose

model (Chapter 5).



Chapter 5: Modeling Canada Geese Dynamic4A literature review of previous
scientific work on the simulation of ecological processes. This chapter sisobés how
the goose model was developed, pre-processed, evaluated, solved, and analyzed.
Chapter 6: Combining the Model, Expert System, and GIS Technology to
Manage Resident Gees\ review of the biology of the Canada goose species, the types
of conflict and damage caused by resident Canada geesehaorttas environment, the
current regulatory framework, and some management options. This chapter atdmedes
the tools and procedures used to develop, run and test the decision s#ppevidrk,
with a focus on hardware and software, data acquisition, and datanemt&ion and
representation. Finally, the chapter includes a discussion of the Goos®l| Strategies
recommended by the DSS, and the testing, verification, and validation of the DSS result
Chapter 7: Summary and Conclusion A summary of the research as a whole.
This chapter discusses some of the limitations of this reseamct, provides

recommendations that could be used to improve similar studies in the future.



CHAPTER 2:
LITERATURE REVIEW

There are five sections in this literature review. The fiesttion examines the issues of
biological invasions in natural systems. It discusses both the hbaheffd the problematic
aspects of invasive species through a few examples. The sectiod skescribes the dynamic
processes by which bioagents move in space, and discussesdhentiiypes of formulas used
to model these processes and the numerical techniques employed usblveodels. The third
section provides an overview of Expert Systems, and particularly tisefulness in the
diagnosis of problems and the prescription of appropriate solutionsotiite ind last section
discusses the Geographical Information System and how this techrentdggther decision-

making tools are used to perform spatio-temporal analyses.

2.1 The Problem of Biological Invasions in Natural Systms

Clinton (1999) defines invasive species as those “alien species witmskiction does
or is likely to cause economic or environmental harm to human healttdrding to Ray
(2005), any species removed from its native range has the potential to become.invasive

Within a species’ normal range, predation, disease, parasdewetition, and other
natural controls act to keep population levels in check. Once rdléasa these controls, a
species develops the potential to reach levels that interfdreontisplace local fauna and flora
(Torchinet al. 2003; Wolfe, 2002).

Invasive species have been both beneficial and problematic. BahaBpects include
(Bjergo et al., 1995): enhancing recreational opportunities such as sport fishing andjunt
which contributed an estimated $24 billion in expenditures to the W@&@omy in 1991;

providing reliable and high quality food via mariculture or rearimg} aesthetically improving



the environment via the aquarium industry. For instance, non-native zebszlmhave filtered
intense algae blooms from large quantities of water (Cohen, 1992).

Another example of the beneficial side effects of invasive spasi¢he weed control
carried out by the golden apple sfadmacea canaliculatavhich is viewed by some as one of
the world’s 100 worst invasive alien species (Ja&thal.,2005a, b). In Hawalii, this freshwater
mollusk spread widely in the 1990s causing significant damageat¢Gaxvie, 2002). However,
this snail has also shown promise as an agent for paddy weedireggtransplanted rice systems
of Japan, where two to three snails per km? area have successfuliglled rice weeds (Okuma
et al, 1994a). This “biological weeder” is now popular in Asia among g @ganic crops
growers (Wadat al.,2002).

Many invasive species are exotic (non-indigenous), and are capathleeatening the
ecosystems where they have been accidentally or intentiontithguced (Ray, 2005). Like non-
point source pollutants, invasive species can be diffuse (spatiatiybdied) or intermittent
(sporadic, non-continuous) with respect to time (Montas, 2004). Therdfersptead of such
agents could be a serious threat to native ecosystems (Wdtal,e1998).

Some of the best-known examples of invasive species in the United States are:

Africanized Honeybee Apis mellifera scutellaja Asian Citrus Psyllid Diaphorina
citri); Asian Long-Horned BeetleAfqoplophora glabripenn)s Asian Tiger Mosquito Aedes
albopictug; Cactus Moth Cactoblastis cactoruin Chillip Thrips Scirtothrips dorsaliy Citrus
Longhorned BeetleAhoplophora chinensjsCommon Pine Shoot Beetl&@gmicus piniperdg
Emerald Ash BorerAgrilus planipenniy European Gypsy Moth_ymantria dispay; European
Spruce Bark Beetle Ifs typographus Formosan Subterranean Termit€optotermes

formosanuy Giant African Snail Achatina fulicg; Glassy-Winged Sharpshootétdmalodisca



coagulatd; Hemlock Woolly Adelgid Adelges tsugge Light Brown Apple Moth Epiphyas
postvittang; Mediterranean Fruit Fly Qeratitis capitaty; Mexican Fruit Fly Anastrepha
ludeng; Pink Hibiscus Mealybug Maconellicoccus hirsutys Red Imported Fire Ant
(Solenopsis inviel); Russian Wheat AphidD{uraphis noxig; Silverleaf Whitefly Bemisia
argentifolii); Sirex WoodwaspSirex noctilig; Soybean Cyst NematodEldterodera glycines);
Brown Tree SnakeBpiga irregularig; Cane ToadKufo marins); European StarlingS(urnus
vulgarig); and Wild Boar $us scrofa (USDA APHIS, 2010; and Greer and Terlizzi, 1999).

Invasive species are detrimental to the U.S. economy and envimori@leaton, 1999
and Pimentekt al., 2001). For instance, economists estimate the financial loss chydbe
effect of invasive exotic species on U.S. natural resources aaty n®137 billion annually
(Pimentelet al.,2000). The situation has resulted in the passage of the Non-indigeoquisti&
Nuisance Prevention and Control Act of 1990 (amended in 2005).

The act mandates the development and implementation of a compvehaasbnal
program to prevent the introduction, and to monitor and control the dispersaiiisaince
invasive species in U.S. natural systems (HR, 2005).

Gene flow from cultivated, to wild, relatives is another majoreasmf biological
invasion that concerns ecologists. Transgenes, escaped from fannt®usa negative impacts
in wild ecosystems by affecting ecological processes anddwall diversity when they become
particularly dominant in number (Difaset al, 2004).

A review of studies focused on the invasiveness of certain bioagenvisigs a useful
conceptual framework with which to formulate the biological invasigmations in a population

dynamic modeling context. It also allows the GIS implementatiothefdiagnosis tool (for



identifying the causes of biological invasions) and the prescrigboh (for recommending

appropriate control and management strategies).

2.2 The Nuisance Resident Canada Geese

Canada gees®fanta canadensisare wild birds natural to Arctic and temperate regions
of North America, but not natural along the Anacostia R{icKindley-Ward, 2006). Harris
(2002) indicates that the Canada goose represents the most widespdeabundant goose
species in North America, with many different subspecies @asrathe giant Canada goose
(Branta canadensis maxirpdor instance, is a sub-species that was introduced from the Midwest
(McKindley-Ward, 2006). There are two population types based upon mjobilibne is
migratory and the other is non-migratory (called “resident” geese).

The migratory geese, unlike the resident ones, usually leaMdithAtlantic region in
March, heading north, toward their breeding grounds around Hudson Bay (;amaele they
nest and raise their young over the summer. At mid-Fall, ag¢éher turns cold in northern
Quebec (Canada), these birds return south to spend the winter inedcddatitudes.
Unfortunately, many of these geese do not return to their origoréthern locations, for many
reasons summarized by USFWS (2009) as follows:

1. they live in temperate climates with relatively stable dig-habitat conditions

and low numbers of predators;

2. they tolerate human and other disturbances;

3. they have a relative abundance of preferred habitat (espettialig located in

urban/suburban areas with current landscaping techniques);



4. they fly relatively short distances to winter compared with o@nada goose

populations; and

5. the virtual absence of waterfowl hunting in urban areas providdgianal

protection to those urban portions of the resident Canada goose population.

Resident Canada geese originated from wild stocks release@ d&ash Coast decades
ago for hunting programs (Harris, 2002), which may have contributdeetmss of some wild
habits (such as the ability to travel long distances, and their generd)ist die

Once hunted — in addition to the factors listed above (USFWS, 2005) — geasg
moved to the continental United States (naturally by migratiobydruman introduction) and
ended up staying year-round in their new locations, where their pamslabiave grown
exponentially in recent years (Ankney, 1996). This situation creagslar conflicts with
humans and challenging management efforts. These conflicts invopergyr damage, concerns
about human health and safety, and negative impacts on agricultureatumdl resources.
Common problem areas include public parks, airports, public beaches anchisgifacilities,
water-treatment reservoirs, corporate business areas, golespshools, college campuses,
private lawns, athletic fields, amusement parks, cemeteries tdlespesidential subdivisions,
and along or between highways. Property damage usually involvesdanus and walkways,
most commonly on golf courses, parks, avaterfront property. In parks and other open areas
near water, large goose flocks create local problems witin dneppings and feather litter
(Conover and Chasko, 1985; Manetyal, 1994; USFWS, 2009; DOI FWS, 2006; and USDA
APHIS, 2009).

In the District of Columbia and Maryland, the Canada goose spscane of the top 10

nuisance pests (USDA APHIS, 2009), and is viewed by many iavasive specie@Bergmaret



al., 2000; MISC, 2003; MISC, 2005; Hutchinson, 2010). Invasive species are “alieiesspe
whose introduction does or is likely to cause economic or environmentaldndarm to human
health” (Clinton, 1999). Bergmaet al. (2000) indicate that 29 U.S. states and territories have
requested federal assistance in controlling these invasive pests.

One specific illustration of the economic impact of geese onetiveronment is the
Kingman Marsh restoration project in the District of Columbia, ehesident Canada geese had
eaten “about $400,000 worth of newly-installed plants, reducing the tegjetaer to one-third
of its intended size (that is, from 40 acres to less than 15)a¢ksKindley-Ward, 2006). In
addition to devouring swathes of wetland plants, these “residerg¢ gaag out on mowed lawns
near water to eat nutrient rich turfgrass, defecating freqyesmid fouling such places as the
historic Langston Golf Course and recreational fields along thedsta (McKindley-Ward,

2006).

2.3 Modeling the Population Dynamics of Invasive Bioag#s

Some managers have long drawn conclusions from raw data, usudibyut prior
guantitative analysis based on appropriate modeling tools that pteslidynamics of such data
in the future (Murty, 2005). Such “manual method of making decisionsuligective, and it
could even lead to errors and bad decisions, thus the importance of models.

The web-based Business Glossary defimeslelas an abstraction of a real-life system
used to facilitate understanding. The field of Population Biology usdéisematical formulas and
equations to simulate — or model — ecological processes for decision-making

Mathematical models serve many purposes including:

1. to find an optimal solution to a planning or decision problem;

2. to answer a variety afhat-if questions;

10



3. to establish understandings of the relationships among the inputesatawithin

a model; and

4. to attempt to extrapolate past data to derive meanings.

Models can serve as single decision-making tools, but they sarbalassociated with
other systems in order to maximize benefits. For instancé¢hematical models could be
associated with GIS or Expert Systems (or with both GIS andrEQgstems) in order to predict
the dynamics of entities being modeled, identify causes oparticular problems, and prescribe
solutions for such problems (Montas, 2004).

Techniques used in modeling include linear programming, computer donslat
regression analyses, and partial differential equations. Seygpedaches, either individual- or
population-based techniques, model the spatio-temporal dynamics of bsoagbrs study
focuses on a population-based technique that uses biomass density-adepanaleles, because
of its analogy to transport modeling approaches.

2.3.1 Movement of Bioagents

Montas (2004) defines “transport” as a process by which biologgeits move, or are
moved, from one place to another within a bioenvironment. There arentljee categories of
transport processes, including:

Diffusion — Bioagent entitiese(g.,molecules, algae, animals) move randomly by

Brownian motionj.e., they “bounce off” one another and end up farther and farther from

their initial position, causing gradual spreading of the bioagent plinge, pollutant

cloud, herd) out from its center of gravity;
Advection — Bioagents are either carried by a moving medium (air orrwiate

which they are dissolved, suspended or ingested, or they move under theirllowra
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specific direction €.g., direction of increasing food supply). In either case, this
displacement causes a movement of the center of gravity of the bioagent “plume;
Dispersion— Bioagents are advected in a heterogeneous éejdlfeterogeneous
flow field, or heterogeneous resource field, causing heterogenemesmant) with high
or low velocities. They simultaneously diffuse into and out of zonesrgiingavelocities,
speeding the spread of the bioagent plume about its center of gravity faster tirarbgcc
diffusion alone (the center of gravity moves at the rate detedrinyethe advective
process).
In the transport processes, difference equations are used to modelllanp®las a
group rather than as an individual agent. Similar approaches adeirugwpulation-based
models, which deal with groups of organisms.

2.3.2 Individual-based Models

Individual-based models (IBMs), also known as entity- or agendbasalels, describe
how energy, assimilated from feed by individual members of a poguyagi distributed between
growth, maintenance, development and reproduction (Kooijman, 2000, andeflakr2006).
These individuals might represent plants and animals in ecosystems.

IBMs typically consist of an environment or framework in which tteractions occur,
and some number of individuals defined in terms of their behaviors (pretedigs) and
characteristic parameters (Reynolds, 1999).

In an individual-based model, the characteristics of each individearasked through
time, whereas in population-based models, the characteristics aéntive population are
averaged together and the model attempts to simulate chantpesénaveraged characteristics

for that whole population (Reynolds, 1999).
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IBMs allow ecologists to explore — using computer simulations — poaperties of
populations and ecosystems might evolve from the characteristiceeduagtiors of individual
organisms. In other words, individuals are viewed as the building blockloigecal systems,
whose properties and behaviors determine the properties of the shstgrmompose (Grimm
and Railsback, 2005). Individual-based systems allow each agent to hawniset of internal
state variables, affected by its own history, and thereftosv dor spatial locality in the
dynamics (Hiebeler, 1994).

In their study of the population dynamics of the endangered ré&ded woodpecker
(Picoides borealis Letcheret al. (1998) developed an individual-based, spatially explicit
simulation model. This model combined demographic data from a lomggeudy, with a
description of the spatial location of the species’ territoriemmRhis study, sensitivity analysis
of demographic parameters revealed that population stability wasserstive to changes in
female breeder mortality, mortality of female disperserd the number of fledglings produced
per brood. Population behavior was insensitive to initial stage distmpuand reducing the
initial number of birds by one-half had a negligible effect.

Most importantly, the authors found that the spatial distribution oitdaes had an
effect on response to demographic stochasticity, and that populations wergvbblerritories
were highly aggregated. When territories were highly dispersec than 169 territories were
required to achieve stability. While such an approach is worthyrther development, the
results indicate the importance of considering the spatialibdisbn of territories in
management plans.

Kreft et al. (1998) developed BacSim, a generic, quantitative, spatially explicit

individual-basednodel that simulates growth and behaviotibacteria. This object-oriented
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program is an extensiaf Gecko, an ecosystem dynamics model that uses the Swarm fimolkit
multi-agent simulations. The authors studied the growth of a dingleli cell into a colony. The
potential of this approach was in relating pineperties of cells (microscopic individual entities)
tothe properties of biofilms (macroscopic and complex systems).mtael described bacterial
propertiesncluding substrate uptake, metabolism, maintenance, cell divemohdeath at the
individual cell level. With the aim of makindpe model easily applicable to various bacteria
under differentonditions, the model used as few as eight readily obtaipabdeneters, which
researchers could randomly vary. For substrate diffusion, theyauadal diffusion lattice; for a
conceptual model of cell division, they used growth-rate-depera#hisize variation. For
maintenance, reseachers used the Herbert model (caspstaific rate of biomass consumption),
and for substrate uptakbey used the Michaelis-Menten or the Best equations.

The simulator output faithfully reproduced all input paramet&$ien maintenance and
uptake rates werproportional to either cell mass or surface area, the authoes atde to
compare growth characteristics. They proposed a new genersuraezs growth synchrong
guantify the loss of synchrony due to random variationcelf parameters or spatial
heterogeneity. Variation of the maximgbtake rate completely desynchronized the simulated
culture, but variation of the volume-at-division did not. Thus, a new meafurespatial
heterogeneity (the standard deviatodrsubstrate concentrations as experienced by the cells) was
introduced. Spatialheterogeneity desynchronized population growth by subdividive
population into parts, synchronously growing at differeates. At a high enough spatial
heterogeneity, the populatiappeared to grow completely asynchronously.

Pettifor et al. (2000) have developed a spatially explicit, individual-based behavioral

model that predicts the response of two migratory goose populationstodiatal and human-

14



induced environmental changes. The two arctic-breeding goose popul&angcle goose
(Branta leucopsis)and Brent gooseBfanta bernicla) have been the subject of increasing
conflict with agricultural interests. The authors developed this nimdatidressing two issues in
the application of such models: the need to adopt a large-scalalgpatplicit approach, and
the need to consider the year-round dynamics of animal populations.

This study showed a good agreement between empirically deaivéé model-generated
density-dependent functions; of seasonal patterns of the distributionmandment of
populations within and between sites; and of energy reserve levels within a jpopidaivever,
sensitivity analyses highlighted the importance of accuratenghea estimation with respect to
the predictions of such models, and the potential flaws in the poediadf existing models that
had not adopted a spatially explicit approach when dealing with wndgaga migratory
populations. These simulations predicted a decline of both Barnacle godsBrent goose
populations following habitat loss in their winter or spring-stagitgs. These simulations also
suggested that Barnacle geese might be less vulnerable & Wattitat loss than Brent geese,
reflecting, therefore, the relative strengths of the dengpeddence of productivity and winter
mortality in the two models and providing a clear illustration of hleed for a year-round
approach to animal population dynamics.

Goss-Custaret al. (2006) developed a behavior- and individual-based model that tests
the response of shorebird mortality to habitat loss. The model ainpeddacting the change in
winter mortality of shorebirds following the removal of intdal feeding habitat. After an
adjustment of calibration parameters to the level required focagipg the observed mortality

rate before habitat loss, the authors were able to obtaintaliygorediction increase of 3.65%,

15



which compared with the observed increase of 3.17%. The findings cedfiitme implication
that mortality was density-dependent by predicting mortality ovanger of bird densities.

Further simulations showed that the density dependence was duentwresse in both
interference and depletion competition as bird density incre&@t#ters suggested that an
additional area of mudflat (equivalent to 10% of the area that hadlts®mwould be needed
along the migration route to return mortality to its original level.

The results of these simulations suggest that (1) the chosenatiah procedure was
effective; (2) where no new fieldwork is required, despite bpar@meter rich, a behavior-based
IBM could be parameterized quickly and cheaply; and (3) that behasedd&Ms could be
used to explore system behavior (such as the role of depletion ciompatnd interference
competition in density-dependent mortality).

Hellweger (2008) has studied the spatially explicit individual-thaseodeling of
planktonic microorganisms (bacterioplankton and phytoplankton) using a ‘$ixeer-individual
density.” In general, using a fixed representative number (the nurhibatividuals represented
by a super-individual) results in a lower computational resolution (nuoflsiper-individuals)
at times and in areas of low individual densities, which is undesinaben (a) large spatio-
temporal gradients exist and (b) variability in state variatdsehavior at low densities is high.
In order to solve such problems the author used a local method th&timed an approximately
constant super-individual density in time and space.

In this study, each spatial model segment had a local super-individual populatiaghat
resampled when the number decreased or grew outside user-gpboifieds, or when the
variance of the representative numbers exceeded a useregpeieshold. The local method

was evaluated quantitatively against the analytical solution, quaditatively in a biogeo-
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chemical phytoplankton model applied to a point source nutrient digchetag a river. The
author used a system called iAlgae — an individual-based phytoplanktoeviork — to evaluate
the model. The applications demonstrate that the local method resudtesppatially uniform, or
density-independent, relative error, and it was computationally mibic@ent at controlling
relative error at low densities. However, for the same tataedber of super-individuals, it was
computationally more demanding and therefore less efficient at contralisaute error.

IBMs have been used more and more in ecology, thanks to growimgptegy in recent
years; but these models have faced criticisms due to the weatthe®nclusions based on
simulation as compared to analytical results of other modetb@tér, 1994). Other gaps and
weaknesses of this modeling approach are described in Grimm and Railsbaclag2@libjvs:

1. The complexity of IBMs, which “imposes a heavy cost compared théhother

model types” in understanding, testability, data requirements, and generalit

2. The requirements of IBMs, which some have criticized as too dentaimdierms
of data, particularly adequate or sufficiently precise parmetiues, which are

unfortunately difficult to obtain in ecology.

3. The uncertainty and eror propagation of data available to pamareelBMs —
especially if the number of these parameters is high, which ceald to a

potential risk of error propagation, and thus the uselessness of IBMs.

A lack of standards, given that most IBMs have been built fromtcdtusing ad hoc
assumptions not guided by general concepts. IBMs have been controwengial makes them

difficult to compare and could be preventing a more coherent devaibphéehis approach.
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Comparatively, in the population-based approach, for instance, equatiscribelethe local
dynamics, where assumptions are in general familiar and noncontroversial.

2.3.3 Population-based Models of Interacting Bioagents

Many authors €.g., Deijfen, 2003) define the population-based model as a continuum
growth model that describes the spread of an entity referrasl an invasion. Continuum-based
population models for invasive species are usually nonlinear reactfastaifs such as Fisher-
Kolmogorov equations (Baeumet al.,2008).

These models, based on partial differential equations (PDE), le@veused to describe
guadratic growth coupled to Brownian motion (Okubo, 1980; Hastings, 1996; &tegasd
Kawasaki, 1997; Keitet al.,2001; Arditiet al, 2001; and Neubert and Parker, 2004).

Fisher's PDE type models also have been widely used to describe the spreassohge
population (Fort and Mendez, 2002), the spread of an epidemic (Murray, &883ombustion
waves (Ratanov, 2004).

The idea is to describe a function indirectly, by a relation bEweself and its partial
derivatives, rather than writing down a function explicitly. The maael be written as a single
equation (single species population models) or as a system ofoeguddiscribing the dynamics
of two or more entities (interacting population models).

Population models for a single species

Single species population models are described as the dynanaicspeties within the
population of concern. For instance if N (t) represents the populationesfaan species at time
t, then the rate of change

(Z—T = births — deaths + migrations

2.1)
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is the conservation equation for that population, where migrations inchidemmigration i(e.,
the introduction of new individuals into the population) and emigrati@) (he departure of
individuals from the population).

The simplest form of this model would have no migration, and the birtlieeuth terms
would be proportional tdl, that is (Malthus, 1798):

Z—Tz bN - dN = N(t)=N,et " (2.2)

whereb, d, are positive constants and the initial populatig{O) = N,. Thus ifb > d, the

population grows exponentially whilebf< d it dies out.

This approach is unrealistic because a population cannot grow or digelgfidictually,
there must be some adjustments to such exponential growth.

Verhust (1838, 1845) proposed that a self-limiting factor process shoulate@pdren a
population becomes too large. He suggested a logistic growth described as:follow

NN,
ot K

H (2'3)
wherer andK are positive constants.

r(1—ﬁ)

In this model, the per capita birth rate is K~ that is, it is dependent dd. The
constantK is the carrying capacity of the environment, which is usuallgrdehed by the
available sustaining resources.

There are two steady states for the logistic model, naMetyO and N = K, that is,
wheredN/dt = 0. N = Ois unstable since linearization about it (thatN3js neglected compared
with N) givesdN/dt = rN, and soN grows exponentially from any small initial value. The other

equilibrium N=K is stable: linearization about it (that (®y-K)? is neglected compared with
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|N -K |) givesd(N —-K)/dt = - r(N — K)and soN —K ast— o. The carrying capacity
determines the size of the stable steady state populatiom miki measure of the rate at which
it is reached; that is, a measure of the dynamics. If wepocated it in the time by transforming
t tort, thenl/r would be a representative timescale of the response of the maabgl thange in
the population.

If N(0)=N,, then the solution of the equation above is

N,Ke"

N(t) = — K
[K + N, (e" -1)]

as t— oo, and is illustrated in Figure 2.1.

If N, < K, N(t) simply increases monotonically to K while M, > K it decreases

monotonically to K. In the former case there is a qualitativeeidiffice depending on whether

N, > K/i2or N, < K/2; withN, < K/2 the form has a typical sigmoid character, which is

commonly observed.

In the case ofN, > K this would imply that the per capita birth rate is negativenmnea

the births plus immigration are less than the deaths plus emigration (irstregjfiation).

The point about the second equation is that it is more like a metamhar dlass of
population models with density-dependent regulatory mechanisms rdaokicompensating
effect of overcrowding — and must not be taken too literally asethuation governing the

population dynamics.
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Figure 2.1 Logistic Population Growth Model for Two Case Scenarios
N, <K2and K>N, >K/2

In general if we consider a population to be governed by

dN
——=f(N
a (2.4)

wheref (N) is a nonlinear function of N then the equilibrium solutidbisare solutions of(N) =
0 and are linearly stable to small perturbatiorf§{{*) < 0, and unstable if(N*) > 0.

This is clear from the linearization abdwt by writingn (t) = N(t) — N*| n(t) | << 1
and the equation above becomes:

dn_dN _ ¢ Ny= f(N*+n) ~ f(N¥) +n(t)f'(N*)+%n(t)2f"(N*) o, (2.5)

dt dt
which to the first order in n(t) gives, after neglecting higher order (and thalesnterms:

dn

— =~ nf'(N* 2.6

o= nfN) (2.6)

The solution to this linear system is simply

df .
n(t) =n(t=0) exp[tm(N )} (2.7)

So N grows or decays accordingly fagN*) > 0 or f(N*) < 0. The timescale of the
response of the population to a disturbance is of the ordef |6{N*)|.

For illustration let consider a system defined as:

C:j—’:l:f(N):N(N—l)(N—Z)(3—N) (2.8)
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Figure 2.2 can be used to deduce the stability of stationary paminsteady state
populations N*, which are solutions df (N) = 0. Graphically plottingf (N) againstN
immediately gives the equilibriums as the points that intersect thesN-ax

The gradientf’(N*) at each steady state then determines its linear sgalvildwever,
such steady states may be unstable to finite disturbancesrahengsf'(N*) atN = 0, N = 2,
are positive so these equilibriums are unstable while thase=al, N = 3, are stable to small

perturbations.

growth rate (f(N))

population (M)

Figure 2.2 Population Dynamics Model with Four Stedy States. The
gradient f'(N) at the steady state, that is, whefld) = 0, determines the linear
stability.

The model is defined by

O('j_':'z f(N) = N(N =1)(N = 2)(3= N) (2.9)

Population models for interacting species

The mass action approach to modeling trophic interactions is knownotka-Volterra
(or predator-prey) model, which describes the relationships betim@especies, one of which
feeds upon the other one (Wangersky, 1978).
When two or more species interact, the population dynamics of each speciedes affe
There are three main types of interaction (Vandermeer and Boucher, 1978):
1. predator-preysituations in which the growth rate of one population is decreased

while the other one is increased;
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2. competitionin which the growth rate of each population is decreased; and

3. symbiosis or mutualisnm which each population’s growth rate is enhanced.

Many scientists use a population-based approach, be it fogla sininteracting species,
to simulate ecological processes. Often, nonlinear partial differeggtions (PDES) have been
used to predict the dynamic of such processes. For instance, cmgsithey spread of an
invasive species over time and space, Hooten and Wikle (2008) demorntstaateadny insights
could be gained via a spatiotemporal model that incorporates bothomeactd diffusion
components to predict the spread of the invasive dove in Southeasterh Staties. The study
yielded a series of maps that approximated the extent of therd@sdn over time and space in
the study area. From the analyses, the authors concluded thatvéiseremaining variability of
about 1/10 of the United States size associated with the invasgoofrspecies that was due to
human population. This study opened doors to research targeting othws fdwt could
potentially contribute to the spread of this pest species.

Fisher's model is a classic approach that has been successetlyby mathematical
biologists to describe and predict the spread of invasive specieagtural systems (Murray,
2002). In the Fisher's models and many authors (Hastings, 1996gKaiit2001; and Neubert
and Parker, 2004) the direct movement of the predator density is due @advective velocity,
which is assumed to be proportional to the gradient of the prey deHsityever, such an
assumption has not always been reflected in field observations,adlgp@cihe situations where
the shape of the resource gradients was sharp or coarse.

This gap makes Fisher’'s model less suitable for GIS-basdysas, where the densities

of the resources are usually derived from land cover classes.
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Therefore a slightly different approach (Fisher modified) wasl us this study, which
accounts for GIS features regardless the shape of the resoadieng (Arditi et al. 2001,
Sapoukhinat al, 2003; Chakraborti, 2006; and Chakrabettal.,2007).

This approach assumes that the directed movement of the predaity gemstermined
by the velocity variation (that is, acceleration), whiclprigportional to the prey gradient or, in
general, to the gradient of some stimulus (Arelital.,2001).

Hastings (1996) has reviewed and made a synthesis of models trdialdse dynamics
of the spatial spread of invading organisms, emphasizing two appanibt results. First, the
author found that there appears to be a linear rate of spread with time. Adlgitioméound that
this rate is proportional to the per capita growth rate of the popubatnen the invading species
iS rare.

According to the author, both results hold for a variety of singtetavo-species models,
and the constant linear rate of spread may only hold after aa eatiiod of slower spread. This
last observation may also have important implications for understatitenate of spread of
those species — which are likely to disrupt the communities they invade.

In their study of “allee effects, invasion pinning, and specieddrsy’ Keittet al. (2001)
have analyzed the properties of invasion models when a species carsigitlgdow a certain
population density known as an “Allee threshold.”

The authors show that in patchy landscapes (with dynamics loes$doy the spatially
discrete model), range limits caused by propagation failure (pinning) hle ster a wide range
of parameters, whereas, in an uninterrupted habitat (with dysaseiscribed by a spatially
continuous model), the zero velocity solution is structurally unstatalé¢haus unlikely to persist

in nature. This led the authors to suggest that under a wide rangkwusible ecological
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conditions, species’ ranges may be limited by an Allee effdot example, priority effects in
interspecific competition, or a scenario involving a generalist pretlzat might only be able to
contain a prey species when the prey is rare.

Arditi et al. (2001) used this approach in their study of the directed movement of
predators and the emergence of density-dependence in predgtonpdels. Considering a
bitrophic spatially distributed community consisting of prey ant/elgt moving predators, and
assuming predator reproduction and mortality to be negligible in asopavith the time scale
of migration, the model developed by Ardet al. demonstrated heterogeneous oscillating
distributions of both species, which occured because of the active movements airpredat

Sapoukhinaet al. 003) have studied a reaction-diffusion-advection model for the
dynamics of populations under biological control, where the control gpgesdator) has the
ability to perceive the heterogeneity of pest distribution.

The researchers used the advection term as the predator demgyemt, according to
the basic prey taxis assumptions that the acceleration of predstproportional to the prey
density gradient, and that the spatially explicit approach subdivigepredation process into
random movement represented by diffusion (directed movement descyilpgdybtaxis, local
prey encounters, and consumption modeled by the trophic function). Theythegr able to
show conditions under which prey taxis generates spatial patternfioanthis affected the
predator’s ability to maintain the pest population below some economic threshold.

Neubert and Parker (2004) studied the projecting rates of spre@gtieus scopariusa
large shrub in the legume family, considered a noxious invasiveespeceastern and western

North America, Chile, Australia, and New Zealand. They used agriovdifference equation
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(IDE), a model formulated in the 1970s to describe the spatial spread of gvarstalleles that
has now been co-opted by population biologists to describe the spread of populations.

The authors reviewed how IDE models are formulated, how they aametarized, and
how they can be analyzed to project spread rates and the seneititfibse rates to changes in
model parameters.

They found that solutions to the IDE are often qualitatively smidaFisher's model
solutions, and that the IDE approach is advantageous in that the populatidh gnd spread
can be expressed on an infinite domain — unlike in the Fisher's apprahere they are
restricted to a finite portion of space.

In addition, the rates of spread generated can be made quaryitatjuesalent by using
a normal distribution for the probability density, and a compensatawtly function for the
local population density. The study allowed the authors to addressaddhmee shortcomings of
Fisher's model.

Chakraborty (2006) and Chakraboetyal. 007) investigated the effect of prey-taxis on
predator—prey models witParamecium aureliaas the prey andidinium nasutumas its
predator. The logistic Lotka—Volterra predator—prey models withy-faoes were solved
numerically with four different response functions, two initial cdodag and one data set. The
authors showed that both response functions and initial conditions ptagedant roles in the
cyclic pattern formation, especially when diffusion in preda&docity was incorporated into the
system.

The literature reviewed above shows that each modeling approachdiadibased and
population-based) has its own strengths and weaknesses despite tfygadises between the

two approaches. A study of predator-prey model by Wilson (1998) deschow these
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discrepancies can be resolved. Wilson used various combinations ofatayeg-dispersal for
both the offspring and adult stages of both prey and predator sgwoesling a broad range of
spatial and temporal dynamics to compare and contrast the two frendelworks. Taking the
individual-based modeling results as given, two examinations ofethaion-dispersal model
were made: linear stability analysis of the deterministjaations and direct numerical solution
of the model equations.

The author modified the numerical solution in two ways to account fostthehastic
nature of individual-based processes, which included independent, local perhs bist
population density and a minimum population density within integration, @lew which the
population was set to zero. These modifications introduced new paranmétethe population-
level model, which the author adjusted to reproduce the individual-basddl mesults. The
individual-based model was then modified to minimize the effectsochasticity, producing a
match of the predictions from the numerical integration of the popoidvel model without
stochasticity. The study shows that whatever approach a maetieleses, individual-based and
population-based can be complementary to gain a better, and more, undilegstaf a
population within a system.

Grimm (1999) described this assertion as follows:

The individual-based approach is a bottom-up approach which startsheith t

‘parts’ (i.e., individuals) of a system.€., population) and then tries to understand
how the system’s properties emerge from the interaction among these parts.

However, bottom-up approaches alone will never lead to theories sydteens
level. State variable or top-down approaches are needed to provide aniapgpropr
integrated viewi.e., the relevant questions at the population level.

From the literature reviewed above, it can be suggested thatdndihbased simulation models

represent an idealized predator-prey system formulated ascdde of discrete individuals

explicitly incorporating their mutual interactions, whereas population-based model is a
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generalized version of reaction-diffusion systems that incorporate populatioteder®upled to
one another by interaction rates (Wilson, 1998).

2.3.4 Solution Techniques for Population-based Models

The need for numerical techniques to solve population models stemshiaifficulty
of solving these equations analytically, except in some of thplesincases. Problems with
irregular domain geometry, space-time dependent coefficients antheanparameters often
require numerical techniques in order to be solved. The goal of sthufigees is to obtain an
approximate solution of a PDE over a domain of interest under pecéisgdoundary condition
(BC) and/or initial condition (IC). The solution consists of a sesfesumerical values, which
approximate the true solution at a pre-specified and often finite set of $peaiddns and times.

This is in direct contrast to analytical solutions, which comdistathematical expression
(rather than numerical values) valid over all space and tintee(rttan a finite set of space-time
coordinates or patches), and that exactly solve a PDE problem rather than apprgxima

Finite Difference Method (FDM) and Finite Element Method (FEdve two of the most
common numerical techniques used to solve PDEs. FDM employs T&yles expression to
derive discrete approximations of spatial and temporal derivativ@shvare then substituted
into the model equations.

This substitution transforms the original continuous model into a mysftealgebraic
equations that can be solved using linear algebra techniques s@&hauasian elimination or
Jacobi iteration (Gardnet al.,1989; Montas, 2004).

As does FDM, FEM approximates solutions of PDEs and integratieqadased either
on eliminating the differential equation completely (steadegiadblems), or rendering the PDE
into an approximating system of ordinary differential equati@BEs), which are then

numerically integrated using standard techniques such as Eulhsdnor Runge-Kutta. While
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in many cases FEM reduces to FDM, the most noticeableeahffe between these two methods
is that FDM domains and equations are discretized over points, wharddsM, patches
(contiguous regions) are used. Furthermore, FDM may be viewed &sl noofaylor series
approximations, while FEM emanates from localized polynomial exmasmsand error
minimization principles.

Some examples of studies where the FDM approach has been usedet®B&ls are
reviewed below.

Meselheet al. (2005) developed a numerical model for a portion of the Lower 88igsi
River using a combination of both methological approaches (finite eliféerand finite element)
in order to provide detailed information on the spatial and temporalrmatté the River’s
hydrodynamics, salinity, sediment and water quality parameters.

Garvie (2007) has also used finite-difference algorithms for stgdigie dynamics of
spatially extended predator—prey interactions with the Holling tiyfenctional response and
logistic growth of the prey.

The algorithms used were stable and convergent, provided the timergsebelow a
(non-restrictive) critical value. According to the author, this apgiovas advantageous because
the dynamics of approximations of differential equations canrdfémificantly from that of the
underlying differential equations themselves. This is particulangortant for the spatially
extended systems presented in this study, as they displaylea spectrum of ecologically
relevant behavior, including chaos.

In the study, the author presents two high-quality finite-differescdeemes that allow
him to confirm a wide variety of spatiotemporal dynamics regabin the literature for spatially

extended predator—prey interactions. He provides complete impleropatatietails, so that
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applied mathematicians and biologists can quickly apply and adapiutherical methods to
investigate the dynamics of predator—prey interactions.

Although the finite-difference methods (Schemes 1 and 2) were subjgbe same
conditions that guaranteed stability and convergence, they diffecsdewhat in their
convergence properties. Thus, using both methods together provided aadsitiohal test of
convergence.

The U.S. Army has developed a Three-Dimensional Time-Variahtegrated-
Compartment Eutrophication Model (CE-QUAL-ICM) to simulate tiaeying concentrations
of water quality constituents by coupling hydrodynamic and wateity components. This
model incorporated detailed algorithms for water quality kineticggractions among state
variables were described in 80 partial-differential equatibas émployed over 140 parameters
(Cerco and Cole, 1993).

An improved finite-difference method was used to solve the mass eatisarequation
for each cell in the computational grid and for each state variabée model predicted time-
varying concentrations of water quality constituents. It incorporathebctive and dispersive
transport and considered sediment diagenesis benthic exchange (Limno-Tech, 2002).

Environmental Fluid Dynamics Computer Code (EFDC) has been devdimpedvide
3-D simulations of hydrodynamics and water quality components yfseem (Limno-Tech,
2002). This model uses a finite-difference scheme with threelguels and an internal-external
mode splitting procedure to achieve separation of the internal sindearoclinic mode, from the
external free-surface gravity wave, or barotropic mode.

An implicit external mode solution was used with simultaneous cortiputaf a two-

dimensional surface elevation field by a multicolor successive ®laxation procedure. The
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external solution was completed by calculation of the depth-gtedrbarotropic velocities
using the new surface elevation field.

MODFLOW is a computer program that numerically solves tiwee-dimensional
ground-water flow equation for a porous medium by using a finiterdiice method (Harbaugh
et al., 2000). The model was developed to simulate systems for watery sgppkainment
remediation and mine dewatering. In MODFLOW, the flow region sudslivided into blocks in
which the medium properties were assumed to be uniform. In plan tievbJocks were made
from a grid of mutually perpendicular lines that might be variaplgced. A flow equation was
written for each block, called a cell.

Several solvers were provided for solving the resulting matrix @nebFlow-rate and
cumulative-volume balances from each type of inflow and outflow wemguted for each time
step. Groundwater flow within the aquifer was simulated in MODWUSIing a block-centered
finite-difference approach.

Kaur et al. (2004) have developed an integrated multi-class phytoplankton-zebral muss
ecosystem model (SAGEM) to understand the interactions betweetrofptec state and
contaminant concentrations of a system that is perturbed by zebsaels) Dreissena
polymorpha) SAGEM is a dynamic mass balance model that represemismntsit contaminants
(such as PCBs), five phytoplankton and one benthic algal functional groupakiopl and
three cohort groups of zebra mussels.

The fundamental governing principle for the model is conservation s§ maspace and
time. Each state variable is described by the two-dimensaaivactive-diffusion equation. The
solution method used in the model consists of a finite-difference approxinatios derivatives

of advective-diffusion equation.
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The authors present two application examples of SAGEM, one that esalbateffect of
zebra mussels on total primary productivity of the systemr{ipi@l), and another one that
evaluates the effect of zebra mussels on total PCB fate aamgpart (Example 2). Model results
of application Example 1 showed that the primary productivity ofykeees did not change, but
the distribution of primary production shifted from a pelagic-domuhéte the pre-zebra mussel
period) to a benthic-pelagic coupled system with the introduction of zebra mussels.

The authors believe that these model results are consistentepidhted field studies.
Model results of application Example 2 showed that the particulateenfiltration by zebra
mussels has caused an increased flux of suspended particulatetontiie sediments, which has
manifested itself as an increase in sediment PCB concensaiihe authors conclude that these
application examples demonstrate the feasibility and utility roui-stressor ecosystem model
such as SAGEM for aquatic ecosystem management.

Examples of studies where FEM has been used to solve PDEs ageonantSome of
these studies are reviewed below.

Gomez-Revueltet al. (2007) used a two-dimensional self-adaptive FEM for the analysis
of open region problems in electromagnetics. The adaptive strategfully automatic, and was
based on minimizing the interpolation error (by using the projectidineoérror from a fine grid)
delivering exponential convergence rates for the energy error r ieveéhe presence of
singularities.

The authors solved a low number of closed domain problems with tree reainx; the
particularities due to the open nature of the problem were hiddersefiraldaptive strategies

developed for conventional closed domains were used without modificatidres. FEM
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discretization was made in terms of quadrangles/triangles rabie order of approximation
supporting anisotropy arfthnging nodes

Gudlaet al. (2001) described a simple algorithm for triangulating the swiudomain
represented in images. The goal was to generate a quadtree4imsgalar mesh for finite
element analysis of heterogeneous spatial data. According ® dhésors, the quadtree mesh
generator starts by enclosing an entire domain inside afalyied square (2n x 2n dimension).
A provably good mesh generation algoritmetursively divides each node until each leaf node
contains, at most, one connected component of the domain’s boundary witistabne vertex.
The algorithm then splits squares near the vertices of the domaimaore times, so that each
vertex lies within the buffer zone of equal size squares. Quasijteres are then wrapped and
cut to conform the boundary. Finally, the cells of the wrapped quad&deargulated so that
all angles are bounded away from zero degree.

The proposed algorithm (imageMesher) generated quality triangukshes with
provably good angle bounds. The authors were able to illustrate meabpplications of the
proposed approach, which demonstrated its ability to use the solutionnddesxribed in
images to fit directly into the finite element analysis.

In their effort to simulate biochemical and environmental presegsich as plant growth
and related biochemical reactions), Keblal. (2009) proposed the coupling of the finite element
method approach with Fuzzy models, which are used to estimate model paréoneedelling
spatial distributed phenomena. This concept of fuzzy-based pararsgteat®mn assumes that
spatially distributed models represented by PDEs (such as rh&teiees equations) can be
numerically solved by finite element method. The coupling of tezy models and FEM was

demonstrated in this study by the modelling and simulation of algaetly and related
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eutrophication in flat water bodies (Orbetello Lake) in Italyes#ts showed that expert
knowledge was successfully transferred to the FEM simulation of the hydroidymaatel.

Sadegh Zadebt al. (2007) developed and implemented a Galerkin-based finite element
model to solve a system of two coupled partial differential éopsmtgoverning biomolecule
transport and reaction in live cells.

The simulator was coupled, in the framework of an inverse modetatpgy, with an
optimization algorithm and an experimental time series (obtdgdtie Fluorescence Recovery
after Photobleaching (FRAP) technique) to estimate biomolecule masgdraand reaction rate
parameters. In the inverse algorithm, an adaptive method wasmemted to calculate a
sensitivity matrix. The researchers developed a multi-@itermination rule to stop the inverse
code at the solution. The applicability of the model was illustrated by simykage mobility and
binding of GFP-tagged glucocorticoid receptor in the nucleoplasm oferadesnocarcinoma.
The numerical simulator showed excellent agreement with theyten solutions and
experimental FRAP data. Detailed residual analysis indicdtat residuals were normally
distributed and uncorrelated. Therefore, the necessary and suffcitanta for least square
parameter optimization, which was used in this study, were Thetauthors conclude that the
developed strategy was an efficient approach to extract as physiochemical information
from the FRAP protocol as possible.

From the model solution techniques reviewed above, it could be assetdobth FDM
and FEM are suitable for approximating PDEs solutions. While EDMtion is defined only at
punctual locations, FEM solution is defined over the entire problem doma@atewér method is
chosen to solve PDE problems, Montas (2004) summarizes the overakspuaicebtaining

numerical solutions to such equations in five steps:
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1. define the PDE(S), solution domain, ICs, and BCs

2. discretize the domain

3. discretize the equation

4. solve the resulting matrix equation, and

5. analyze the solution (plot, interpolate, back-recalculate, etc.)

The literature reviewed in this section shows that modelsrgvertant decision-making
tools, which have long been used to simulate ecological processeslsMad provide useful
and accurate information if they are properly chosen, welbded, and appropriately solved.
However, models are not perfect, because there can be some drawbacks dsgiticititem.

For instance, many traditional Lotka-Volterra systems (pregaty models) are time-
dependent only, and even those having spatial components built in may geedesi 1-
Dimension only, or developed for homogeneous systems — which in mestisasot realistic.
To close any gaps, mathematical models have been associdtautheit decision-making tools
in order to maximize the understanding of processes before making dgcisio

Examples of such decision tools that could be associated with naitb@nmodels are

expert systems and geographical information systems, which are describedhext sections.

2.4 Expert Systems
Definition
Expert Systems (ES) are computer software programs thaireajpte knowledge of

experts in a particular field (Graham, 2003), and are capabtarofing out reasoning and
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analysis functions in narrowly defined subject areas at proigiéevels approaching that of a
human expert (Montas and Madramootoo, 1989).

The experts are usually referred to as “domain expertsewvithd computer professionals
who capture this knowledge in a database are referred to as “knowledgesesigine

Structure and functions

Every expert system (Figure 2.3) consists of several partshmhwwo of the most
important are the knowledge base and the inference engine.

Theknowledge baseontains factual and heuristic knowledge.

Factual knowledge is the widely shared knowledge typicatjyiaed from the literature,
and that which experts in some particular field commonly agree upsurigtic knowledge is
more experiential, judgmental, and individualistic. It is the knowledggoofl practice, good
judgment, and plausible reasoning in the field.

Theinference enginé a program module into which problem-solving methods are built.
These problem-solving methods, or paradigms, organize and controlgkdaiten to solve the
problem; the inference engine manipulates and uses the knowledge kmdwledge base to
form a line of reasoning. The formalization of the knowledge is baiséB-THEN rules; that is,
IF a set of conditions are satisfied THEN its related proldelving action can be taken. In
other words, the Expert System would scour the database and eliminatpasaylity but one,
which is the most likely solution to a given problem.

The structure of IF-THEN rules is called chaining. When thenahgiof the rules starts
from a set of conditions and moves toward some conclusion, the metlatlers “forward
chaining.” If the conclusion or goal to be achieved is known in advant the path to that
conclusion is not known, then backwards reasoning, and the method is tdrackevard

chaining.”
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Although the knowledge base and inference engine constitute the pripaipglof an
Expert System, other features also need to be mentioned:
1. Knowledge Acquisitiorcomponent, which helps the expert collect the data in

order to engineer the knowledge bases;

2. Explanationcomponent, which explains the actions to be taken, and which can
range from how the final or intermediate solutions are arrived upguostifying

the need for additional data; and

3. Graphical User Interfacewhich is the mean of communication with the end user.
mo — 45 [ MBS 1B HE o
Knowledge
Engineer

Figure 2.3 Basic structure of an Expert Systen(Engelmore and Feigenbaum,
1993)

Knowledge engineering

Knowledge engineering is the art of designing and building expertsysiéere are two
ways to build an expert system. They can be built from scratchuitt using a piece of
development software known as a “tool” or “shell.”

Though different styles and methods of knowledge engineering dysbasic approach
is the same: a knowledge engineer collects knowledge from texer then translates the

knowledge into a computer-usable language and designs an infengimoe, ¢hat is, a reasoning
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structure that uses the knowledge appropriately. He also de&siow to integrate the use of
uncertain knowledge in the reasoning process, and the kinds of expianhtt could be useful
to the end user.

This basic approach is described in detail in Pomykaisél. (1999). According to those
authors, there are six key activities to be performed within éweldpment life cycle of an

expert system:

1. Problem Selection
2. Knowledge Acquisition
3. Knowledge Representation
4. Implementation
5. Testing, Evaluation, Verification and Validation; and
6. Maintenance
Applications

Expert Systems (ES) have long been applied in the engineering anthotareuof robot
control (where they inter-relate with vision systems), in gy response systems.d.,
marine oil spill response operations), troubleshooting. (auto mechanics), and in the medical
field — particularly with respect to interpreting laboratoegults, or for prospecting medical
diagnosis (Graham, 2003).

ES has numerous applications in agriculture, notably for controllingsise selecting
chemicals to spray, machinery management practices, aninthinfeeragement, and weather

damage recovery. Examples of studies illustrating these applicatiorevi@wead below:
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Warren (1999) has developed an Integrated Pest Management (P&t} system to
determine potential risks of an outbreak of wheat crop pests commargita@ad/ These potential
outbreak risks are presented as low, medium, and high levels ohdskra& presented for each
of 15 wheat pests in Virginia. The system was evaluated usirg thitrdom cropping system
scenarios. By comparing expert system output with that obtainedHuonan experts, it was
shown that the expert system agreed with human expert opinions in 84% of the deasiens m

Mansinghet al. (2007) developed CPEST, an expert system suitable for coffeegmnek
disease management in developing countries. Their knowledge basenawnitaiormation
relevant to farmers such as climate, topography, soil typleediarm, agronomic practices, crop
phonology, biology and damage potential of pests, and options available forssuppneest
populations below the economic injury levels.

The development of expert systems (ES) for dairy herd maregeis now possible
thanks to recent advances in computer technology. According to &palh(1988), these dairy
herd management ES are mainly used for:

1. Advising dairy farmers on management problems in a well definedhamowly

scoped subject domain (Advisory ES);

2. assisting dairy farmers in making strategic managemensidesifor predicting
the likely consequences of a given situation, such as that of cowrdr he

performance or market (Strategic Planning ES); and

3. diagnosing equipment malfunctions or determining subnormal animbkrr

performance (Diagnostic ES).
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Vakeva and Saarenmaa (1992) have built a consultative expert Systaith in the
diagnosis of biotic damage to Scots p{Reus sylvestris)The diagnostic knowledge collected
from experts and books was transferred to about 250 production rules cogerdamaging
agents.

Uncertainties were taken into consideration by certainty facidre diagnosis was based
on site factors, tree characteristics, date, observationgmgtems and damage, and, in some
cases, insect descriptions. Diagnosis was reasonably corr8ifsnof 63 test cases tried by
experts. Of the 25 test users, 84% considered the systemtafaldgssuccessful with typical
cases, and 77% of them found the system at least quite usefuk iovthework. Narrowness of
expertise, slowness and lack of pictures were considered as the systemtsingd.

Mulatu (2006) has developed a Bayesian expert system (ES) thatnesndrborne
hyperspectral imagery with terrain data and ecological kedgd of the distribution of
vegetation types for the diagnosis of land covers change between 1999 amd th@0S|ands of
Schiermonnikoog, in northern Netherlands.

A Spectral Angle Mapper was used to classify the hypetsglemagery. The expert
system maps were compared with a post classification compamsbmod to identify the
changes between the two years. An overall accuracy of 47.5% was achieved.

The application of the Bayesian ES increased the overall agcofathe vegetation
mapping compared to the Spectral Angle Mapper classification of thesleygérmagery alone.

The change-detection results showed changes in all of the landtgpgsr confirming
that the Bayesian ES can be used for detailed vegetation mapplimgaaitoring purposes. The
authors suggested however, a need for a proper data calibratiorfydheeghange results prior

to implementing the method for planning and decision-making purposes.
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A Learning Base System (LBS) was developed by Stockvi€l®3) to enable the
development of testable expert systems. Stockwell used a Bayelsissifier system as the
knowledge representation, and adapted it to allow for the incrensagaisition of knowledge
from both data and experts, as well as prediction and validation procedures.

The advantages and limitations of the system are describedréar applications: The
first application is the diagnosis of diseases in crops, illistydnowledge acquisition by an
expert in a data-poor domain; the second illustrates how LBS carsdak in a geographic
information system; the third is the development and testing of méatefsredicting wildlife
density solely from data. The Bayesian classifier was showeta flexible formalism for
implementing a wide variety of knowledge-based tasks.

The literature reviewed above demonstrates that expertnsyst®t only diagnose
problems (Diagnosis ES), but also troubleshoot and prescribe solutions to the ideraiflechpr
(Prescription ES).

Both components of ES (Diagnosis and Prescription) can be developed withi
Geographical Information System. As a standalone system, howESelack the ability to
predict phenomena as can models. In addition, they rely on GIS ¢oastdrdisplay geographic

data for visualization.

2.5 GIS-based Decision Support Systems
2.5.1 Geographic Information Systems (GIS)
Definition and structure
A geographic information system (GIS) integrates hardware, atwersonnel, and
data for capturing, storing, managing, analyzing, and displayinfprans of geographically

referenced information (Montas, 2004).
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This information, along with related properties, is stored in abdata(geodatabase) in
the form of attribute tables set with a regular structure in some madadahkie format accessed
by a computer (ESRI, 2004).

There are a wide variety of geodatabases, from simple tables starsthgie file to very
large databases with many millions of records, stored in rooms full of disk.drives

For example, a habitat suitability model would have severatdayesuch as political
boundaries — on top of which are set layers of land use, land coveoldgydrelevation, and
road systems stored as shape files (ESRI, 2004).

Commonly used GIS software includes: Desktop GIS, which usuallgseaivGIS tasks
and is sometimes classified into three functionality categdqf:IS Viewer, GIS Editor, and GIS
Analyst); Spatial Database Management Systems (DBMS),hwdiie mainly used to store,
analyze, and manipulate the data; and Web Servers, used to digtmdqude display data and
guery functionality from Server GIS over the internet or intranet.

Data acquisition and processing

Spatially distributed data can be derived from field work, maps, amdlitsaimages
obtained from government agencies and private data suppliers. Thédnsus Bureau provides
socioeconomic and demographic data, and census tract boundary files for éheagiatir.

The U.S. Geological Survey (USGS) produces topographical maps foatiba, as well
as land use and land cover maps that include information about ownedhipal boundaries,
transportation, and hydrographic data. USGS map generators includgtothed Visualization
Viewer, Earth Explorer, and the Seamless Data Distributiote®yINASA provides remotely
sensed data from all over the world, while The National Atlasiyres basic cartographic and
environmental data for the American continent.

ESRI (2004) summarizes the data acquisition and processing as follows:
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datasets need to be created (1) and — in case something hgsdchaadited (2),

and then stored (3). If data are obtained from other sources they need to be viewed

(4) and eventually integrated (conflation) with existing data (5).

To answer particular questiorsg, who is living in street X and is affected by

the planned renewal of a power line, the data are queriech@oarzalyzed (7).

However, some specific analysis tasks may require a datsfdrenation and

manipulation (8) before any analysis can take place. The camedyanalysis

results can finally be displayed on a map (9).
Data analysis

Contemporary GIS software contains many tools for spatial aladdysis. The most
common technique for using spatial analysis tools is through a Grapmitdhterface (GUI). A
GUI allows users to perform basic analyses pre-programmésl®ydevelopers. GIS scripting
language permits users to extend the capabilities of thensylsy writing their own sets of
spatial data analysis routines or models.

Montas (2004) distinguishes four steps in GIS data analysis:

1. Define the sub-region (if any) on which the analysis is to bfimeed (this can

be an irregular area of interest - AOI, or simply the intdige or the union of

data layers);

2. input the necessary data layers, attribute tables, and constants;

3. perform the analysis (computations); and

4, output the result which may be new or modified data layers, a#riabtes and
constants.

A GIS typically performs several types of analyses tghoGUI: topographic, proximity,
and overlaying. Topographic analysis includes slope and aspect caltsildtom ground

elevations stored as Digital Elevation Model (DEM). Proximitylgsis permits the user to
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determine the distance between a feature of interest andfe#teres within a data layer. This
can be used to determine how much land would be affected fdgnmanting buffer zones of
various sizes around streams to prevent invasion for example a@\aralysis combines data
from several layers to determine the suitability, or unsuitgbibf areas within a region to
various activities.

For example, an overlay may consider slopes (from the topographysiahagrass fields
(from land cover analysis), and distance to streams (from thenpty analysis) to identify
favorable habitats for Canada geese.

GIS Applications

GIS can be applied to many fields and used for many purposes ngladientific
investigations, resource management, asset management, archaealMigpnmental impact
assessment, urban planning, cartography, criminology, geographig/histimketing, logistics,
prospective mapping, etc.

Other specific applications are described in ESRI (2004) as follows:

e Meteorologists use GIS to map weather conditions and issue gsaifioincounties in

the path of severe storms.

e Hydrologists monitor water quality to protect public health using GIS.

e Police departments uses GIS technology to map crime areassamgcdor the
deployment of its personnel, and to monitor of the effectiveness ighbwhood

watch programs.

e Land managers use GIS to produce planning maps for monitoring earthquada

and bridges conditions, natural disasters, etc.
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e Electrical companies use GIS to map suitable locations for thiéty circuits, in

order to minimize power loss and plan the placement of new devices.

e GIS allow biologists to map the impact of construction plans orersla¢ds and
natural critical habitats of endangered animal and plant spdcigso helps build

habitat suitability models for plant and animal species.

2.5.2 Decision Support Systems (DSS)
Concept and definitions

The concept of DSS is extremely broad, and its definitions vapertliing on the
author’s point of view. Finlay (1994) defines DSS broadly as “a compatsed system that aids
the process of decision-making.” In a more precise way, Turb@®5)] defines DSS as “an
interactive, flexible, and adaptable computer-based informatiomsystpecially developed for
supporting the solution of a non-structured management problem forvetpdecision-making.
It utilizes data, provides an easy-to-use interface, and allowshé decision maker's own
insights.”

Other definitions fill the gap between these two extrerres.instance Druzdzel and
Flynn (1999) define DSS as interactive computer-based systemadhaters in judgment and
choice activities. The definition of DSS is sometimes reducedhat of knowledge-based
systems referring to their ability to formalize domain know&edg that it is amenable to
mechanized reasoning. This is perhaps due to some similaritikge iarchitecture of both

systems.
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Architecture and integration

While there is no universally agreed definition about what a DSS arcingesttould look
like, Marakas (1999) and Power (2007) believe the three fundamental cortypafiesuch
systems are the:

1. databasewhere the information is stored;

2. model,which can be a mathematical equation, a graphical representatiany

other concept; and the

3. user interfacethat is, the means by which people interact with the systegm (

data entering and data visualization).

Combining mathematical models and GIS-based expert systems in ordextécacsangle
flow architecture can be a challenging process. In their b@mcision Support Systems: A
Knowledge-Based Approach[olsapple and Whinstel (1996) describe the building tools of
DSS, and explain how these tools can be integrated with one another.

In a single tool system for exampkynergistic integratioomakes it possible for DSS to
intetrate tools, while in a multiple components system, the integraf the tools can be
performed via a diredormat conversion, clipboard, or confederatiddome examples of DSS
applications are reviewed below.

DSS Applications

Decision Support Systems have been developed and applied in many areagrfoe:inst
Tronstadet al. (1993) implemented a DSS to determine optimal culling decisior®in t
Tucson cow ranch located in the State of Arizona. They acquired hbdtigibal data (cow

fertility rate, weight, and age) and market knowledgsy.(prices) to build the system. They
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based their assumptions on the fact that biological factorsnidetera cow’s ability to produce
marketable products — specifically calves, and salvage valskusghter cows. They estimated
the biological factors (fertility, calf weights and slaughtaaw weights) from the herd’s
individual cow records for the years, 1982 to 1989. They assumed thabasgrows older, its
conditions and associated fertility are likely to deteriorategther words, that the chance it will
die within the next year or become physically unable to produother calf increases with age.
In addition, assuming that an existing cow in the herd has valueitioer slaughter or
replacement stock, the authors were able to develop a predictive ofoplete movements,
which was then exploited for deriving optimal culling strategiedecisions. The resulting DSS
was able to prescribe whether a cow of a given age and pregtang/should be kept or culled
given the cattle prices on the market.

In wildlife management, Turnet al. (1994) developed a DSS (made of spatially explicit
individual-based simulation model coupled with GIS) to explore thectetit fire scale and
pattern on the winter foraging dynamics and survival of freemngnglk Cervus elaphysand
bison Bison bisohin Yellowstone National Park.

Their Northern Yellowstone Park (NOYELP) model simulated theckgeanovement,
and foraging activities of individual or small groups of elk and bisona 77 020-hectare
landscape, represented as a gridded irregular polygon with a spatial resolutioctafd. he

Simulations were conducted with a 1-day time step, for a 180atEyimum time
(approximatively from the beginning of November through the end of Apriyneret al.
(1994) found that when winter conditions were extremely mild, eves that affected 60% of
the landscape had no effect on ungulate survival during the imtalhe post-fire winter. They

also found that the effects of fire on ungulate survival becarpertant when winter conditions
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ranged from average to severe, and that the effects wereeappatboth the initial and later

post-fire winters. The spatial patterning of fire influencedulate survival if the fires covered

small to moderate proportions of the landscapgy.(15% or 30%), and if winter snow

conditions were moderate to severe. Finally, the authors discovetedngulate survival was

higher with a clumped, as compared to a fragmented, fire paturggesting that a single, large
fire was not equivalent to a group of smaller disconnected flit@s.interaction between fire

scale and spatial patterns shown in this study suggest thHatdhéedge of fire size alone is not
always sufficient to predict ungulate survival. Winter sevegrityyed a dominant role in ungulate
survival. The information obtained from this study, according to thleoss; was relevant for

planning and managing the Yellowstone’s fires and natural resources.

Clevengeret al. (2002) also developed three GIS-based models for the identification of
black bear rsus americanyshabitat linkages and the planification of mitigation passages
across a major transportation corridor. One model was based onceipabitat data, and the
other two (opinion-based and literature-based) were based on eXpearidtion developed in a
multicriteria decision-making process.

The models were validated with an independent dataset. Four classgsvedy linkage
zones were generated.

Class 3 linkages were found to be the most accurate for mappinghtybssy
movement. Tests showed that the model, based on expert literatureslosest approximated
the empirical data, both in the results of statistical tests and the descapClass 3 linkages. In
addition, the expert literature-based model was consistently simaitar to the empirical model
than to either of two seasonal, expert opinion-based models. Amengxgert models, the

literature-based model had the strongest correlation withrtipgrieal model. Expert opinion-
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based models were less in agreement with empirical modeladthers believe both empirical
and expert models represent useful tools for resource and transpopiatiners charged with
determining the location of mitigation passage for wildlife whageline information is lacking
and when time constraints do not allow for data collection before construction.

In the area of animal production, Jorgensen and Kristensen (19959 ukxvel stochastic
simulation model with emphasis on management and information aspectsitand direct
incorporation of the DSS as elements in the model.

Their simulation system was comprised of the herd — consistirigeo&nimal and its
biological states — the housing system or confinement, and shefréhe production system,
including the managers, the workers, and all the decisions andgmanceng actions that are
carried out. Their simulation model was run under Windows 3.1 usingrBloRascal 7.0, a
software program. This Bayesian framework enabled the combinationfaymation from
different sources in a coherent and reproducible manner (Beliefgdarent Systems or BMS)
that helps to handle registrations in animal herds.

Montaset al. (1999a) developed a DSS for precise BMP selection in Marylanel. Th
implemented DSS incorporated a raster-based IMAGINE GIS ¢abaged Expert System), and
a distributed parameter hydrologic model incorporated within IMAGINE system. This
hydrologic model simulated the water movement and transport ofi@esbsediment pollutants
across the landscape by treating each raster cellaciassd GIS layers as an individual control
volume. Control volume properties pertinent to sediment transport (sl gsoperties, crop
attributes, chemical application rates) were obtained fromrragtéute tables. The results of
the DSS implementation show that the system was efficigmtowviding sound prescriptions of

BMPs at the field level in several watersheds in the study area.
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A DSS tool similar to the one described above was developed byidgbajl. (2000) to
address phosphorus management issues in a Swedish watershed. Toa&<€&d of Maryland
phosphorus index calculated by a GIS, a rule-based Expert Systdng aon-point source
pollution model.

Model simulations conducted for a selected field for a 24-yeaogeatowed that the
recommended GCSs reduced phosphorus losses by 55% and sedimeittyldd$ésif applied
from the first year.

Similar results were obtained three years later by Nejaehai#t al. (2003), whose DSS
was developed for phosphorus management throughout a watershed on the &aste of
Maryland. The authors used four basic steps to achieve their goal:

1. identifying critical source areas using the hydrologic model;

2. determining the most probable causes for excessive “export” dawh critical

area using a Diagnosis Expert System,;

3. using a second Expert System to prescribe appropriate GC&acfocritical area

based on the corresponding diagnosis; and finally

4. running the hydrologic model with GCSs in place to verify the prescriptions.

As a result, the predicted reduction in phosphorus loading of watershed strear®4yas
which exceeded the 50% reduction goal of the analysis (Nejadhashem2€03a),

Morgan et al. (2000) built an object oriented DSS for the management of black-taile
deer on Vancouver Island, British Columbia. They used GIS and exs¢etrs to investigate
the relationships between the deer’s food quality and cover. Magachfof the scored habitat

categories were combined in the GIS to generate a composite map.
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The resulting data were exported to a database, where a ngod¢iba was applied to
the habitat category data in each habitat polygon for severe ash@vimier scenarios. Although
slow, the system allowed for the identification of a potentiakzijg habitat for deer spatial
control.

The Agricultural Non-point Source Pollution Model (AGNPS) is aanaple of a model
that has been coupled with GIS by many researchers. For instémeeal. (2001) developed
ArcView Non-Point Source Pollution Modeling (AVNPSM), an interfaedween ArcView GIS
and AGNPS, in support of agricultural watershed analysis and non-paumte pollution
management. These authors used a Windows, PC-based interfacangpon$iseven modules
(AGNPS utility, parameter generator, input file processor, modetwtgr, output visualizer,
statistical analyzer, and land use simulator). Basic input dake tinterface included soil, digital
elevation model, land use/cover, water features, climate, and infoormah management
practices. Applying AVNPSM to a sample watershed showedthiaDSS was user-friendly,
flexible, and robust; it significantly improved the efficiencytb& non-point source pollution
modeling process.

Xiao (2003) also developed an integrated GIS-AnnAGNPS (Annualized SENP
modeling interface for non-point source pollution assessment. His gasl twv facilitate
organizing and preparing the input data, running the model, and visualizindingoded
management results. The interface was based on ArcGIS 8.2 and NRS\G.2 using
Microsoft Visual Basic 6.0 and ArcObjects.

Although the development of this DSS was still ongoing, the author démateaisthat
major components of the system were functional, and that the comgystedh would be user-

friendly — requiring minimal user interaction while providing fuéxibility for changing input
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parameters. According to the author, this system should be aklducerthe tedious task of data
collection and organization.

Baran and Jantunen (2004) developed a DSS to propose generic guidelines f
stakeholder consultation in the management of tropical floodplairriesh&hey focused on the
technical aspects of the stakeholders’ consultation, describing @l de¢ steps of the
consultation and analyzing the methodology (selection of stakeholdees;tivellbuilding of a
model structure, probabilities elicitations, etc.). Then they readethe possible pitfalls and
problems encountered in the process. Ultimately, the system propasedcgguidelines for a
stakeholders’ consultation in view of building Bayesian models for@mviental management.
The authors believe that the framework provided an effectivegiialbetween stakeholders, as
well as feedbacks for understanding the consequences of management decisions

The Soil and Water Assessment Tool (SWAT) is a continuous, beali®-Bydrologic
model that has been coupled with a GIS. Hanna (2006) has combined SWIAGIS for
determining irrigation application and projected agricultural watmand in the Pocomoke
River basin, located in the Coastal Plain of Maryland’s Eastern Shore.

This model processed SWAT output data along with user supplied ecodatai@as a
basis for identifying hotspots (agricultural fields likely toguce greatest economic return for
irrigation installations) and for prescribing best recommendatihiesmost profitable irrigation
system from an array of possible systems, based on user supmieaec and performance
data).

GIS features used as the data input basis for the SWAT modedéaclland-use,

topography, and soil properties. Hotspot data was analyzed in $ierwlronment in order to
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produce areas of recommended irrigation, areas that favor dgation, and areas of greatest
net benefit.

From a literature standpoint, GIS can serve as a promisingi@®ecnaking tool. It
allows the acquisition, storage, manipulation, analysis, and displayoefefgrenced data for
better decision-making purposes. However, this data analysieres spatial than temporal — in
other words, GIS lacks the ability to predict future eventshddigh efforts have been made in
recent years to close this gap by incorporating simple mmattieal tools in the GIS’ Spatial
Analyst Toolbox, there remains a need for complex equations andtprediodels built and

embedded within GIS.

2.6 Conclusion

The spread of infectious diseases and the invasion of agricidngalatural systems by
biological pollutants constitute some of the most serious threatseming public health
specialists and ecologists today.

Making decisions about what types of treatment or control stratégienplement — and
especially about where and when to apply those treatments — isvags &asy. Therefore, land
and resource managers need decision-making tools that not onlibelemud predict natural
phenomena, but which also prescribe solutions for such problems. Theseatodie cised
separately (individually) or in combination one with another (IntegradDecision Support
System) to provide better results.

The literature reviewed here shows that while each one ofréd#idnal Decision
Support Systems (Model, Expert Systems, and Geographical EtformSystems) has some

advantages, they also present limitations, such as:
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Model limitations Mathematical models are useful tools for predicting events and
making management decisions, but they are not always suitable yziagdab|S-
based datae(g.,land cover images), which are often time-heterogeneous systems.
Moreover, many mathematical models reviewed in the literasueh) as Lotka-
Volterra systems, usually do not account for movement (advectionidifjusf

the populations. They are often time-limited to local dynamics,shaopulation
reactions (growth and death) only. Even more spatio-temporal mdaats t
account for both reaction and movement components have at timesrbiged i

to 1-Dimension or homogeneous systems. However many naturamsyate
heterogeneous, which makes it difficult to apply 1-D models for lgemeous

systems to the real world.

Expert Systems limitationg&xpert Systems are useful tools for identifying and
troubleshooting problems. Unfortunately, unlike models, these systekmshiac
ability to predict future events. They also rely on GIS’ Spatiaalyst for the
development of the diagnosis and prescription decision trees, and forplag dis

and visualization of maps.

Moreover spatial data manipulated in Expert Systems are storéoeiGIS’
database. For these reasons, it could be asserted that ExgterhSglone would
not be sufficient as decision-making systems. They need to be seppéehwith

other systems in order to produce more accurate results and maximiaesbenef

Geographical Information Systems limitatiorslS are used for the acquisition,

storage, manipulation, analysis, and representation of geo-reféreate As

54



such, they are critical for decision-making. However, likpdtk Systems, GIS
are not designed for the prediction of events. The GIS’ Spatialyst Toolbox
cannot be used to project spatial data in the future. Such projectmhs a
representations are useful to land managers and other decision foakeeny

reasons including preparedness, readiness, and emergency managemenmissituati

For the reasons described above, it is obvious that Decision Supp@mSykat have
been built as stand-alone systems have limitations in termghef predicting eventse(g.,ES
and GIS) or accurately mapping georeferenced datg, [otka-Volterra models). Therefore,
combining all three systems (Model, ES, and GIS) — the overall objective ofuitlys-scould be
very productive and more efficient in terms of producing more accrgatdts and maximizing
the benefits presented by individual systems.

While many DSS have been developed for the control of non-point souhstaptd, few
have dealt with self-moving entities (such as invasive anirntfads)have the ability to move on
their own (unlike amorphous pollutants, which are moved by media sudh, aster, wind,
etc.). The DSS developed within the framework of this studiessgned for both categories of
pollutants (amorphous and self-moving).

Therefore, this system could be applied for entities ranfgorg small bioagents (such as
bacteria, viruses, prions, fungi, toxins, etc.) to larger nuisangmals known as invasive or
potentially invasive, such as theAsian Longhorned Beetle, the LighwrBApple Moth, the
cane toad, the brown tree snake, the sea lamprey, the Europdiag,statria, and resident
Canada geese.

The uniqueness of the current research is that it combinesdgreston-making systems

(mathematical model, geographical information system, and expsensy) in a single flow
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system that describes and predicts spatio-temporal evegtsrésident geese spread) while
prescribing solutions for such evengsg.,goose management and control strategies). It could be
applicable to both amorphous and self-moving agents.

The DSS developed in this study will benefit society in many ways including:

1. serving as an available and usable net decision checklist;
2. serving as a stable tool, despite eventual changes in staff;
3. helping to protect biodiversity by limiting invasive species’ puess on native

species, and controlling the spread of pandemic diseases includingahsal

agents (bacteria, viruses, prions, fungi, and toxins);

4. helping to reduce economical impacts attributed to invasive as(siath as cane
toad, brown tree snake, sea lamprey, European starling, nutria, etounam

activities €.g.,farming);

5. serving as a transparent, easy-to-use mapping instrumetdbdedd end users;
and,
6. serving as a transparent and effective communication devicexjaaining

decision-making to the public.
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CHAPTER 3:
OBJECTIVES

The overall goal of this research is to develop a Decision Supystgrs (DSS) that will
aid in controlling invasive bioagents. The resident Canada goosesjianta Canadens)ss
used in this study as an example of an “invasive” bioagent whose populeas grown
dramatically in the past few years, posing challengingagament problems in the Anacostia
River system, District of Columbia. More specifically this study aimns

1. Develop a mathematical model that simulates the spatio-temggmaimics of

resident Canada geese (called hereaffeose model In the target system, the
nuisance goose species interacts with Anacostia resources, whsiey ds

affected.

2. Formalize the knowledge that can be applied to diagnose the caugessef
congregation in critical source areas (hotspots) and to theisel@atescription)

of Goose Control Strategies (GCSs) to implement in those hotspots.

3. Combine the Model, Geographic Information System, and Expert Systé@hin
a single flow system that can seamlessly store, predictipoiate, and display
spatial data while prescribing appropriate strategies for cngr@nd managing

invasive agents (exemplified in this study by the resident Canada goossskpe

The goose model was developed to simulate at least two badagieal processes:
growth and movement of goose populations relative to resource derasitiedistribution within
the Anacostia system.

The goose model is a system of partial differential equationgp@sed of reaction

(growth component), advection (directed movement), and diffusion (random nratyetmet
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describes and predicts goose and resource dynamics. In thisasgalyse hotspot was defined
as a localized area where resident Canada geese congreégaighadensity (that is,
approximately 200 geese, or one ton of goose biomass, per kmg)lédastthree months. The
goose model was evaluated and validated against survey data anadl idesdifyy goose hotspots
in the study area.

The expert systems developed in this study separate the G&&8oseprocess into two
steps: diagnosis and prescription. The diagnosis expert system ilD&i®ed at determining the
most likely causes of goose congregation at hotspots, and is perfoased on data stored in
the attribute tables of geographic features found in the studyEaramples of such features are
land use and land cover resources (such as grass, water bodiesppmaptaphy, and wetlands).
The other component of the expert system, the prescription exgets(PES), is focused on
identifying the best control strategies for reducing goosestafion of critical areas. The
prescription is performed based on the diagnosis and attribute data stored in thedmbake.

Geographic Information System software offer facilitiestimre and manipulate spatial
data as well as tools that are used in this study to implement the diagrbprescription expert
systems. When the goose model and expert systems are combiméseagraphic Information
System, the resulting DSS is expected to overcome some of tleatclimitations in resident
Canada goose management planning by providing the opportunity to diagnasesthikely
causes of goose congregation in critical areas, and prescaipprgpriate control strategies, on

spatial basis, in those areas.
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CHAPTER 4:
PRESENTATION OF THE STUDY AREA

4.1 Introduction

The Anacostia River watershed is part of the Chesapeake Bayshed, 85% of which
is within Maryland and 15% within the District of Columbia (EPA, 2008e area where this
research was conducted is a portion of the lower tidal Anaseatershed located in the District
of Columbia (Figure 4.1). The geographic coordinates are Lat. 38°535 R&¥6d Long. 76°56
- 76°58 W. This is part of the Anacostia National Park systemei®bthe District’s largest and
most important recreational areas, with over 1,200 acres (4.9 kmi)ligble sites. Included in
Anacostia National Park are the Langston Golf Course, the Kingand Heritage Island
marshes, Kenilworth Aquatic Gardens and Kenilworth Marsh, and Anacsgrt and
recreation areas with hundreds of acres available for ballfields, picgidiasketball, tennis, and
the Park Pavilion (a 307 m2 of space used for roller skating acthspeents). These fields and
marsh areas are where resident geese have been surveyedamailicting this research. The
following sections describe the Anacostia natural environments i@blmbtic and goose
specific, the resident Canada goose survey performed in the semlyasmd the land cover

reclassification of the study area using a Geographical Infam&ystem.
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Figure 4.1 Location of the Study Areas in the Anacstia watershed system.
The research area is the lower portion of the \gatat located in the

District of Columbia, in the middle section of theer (Lat. 38°53 - 38°55 N and

Long. 76°56 - 76°58 W).

Source: Teagueet al (2006).

4.2 Human Environment and Land Use

Overall land use in the lower tidal Anacostia watershed is itbescin NOAA (2007).

This area is located in the Northeastern quadrant of Washington, that is, north of East



Capitol Street and east of North Capitol Street. The politiwalndary of Northeast D.C.
includes most of Ward 5; much of Wards 6 and 7, and parts of Wartde4ndighborhoods
within the study area also include a few schools and institutiorts @asdBrown Junior HS,
Phelps HS, Young ES, and Spingarn HS all located on the east deRif/er; and Thomas ES
and River Terrace ES on the right side of the River.

There are two large public gardens in this study area: tierl Arboretum and
Kenilworth Aquatic Gardens. Parks and open space comprise about dneftéiné land use.
Much of the open space is concentrated along the banks of the rivierchmtes areas such as
golf courses, cemeteries, and developed parks. Other importardrsitésndmarks in the study
area include RFK Memorial Stadium, Langston Golf Course, Kenihw@arkside Recreation
Center, and Kingman Lake. The most significant open space iogtma®ark along the south
bank of the Anacostia River (DDOT, 2007).

About two centuries ago, agriculture was a predominant land uke lrotver Anacostia
River watershed, but today, signs of agriculture are virturedly-existent, and over 80 percent of
the area is already heavily populated and developed (DDOT, 2007). dfidlcd land within or
surrounding the study area is densely developed, with residential,ezoiaingovernment, and
light industrial uses (Figure 4.2).

Commercial and industrial activities occur in close proximitythe river, particularly
along the lower river, the Lower Beaverdam Creek area, andetidbvaters of Hickey Run. In
general, the population of Northeast Washington, D.C is predominartigadAmerican,

particularly east of the Anacostia River.
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4.3 Natural Environment
4.3.1 Abiotic Environment

The study area is limited in the North by New York Avenue @8% in the South by
East Capitol Street NE, in the West by Baltimore-Washingemkvifay 295, and in the East by
Bladensburg Road NE, Florida Avenue, and Street SE (Figure 4.2). The abiotic factors of
this study area, including the climate, soil, and hydrology are briefly descrilmed be

Climate

The climate of the lower Anacostia watershed in the District of Coluraldeacated in the
humid temperate climate zone (Koppen climate classificatiba),i$, in plant hardiness zone 8a
(ADF, 2006). In general, winters are cool, with a January avera@d.9f°F (1.6 °C) — lows
averaging 27 °F (-2.8 °C) and reaching the freezing mark in the tgmyes °F (-9 to -7 °F), but
very rarely below 10 °F (=12 °C) in town (NOAA, 2004). Highs in Januargrage 42 °F
(5.6 °C), though they fail to rise above freezing for about nine days\esar. The coolness is
often interrupted, as highs rise above 50 °F (10 °C) on 31.6 days from Dedentebruary
(NOAA, 2004). Snowfall occurs mostly in small accumulations, tokn average 14.7 inches
(37.3 cm) per season, mostly in January and February, with sauenaation in December
and March, but rarely November or April (NOAA, 2004).

The strongest winter storms are usually “nor’easters,”, whicledilpifeature high winds
and heavy rains, occasionally in the form of a “blizzard” (Watson, 2005).

Winter normally transitions to spring in late February/elbtgrch while summers are hot
and humid, with a July mean of 79.2 °F (26.2 °C) (NOAA, 2004). Autumn is mieatm with
crisp mornings, though summer-like warmth often lasts until natbier. The first freeze
usually falls in the first half of November. Annual precipdat averages 39.4 inches (1,000

mm). February and April are the driest months, while May ampdeSeer are the wettest. The
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area receives adequate amounts of sunshine year-round, with an atalu#l more than 2520
hours, or 57.6% of the possible amount (Watson, 2005)

Geology

The study area is physiographically located in the coastah pliavince, which is
underlain by vast deposits of sediments including gravel, sandamsdt,clay of the Lower
Cretaceous Potomac Group (Patuxent Formation) thickening to more thanf@&®Q& the
Atlantic coast line (MGS, 2001). These deposits overlie crystaliedrock and are highly
variable throughout the formation, ranging from small to massivierdgeneous lenses to
interbedded layers (Teagwt al., 2006). The thickness of the unit varies from thin layers in
places along the fall line to several thousand feet off ther@asihore, with an average thickness
of 500 feet (Teaguet al.,2006).

Hydrology

The main water body in the study area is the tidal AnacBstier. The river is about 10
km (8.4 mile) long and fairly shallow, averaging at low tide betwtihiree and six feet deep from
Bladensburg Marina (Anacostia River Waterfront Park) downstreathe 12th Street Bridge,
and approximately 10 to 25 feet deep downstream from this brmgbet Potomac River
confluence.

The surface area of the tidal river is about 850 acres, andvéinage volume of tidal
river is approximately 2,640 millions gallons (MWCG, 2009). The rivevatershed drains a
predominately urban area that covers about 129 square miles inaNarfiNorthwest and
Northeast Branches) and 47 square miles in the District of Midu(®DOT, 2007). In July
2000, the net flow at the river mouth was 4.9 cubic meters per seabild inflow was 3.1

cubic meters per second at the Northeast and Northwest Branches (DDOT, 2007)

64



With regard to the water quality, many parts of the Anacostia and itsatigsihave poor
water quality making it unsafe to consume fish from or swim intmbghe river (NOAA,
2007). The water system is polluted with contaminants, stormwadeseavage runoff that carry
trash and chemical waste from land to the river. Additionallgny of these factors contribute
to chronically low dissolved oxygen levels that threaten aqudac(NOAA, 2007). Due to
intense urban development there is a high percentage of impervioasesuarge amounts of
stormwater runoff, stream channelization, and loss of riparian ngfemd streamside forest
canopy. During significant rainfall events, the Anacostia resepevage and other pollutants
from combined sewer and stormwater overflows that dischargeldineto the river(NOAA,
2007).

With regard to wetlands, there are approximately 3,208 acrewetindsin the
Anacostia watershed (Figure 4.3), the majority of which aratéakcin the Coastal Plain portion.
Of the total wetland acreage, palustrine wetlands constijypeo@mately over 76% while
riverine http://www.anacostia.net/history/wetlands_large.pdf(20%)amndtrine (4%) are just a

small fraction (MWCG, 2009).
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Anacostia tidal and nontidal wetlands have been disappearing dueitest few decades
due to urban development and suburban sprawl and agricultural actiFiesnstance over
4,000 acres of nontidal wetlands have been lost in the recent yedes adeording the Army
Corps of Engineers; about 2,500 acres of tidal emergent wetlanddéavalestroyed solely in
the section between Bladensburg and the Anacostia’'s confluencethgitiPotomac River
(MWCG, 20009).

4.3.2 Biotic Environment
Vegetation

The dominate vegetation tree blooming along the Anacostia Rivégnsyis cherry,
viewed as the signature of spring in Washington. Other plantespfuind in the study area
include northern wild rice, cattail, milkweed, Joe Pye, button bush, $eare the ancient
specieNuphar,whichfills the Anacostia marshes along the river (NPS, 2010).

Much of Anacostia wetland plant species, particularly those mgidan and Kenilworth
marshes are described in Hammershktg al. (2002). There arePontederia cordata
(pickerelweed) Schoenoplectus tabernaemontésuftstem bulrush)Peltandra virginica(green
arrow arum) andSagittaria latifolia (broadleaf arrowhead), which have been planted
(Hammershlaget al, 2002). Among the pioneer volunteer species noticed by the authors, there
are: Ludwigia palustris (marsh seedbox)Eleocharis obtusa(blunt spikerush),Cyperus
erythrorhizos (redroot flatsedge),Salix nigra (black willow), Lythrum salicaria (purple
loosestrife),Panicum dichotomiflorungfall panicgrass)Juncus effusugcommon rush)Typha
spp (including T latifolia, angustifoliaandglaucg, Leersia oryzoidegrice cutgrass)Phalaris
arundinacea(reed canarygraysMikania scandensclimbing hempweey] Impatiens capensis
(jewelweed), andSchoenoplectus fluviatiligriver bulrush), Impatiens capensis, Polygonum

sagittariaandP. arifolium @rrowleaf and halberdleaf tearthumbd) scandens, P. arundinacea,
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P. punctatum dotted smartwegd Sparganium eurocarpurfbroadfruit bur-reed) andypha
speciesZizania aquaticaannual wild rice) andhcorus calamugcalamus), which historically
were keystone species in the Anacobg#ore the marsh restoration are still lacking in this study
area (Hammershlagt al.,2000).

Animals

Given the riparian-type vegetation in the Anacostia systelichwcombines small
marshes, open fields, and wooded river edge, the animal spegres in the study area are
diverse including fish, aquatic mammals, and birds.

Fish and amphibians

The Anacostia has three main types of fish (NOAA, 2007):

1. resident inhabitants of the freshwater tributaries and main channel;

2. anadromous fish (such as shad or striped bass), which live in maeseiarine

waters but return to freshwater to spawn; and

3. catadromous fish (such as the eel), which live in freshwater iguate to the sea

to spawn.

Frogs and turtles are also found in the Anacostia watersheensy# list of fish species
observed in this system is shown in Appendix B.

Aquatic mammals

The National Park Service has listed 17 species of mamimaigdside in the entire
Anacostia watershed, of which beaver, river otter, muskrat, minkpoacand fox are the most

common (NOAA, 2007).
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Birds

The National Park Service has listed 188 species of terresipalian, and aquatic birds
in the lower Anacostia watershed, of which over 50 are assoeidtethe aquatic environment
(NOAA, 2007). Aquatic birds using the river include year-round resideatsl Ibreeding
populations, and highly migratory species that either overwintdreratea or pass through to
northern or southern destinations. Most breeding areas are linoitd¢enilworth Marsh,
Kenilworth Park, and Kingman Lake. The largest groups of aquatic trdke river are ducks
and geese, loons, grebes, coots, and rails.

Nearly 30 species represent these families in the stedy arost of which are associated
with Kenilworth Marsh, Kingman Lake, and the main stem of the Anec&ster in the upper
river zone.

The ducks, geese, coots, and rails are largely grazers andlagés and insects
(omnivorous). Canvasback duck, ringnecked duck, ruddy duck, widgeon, wood duck, Canac
goose, and snow goose are primarily grazers of aquatic andtriair@lants. Several other
species, such as mallards, goldeneye, bufflehead, oldsquaw, and comtomegare
omnivorous, feeding on vegetation, insects, and small aquatic invéetebfde mergansers,
loons, and grebes are strong divers and swimmers and feed on figfuatid mvertebrates. The
ducks and geese primarily use the river for overwintering, althodgWv apecies such as wood
duck, mallard, and rails may breed during the spring and summerupjlee river. Osprey, bald
eagles, song birds, and other bird species (Appendix C) are also founds in theestiudy a

4.3.3 The Anacostia Resident Canada Goose Situation

The biology of the Canada goodérdnta Canadens)sis reviewed in Chapter 6. The
genusBrantais native to Arctic and temperate regions of North Americanbutnatural” along

the Anacostia Rive(McKindley-Ward, 2006). Canada geese are migratory birds, whose annual
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migratory pattern has been to leave the Mid-Atlantic region arcM and wing north to their
breeding grounds around Hudson Bay (Canada), where they nest antemigeung over the
summer.

At mid-Fall, as the weather turns cold in northern Quebec (Canthdge birds return
south to spend the winter in ice-free latitudes. Unfortunately, ofdee geese no longer return
to their northern original locations because of a combination of factmiuding climate,
protection by the regulations, and habitat conditions (lots of breedingemtithg sites, feeding
both in the nature and by humans, etc.). As their populations growdengs geese cause
ecological damage by overgrazing environmentally-sensitivéameetareas during the warm
months of the growing season, when young, vulnerable plant shoots engirgnfrom the mud
in Anacostia tidal wetlandéMcKindley-Ward, 2006). Such grazing impacts have been very
costly to the District and U.S. Army Corps of Engineers, who hepent over $5 million
creating the 40-acre Kingman Marsh. It is estimated trstlert Canada geese not only ate
about $400,000 worth of newly-installed plants, but reduced the vegetateda@ave-third of
its intended size (from 40 acres to less than 15 acres).

When not devouring swathes of wetland plants, resident geese eantnuth turfgrass
on mowed lawns near water bodies, defecating frequently and faulaingplaces as the historic
Langston Golf Course and recreational fields along the Anacédstiacade ago, the population
of resident geese in this study area was approximately 600igH2002; McKindley-Ward,
2006) and this population has remained almost stable over time (~hi%kdt summer). A
Canada Goose Management Committee (GMC) has been creatmhfimiling and managing

the resident goose populations in the Anacostia system.
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4.4 Resident Canada Goose Survey

Canada goose survey data were acquired in order to verify andtealiga model
predictions. Surveys were conducted by the GMC, a multi-agenoy ¢emposed of the D.C.
government, U.S. Army Corps of Engineers (USACE), National Parki& (NPS), Anacostia
Watershed Society (AWS), and U.S. Geological Society (USGS).

4.4.1 Materials and Methods

The resident Canada goose surveys were carried out at fouomscaicluding Kingman
Golf Course, the Heritage roadside field, Kenilworth Aquatic Gardems the Anacostia picnic
area (Figure 4.4). The method of surveying is called Direct Coyrgtitechnique recommended
by the USGS Patuxent Wildlife Research Center, which been employed for years by
scientists €.9.,Newell and Hicks, 1982; and Gustasial.,2006) to estimate the population size
and record the distribution of wildlife species within small accessiblealaystems.

The direct counting of resident Canada geese can be describeadwas:folNo surveyors
position themselves in a given survey site in such a wayhbgtdan see each other and are able
to communicate.

Each surveyor is given a pencil and a pre-designed survey sheshtwntata entries
such as the observer’s information, date, time, weather conditions, and number obgates: c

At a given signal both surveyors simultaneously walk forward frataming point along
a lane or path (a transect) — one surveyor watching and countisey ge¢he left side of transect
and the other watching and counting geese on the right. Traasectet marked or traced in
the field, and their width expands as far as surveyors carBe#esurveyors communicate in
order to avoid double-counts, especially in situations when a goosdrdilrsone side to the
other of the transect. At the end of each survey session, all sineatsllected and the data are

recorded for further analyses.
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The Anacostia goose surveys usually took place in the morningse@re®00 a.m. and
11:00 a.m.) when sightings were optimal and the geese were auiivgheto be easily seen. The
surveys normally lasted 1-2 hours, depending upong the number of survelyeys.wére
performed on open grounds along the Anacostia River, in wetlands, in Aaaeask, and in
fields, which are the main habitats used by Canada geese Am#lcestia system. The survey
data (from April 2004 to September 2007) were analyzed in MATLABvaluate trends of
goose populations at all four survey locations (Kingman, Kenilworthiader, and Anacostia).
Goose densities were converted into goose biomass densitiesrgsanmverage adult resident

goose weights approximately 12 pounds, that is, nearly 5.5 kg (MCE, 2003).
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Figure 4.4 Orthoimagery of the Study Area Showing Rsident Goose
Survey Sites
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4.4.2 Results and Analyses

Over 22 surveys were carried out between April 2004 and September 200§oddee
biomass densities obtained from those surveys were recordedatatabde (Appendix A). An
unpairedt-testshows that there is no statistically significant differeincaverage RCG densities
between September (3.02+1.75 T/Km?), July (2.84+2.76 T/Km?2) and April (2.42+0.982)J./K
Population densities for each survey site are presented in Figure 4.5.

Canada geese seem to congregate the most at Kingman guimgg(é\pril) and summer
(July), with an increase from spring to summer. Population densisesincreased at East
Anacostia from spring to summer while densities at Kenilwonith lderitage decreased. These
trends were mostly reversed between summer (July) and &tg/@ber), when the Kingman
density decreased while densities at East Anacostia, Kenilworth andgdentaeased.

Survey data suggest that RCG may be undergoing a seasonal ngicaten within the
sutudy area. The geese appear to move to Kingman in summer, wheiomegstprobably
more succulent, and back to other survey areas during the rest oédheMoreover, the
standard deviation of the goose population measurements were lalyéoeaations during the
study such that the presence of a micro-migration cannot be deeblusferred with suitable

statistical significance.
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Figure 4.5 Observed Goose Population Densities ab&r Survey Sites and
Different Seasons:April (4), July (7), and September (9). Data averages
from 2004-2007. Error bars indicate one standaxdatien (Appendix A).

4.4.3 Conclusion

The population densities of resident Canada geese in this stadyaayewith respect to
seasons and survey sites. Although these densities changesfisom $0 season — and from one

location to another — the populations are relatively stable ovétallsystematic increase or

decrease of the population, over time, was detected from survey data.

4.5 GIS and Land Cover Reclassification
45.1 Materials and Methods

Land cover data

Land cover data was acquired from the U.S. Geological Sci@t\3GS) National Map

Seamless Server. This Seamless DOQ (Digital Orthophoto Qugesarof Washington, D.C.
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was retrieved and downloaded from the website http://seamlesgaxggslex.php. The
obtained imaged raster dataset consisted of ortho-rectified ¢loe imagery with a pixel
resolution of 0.5-meter (approximately 1.6-foot) covering the SW qaadfaVashington, D.C.,
SE. The design accuracy of the selected dataset is estimateo exceed 3-meter diagonal
RMSE (2.12m RMSE in X or Y). Each orthoimage of the dataset prewidagery for a 1500-
by 1500- meter block on the ground, and is considered the “best avadabdefrom the USGS.
The projected coordinate system used is UTM 18 with a NAD83 d&bewmspatial data layers
acquired from this source included: orthoimagery, transportation (raadparticular),
hydrography, elevation, and vegetation cover. This vegetation data éandeevel 1 NLCD
2001) was reclassified in ArcGIS into three classes (woodgnp&ls, grass, and developed
areas) using Spatial Analyst’s tool (“Extract by Attributes”).

Study area boundary

The District of Columbia (D.C.) boundary shapefile was obtained ftben 2009
Tiger/Line files in ESRI ArcGIS shapefile format, whichorks with most GIS programs
including ArcExplorer and ArcGIS. The data was downloaded from the CeSsus Bureau
website at http://www2.census.gov.

ArcGIS’ Analyst Tools were used to overlay both the boundary andodw layers,
which helped delineate, digitize and edit these shapefiles. Shkimg study area was stored as
a feature in the GIS database.

Wetlands data

Seamless wetlands data for the District of Columbia was athfrom the U.S. Fish and
Wildlife Service (USFWS), which is the principal federal agency that prowdesnation to the
public on the extent and status of the nation’s wetlands. The wetlataltagler is available for

download at http://www.fws.gov/wetlands/data/ESRI.html, and it comestlzer a compressed
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file Geodatabase or a shapefile, in the Albers projection with a North éanebatum (NAD) of
1983.

The above datasets were processed in ArcGIS’ ModelBuilder upaigaSAnalyst tools
and the Query Script Language (QSL). All layers were resainpl raster format with a 24 m
cell size. The GIS tools were used to query the land cover infiomfaom raster data Attribute
Table, and to classify this land cover, within the boundaries of the study area, infags&sc

1. Grassfields (including mowed grass, pasture hays, and herbaceous Wetlands

2. Developed area (including residential, commercial, and services);

3. Waters (including the tidal Anacostia River and the ponds at Kertivaquatic

garden);
4, Woods (including shrubs and woody wetlands);
5. Major roads.
4.5.2 Results

The result of land cover classification over the study arpeesented in Figure 4.6. The
study area is 11.30 km? (2.79 acres) in size. Grassfields and develmsesd dominate the
landscape. The five selected land covers, their spatial ertdm study area and their relevance

to goose dynamics and control are detailed in the following sections.
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Figure 4.6 Digitized Image of the Study Area Showip Land Cover Classes
Grassfields

Grassfields, particularly those located near water bodiesharenain land cover type
used by Canada geese. In fact, these fields are regulamyamead and treated, which allows
tender and succulent grasses to emerge. The treatments pravigieddfields €.g., watering,
mowing, and fertilizers) probably improve the quality and quantity esgrand therefore
influence their use by resident Canada geese.

In fact, Riddingtonet al. (1997) found that fertilizing fields increased grass nitrogen
content and made the fields much more attractive to geese.

The public also uses these grassfields for various purposes includinigkipig,
playgrounds, recreation, and sport activities (soccer, football, and fbk) grass species are

mainly Kentucky bluegrass, water bentgrass, and rice cutgrass.
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There are many grassfields in this study area, four of whiak wearveyed for goose
counts: Kingman (golf course), Heritage (road-side field), Antec@Rark, playground, picnic
fields), and Kenilworth (aquatic garden, marsh system). Thesks fiah be described in detail as
follows:

Kingman golf course: ~ 0.334 Km?;, 18 holes; flat land overall, covered with
treated and maintained grass; sighting is clear; few tetesed; site is limited in the
north by the National Arboretum with a lot of trees, in the soutBdayin Road, on the
west side by schools with sport fields (Young ES, Brown Junior HSp$ S, and
Spingarn HS), on the east side by the wetlands (Kingman marsh and Anacos)ia River

Kenilworth Aquatic Gardens: ~ 0.47 Km2; many ponds; mainly wild flowers,
grass (violet, turtlehead, antte cutgrass), and freshwater plants (nuphar, lotus, and
water lilies); some shrubs and bushes; land is more or l¢ésarfthvisibility is unclear in
shrubs and bushes; site is bordered on the west side by the tidastaad&iver, to the
north by New York Avenue, to the south by Fort Circle Park andK#relworth Park
Recreation Center complex, and to the east by Anacostia AvenuantlEa housing
development.

Heritage road-side field: ~ 0.053 Km?; open, flat, and easily accessible from
Kingman Marsh and Anacostia River on the east side; bordersnalade RFK football
stadium and D.C. United soccer fields to the west, Benin Road toottte and South
Capital Street East to the south.

Anacostia Park picnic area: ~ 0.053 Km?; large playgrounds and picnic areas
(with trash cans) along the Anacostia River; many socceisfighd sport trails; site is

bordered by Benin Road to the north, South Capital Street Edsé teotth, the tidal
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Anacostia River to the west, and the Anacostia Community (housing development) to th
east.

Developed areas

Urban areas are heavily populated and developed. The neighborhoods obnsist
government buildings; commercial, transportation, and industrialtfesie.g.,Metro stations,
PEPCO installations); residential communities; Anacostia Pavkmming pool, picnic areas,
and boat ramps); the Washington Navy Yard; schools, churches, hospatsirants; and many
other landmarks. Urban plazas and small parks — some built ndemahrfionds — are very
attractive to waterfowl and resident Canada geese.

Waters

The main waters are the tidal Anacostia River and Kenilwpdhds. Some of the
constituent elements observed at the surface of those water aggi@ant materials, waterfowl
and insects, and other solid debris.

Most constituent elements in wetlands are marsh plants (suchdasgias Salix and
Lythrum Juncus Peltandrg Typhaand Schoenoplectus tabermontanaie cutgrasslLeersia
oryzoide$, Phragmites australissnd associatetythrum salicaria(purple loosestrife). Of six
planted species (excludingupha, three are palatable to gee&adittarig Pontederiaand
Schoenoplectus pungénand have been decimated, while the less palatable Bedsandra
Schoenoplectus tabermontanaed Juncus effusgshave recently increased — providing an
important component of the remaining marsh structure (Hammerssthdhg2002).

Woods

The wood system includes the shrubs along the Anacostia Riveatakdnilworth
Aquatic Garden as well as the Woody Landscape Germplasm Repasi The U.S. National

Arboritum. There are also some trees scattered over the Anacostia.syste
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Major roads

Major roads and parking lots are built with bituminous materiatgadR are usually
cleaned and maintained, but occasionally food debris is found on the strgethe trashcans
bordering the streets. Food debris and other leftovers could beiatric Canada geese and
other urban pests.

4.5.3 Conclusion

ArcGIS’ ModelBuilder software and Spatial Analyst tools havenbesed to process the
imagery data of the study area. This process led to thess#ication of the land cover data
acquired from USGS. Five major land covers that could potentiallyeinfle resident goose
population dynamics were classified as grassfields, shrubs aondlamds, roads, developed
areas, and water bodies (including wetlands).

This land cover classification was critical for further ane¢ysuch as resident goose
Hotspot analysis (Chapter 5) and Expert System analysis incltitendiagnosis of the geese

congregation in hotspots, and the prescription of goose management strategies (Chapter 6)
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CHAPTER 5:
MODELING CANADA GOOSE DYNAMICS

5.1 Introduction

Modeling the population dynamics of Canada ge®&anta canadens)srequires an
understanding of the ecology of these birds, and particularly teentifg and movement
behaviors. Canada geese are migratory waterfowl, and as Baghydually follow the same
paths (calledroutes or flyway9 every year (McKindley-Ward, 2006). The flyways used by
Canada goose are the Atlantic flyway (along the east codsvrth America), the Mississippi
flyway (named after the river), the Central flyway (along Reeky Mountains) and the Pacific
flyway (west of the Rockies) (DOI FWS, 2010). For many ygaesannual migratory pattern of
Canada geese has been to leave the Mid-Atlantic region ichMamd head north to their
breeding grounds around Hudson Bay, where they nest and raise theiroy@urtbe summer.
At mid-Fall, as the weather turns cold in northern Quebec, or inititervwhen snow falls and
the lakes and rivers of the north freeze over, the geese becotrle tmawim or find food.
Therefore, geese migrate to places where it is waameérwhere food is available. The United
States and other southern regions become the usual destinationséolaCgeese wishing to
spend their winters in ice-free latitudes. When they fail taaggback to the north, and instead
become year-round residents, these 12-14 pound grazers start goealilegns, particularly in
suburban and urban areas (McKindley-Ward, 2006).

Examples of such problems include: the overgrazing of grassfields golf courses,
athletic fields, cemeteries, hospitals and residential lawersjironmental pollution (by the
spread of droppings and possibly with associated disease risisyagety hazards near roads
and airports (Mannet al, 1994; USFWS, 2009; DOI FWS, 2006; McKindley-Ward, 2006;

USDA APHIS, 2009). In the District of Columbia and Maryland, tlen&tla goose species is
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one of the top 10 nuisance pests (USDA APHIS, 2009), and is viewathby as an invasive
species (MISC, 2003; 2005).

Harris (2002) underlines in his thesis that Canada geese amo#tewidespread and
abundant goose species in North America, with many different subspacraces. There are
two ecologically distinct populations along the Atlantic Flyway hbott which make use of the
Anacostia River system in the District of Columbia and Maryl&de population type is the
migratory Canada goose, which historically uses the mid-Atlantioréeding grounds; the other
type is the resident Canada goose, which originates from steldased on the East Coast
decades ago for hunting programs (Harris, 2002). Unlike the migratmgoulation, resident
Canada geese stay year-round in the continental United Statestiwbierpopulation has grown
exponentially in recent years (Ankney, 1996).

Canada geese are primarily grazers (herbivores), althouth theessp=m become
omnivorous (generalist consumer), eating a broad range of fooslittelading insects, fish, and
other things — particularly when the food is in short supply.

Moist fields and marsh systems located near water bodiesedezgtie feeding habitats,
where geese may feed on forbs, green shoots, grass seeds, @gatgiand small grains from
urban and wild grasses (Granholm, 1990; Bos, 2002; Harris, 2002).

In this study, a system of Partial Differential Equatior®EB) is formulated to describe
the local population interactions between the resident Canadaayebsi®ee “resource’r¢source
in this study simply meargrasg, coupled with migration processes caused by the heterogeneity
of the environment and of the populations themselves (Aetldl, 2001). This plant-herbivore
model is simulated and analyzed based essentially on Lotka-Nolpemnciples known as

predator-prey model to which a movement component is added. Scibatist$ong used such
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systems as management tools to predict population interacticars Qéneet al., 1999).
Unfortunately, model simulations have often been limited to the factor (local population
interactions) or spatially homogeneous systems, while spttiluées present in heterogeneous
systems should also be considered (Aetital, 2001).

The system of PDEs describing the goose-resource relationshgu (haleaftergoose
mode) is of the reaction-advection-diffusion type, known in theoattieology as Fisher model
(Baeumeret al, 2008). It considers both random movement (diffusion) and directed movement
(advection) for actively dispersing species.

This approach has been used by several mathematical bioldfistay, 2002; Turchin,
1998; Okubo, 1980; Hastings, 1996; Shigesada and Kawasaki, 1997etkaitt001; Neubert
and Parker 2004) to exhibit solutions that are heterogeneous in tinedl @s W space (Arditet
al., 2001). In the framework of Fisher's Equation, the advective velamityhe migrant
organisms is a function of the weighted sum of the gradients of vagiuisonmental factors
(e.g.,food, water, or other prey types).

However, in the current study, it is assumed that not the velaicibe migrant itself, but
the derivative of the velocityi.é., acceleration) is influenced by the spatial distribution of
environmental stimuli (Arditet al.,2001). This (Fisher-modified) approach was chosen because
it allows the researcher to obtain stable spatially heterogerssbusons and also mitigates
other shortcomings of Fisher's Equation, such as the oscillasues (spikes) that sometimes
occur in numerical solutions — particularly when resource gradigetsstaep. Such steep
gradients are critical for GIS-oriented analyses wheredbeurce densities are usually derived
from class-based land cover layers that are spatiallyetés¢rather than continuous or smooth)

leading to discontinuities in model parameters at the interfaces betweeltatitesever types.
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The overall goal of this research was to model the dynami€danada geese in the
Anacostia River system, a necessary step prior to the desitpe afecision-making tools for
controlling goose population spread or invasion.

Specifically, this study focused on three objectives:

1. to develop a goose model that predicts goose dynamics over space and time;
2. to evaluate/validate the goose model against survey data; and
3. to identify goose hotspots based on the evaluation/validation results.

In this study, a goose hotspot is defined as an area where geegegate in high

densities for at least three months with a threshold selected as one ton dfigowss per Km?2,

5.2 Materials and Methods
5.2.1 Model Development of Goose Dynamics in the Anacostia River System
Model Equation

The goose model developed for this study is based on a two-spgsies consisting of
actively moving herbivores (the resident Canada goose population) g@adsave resource
population (grass biomass) acting as the stimulus of the movemgeesé. Following Arditet
al. (2001) modification of the basic Fisher formulation, the model psesal differential
equations in which the gradients of the resource density influérec@dceleration of geese
movements within the natural system. The PDEs comprises threpogents: a reaction
describing the local population growth, an advection describing a etireanbvement of the

goose population, and a diffusion describing a random movement of geese.
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Letting G and R be the population densities of the geese and theces consumed,
respectively, the PDE system describing the population dynamhicesident geese and the

resource dynamics can be expressed as follows:

%: f (G, R)—v.(fv)w.(f[,) (5.3)
oR
— ~9GR (5.4)

wheret is time (in years) and in which (G,R) and g(G,R) represent the reaction (birth and
death or growth and decay) components of the PDEs. Their expressions chosenviakthie:
f(G,R) = ck;, s RG—k, ;G (5.5)
9(G,R) = —kuGR+ k sR—kyr R? (5.6)
where the constants, Ky, Ky, K. Kgare biological parameters related to goose and

resource populations (Table 5.1).

Table 5.1 Model Parameters and Biological Meanings

Parameters Meaning Unit

G Goose density T/Km?2

R Resource density T/Km?
kdr1 Resource consumption rate Km2/T.yr
kdr2 Resource death rate Km2/T.yr
kgR Resource growth rate 1lyr

kdG Goose mortality rate 1/yr

C Conversion efficiency no unit
D Goose diffusivity constant Kmz2/yr
Kv Goose spread factor Km®* /T.yr?
d, Goose velocity diffusivity constantKmz/yr

Equations 5.5 and 5.6 represent a modified Lotkhevim system where there is an

additional limit on resource growth due to envir@mtal constraints. The corresponding
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maximum resource level, attainable only in the abseof geese will be discussed in the next
section.

The advection and diffusion components of the PipEesn are expressed as follows:

5}\/ = V:(vx,\
5 -

where vis the advective velocity is the coefficient of diffusion of the goose pagidn and x

(5.7)

(5.8)

and y are horizontal coordinates in the east-west @aorth-south directions, respectively.
Depending on the modeling approach, the geese tnwwvewelocity or its derivative
(acceleration) is integrated into the dynamics £8).

The expressions of this velocity and acceleratienaa follows:

(used in the Fisher’s

b _

vV =kVR approach) (5.9)
b

— =k ,VR+¢( (used in the Arditet al. (5.10)
dt approach) '

where k(ork,) is a parameter related to the stimuli of the goasovement andd,is the

diffusion coefficient of the goose population. st study, the primary stimulus of the goose
movement is the resource (although other stimuly mmast such as the presence of predators,
dogs, effigies, noises and other geese — that \geoeed in the model).

Substituting the above terms into the goose moxlgtessed in (eq. 5.3) and (eq. 5.4)

produces:
d 2 2
@zckdmRG—deG— VX@-FV),@ e A $+2 (5.11)
ot OX oy dx dy OX oy
ZTR = KGR+ K R~ ko R? (5.12)
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The final form of the model is then obtained byeitimg the velocity formulation 5.10
and is presented and discussed in the result sectio

Model parameterization

Identifying valid biological parameters with whith run and evaluate the goose model
was an important step in this research. These pesis(Table 5.1) were estimated based on the
knowledge acquired from previous studies (litemattgview), and selected to meet biological
principles as follows:

Q) The model should always produce non-negativiputs (goose and resource

densities) from the parameters used.

(2) The resource density at equilibrium when thame geese in the systerR ()

should be lower than the resource density at dgjuiin when there are no geese

in the system R,,c)- This requirement is justified by the fact thdtem resources

are accessible to geese, the geese consume thecesscand the density of the

resource population drops from its initial valueatlesser amount.

3) The equilibrium goose densit{s(, ) when the resource has a second-order death

rate (resource growth with a carrying capacity)awer than the equilibrium

goose density,, ) when the resource has a first-order death r&te- (esource

growth with no limit). This requirement was alsatjfied by the fact that when
there is a limiting factor for the resource (camgyicapacity), either the resource
density stabilizes under a threshold or it decreaseeither case, when there are
limited resources (or when the resources are ngelomvailable), the goose

density decreases from its initial value to a lesseount.

Unlike when there is no limiting factor on the resze population (first-order death rate),
this resource population grows exponentially (whghkinrealistic) causing the goose population

density to grow also as a response to the infreseurce availability.
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Requirement (2) and (3) are mathematically expreasdollows:
0< R < Rene (5.13)
0<G,p <Gy (5.14)
Condition (3) is automatically satisfied wheneveothb conditions (1) and (2) are, as

demonstrated below by solving for the three releeguilibria:

Q) Case 1 Equilibrium condition when there are geese, dmal resource dynamics has a

second-order death ratee(, resource growth with carrying capacity).

% = ck RG-k G =0 (5.15)
%R = KGR+ K gR— kR =0 (5.16)

The solutions are:

k
kgR - dez (ﬁ
RL (5.17)

de
RE =—%_ andG_, =
qG eq kd

(2) Case 2:Equilibrium when there are geese and the resodyoamics has first-order

death ratei(e., resource exponential growth).

% = ck o RG—K G =0 (5.18)
zt—R = —k,uGR+k,zR=0 (5.19)

The solutions are:

k Kyr
R.=—% andG, , =X (5.20)
“© deRl * del

3) Case 3 Equilibrium when there are no geese and the resodynamics has a second-

order death rate (growth with carrying capacity).
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% = ck,uRG—k,G =0 (5.21)

% = KGR+ Kk gR— Ky, R? =0 (5.22)

The solutions are:

Kgr
Rene = ” andG=0 (5.23)

dR2

G, (Case 1) can be expressed as a functiogfand R, (Case 2) andR,,¢ (Case 3) as

follows:

G

e

@ = Geq (1— R ) (5.24)

aNG

When geese consume the resources, the populatidheofesources decreases. The

density of the resource becomes smaller. Thistguss expressed mathematically as follows:

R.
Rqu < ReqNG = - REQG )<l = Geqz < Geql (5.25)
aNG

Since both the resource density (R) and the goessity (G) are positive, we conclude:
0< Rege < Regne
0<G,, <Gy
More importantly, condition (2) implies a constriaom model parameters:

k Kk L . . .
<96 < _9R and violation of this constraint could lead to hysical results,

- deRl - deZ
including the potential for negative goose popolatiensities.

The estimation of the model parameters was contptareugh a literature review. While

the review focused on goose population dynamic isodery few studies dealt with Canada
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geese (resident and migratory). Therefore, a rewenon-goose related studies helped identify
some parameters needed for simulating the gooselmod

For example, studies carried out by Yodzis and $nfi®92) and McCann and Yodzis
(1994) show how model parameters can be estimateshdlyzing the body sizes and metabolic
characteristics (such as endotherm, vertebratethecto, or invertebrate ectotherm) of the
animals whose population is being modeled.

5.2.2 Solution of the Model Equations

Galerkin Finite Element Method (FEM) was used tlvasthe goose model. The goal was
to obtain an accurate solution of the model padifferential equations over the study area
(domain) with predefined boundary condition (BC)dainitial conditions (IC). FEM
approximates solutions of nonlinear system of parns equations based either on a
transformation of the partial differential equagso(PDES) into an approximating system of
ordinary differential equations (ODEs), which ahen numerically integrated using standard
techniques such as Euler's method or Runge-Kutian{®s, 2004). Five basic steps are used in
this process:

e define the PDE(s), solution domain, ICs, and BCs;

e discretize the domain;

e discretize the equation (Crank-Nicolson in timelg&an in space);

e solve the resulting matrix equation; and

e analyze the solution.
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Most of the solution process was performed usimgfléxible FEM software developed
by Montas (2003) and the domain discretization pe$ormed by the Image Mesher developed
by Gudla (2005). The MATLAB functions developedthis study for each basic step of the
numerical technique are presented in Appendix D.

These functions include the code that sets initi@hdition, boundary conditions,
capacitance, source, reaction, advection, and siiifu parameters for the goose model. In
particular, the Driver is the M-file where the mbdas run, that is, where the execution of FEM
codes of all functions indicated above were set.

The information set in th®river includes the domain's spatio-temporal extentssgoo
and resource parameters, time-stepping parametanses of M-files that specify the initial
conditions (IC) and boundary conditions (BC), maximnumber of iterations and allowable
error for the iterative solution of nonlinear eqaas, spatial discretization, and solution display.

The goose model (eq. 5 and eq. 6) was assesse@ epatial domain corresponding to
the study area and a maximum tiffiex = 6 years (~ 2190 days) with a time-stgp= 1 day.
The goose IC was assumed zero everywhere except 280 m2cell, located between the
Kingman and Anacostia sites (Figure 5.1). At thisakion, the goose initial biomass density was
0.25 T/kmz?, that is, approximately 45geese/km? masg an average adult resident goose
weights 12 pounds or 5.5 kg (MCE, 2003). This wagpted in the IC file as follows:

goose_icnodes = find (x > 3.875 and x < 4.125 and8/975 and y < 9.225)(5.35)
u (goose_icnodes) = 0.25 (5.36)

The resource IC was assumed to vary across thg sigibn according to land cover
classes (Table 5.2).
The model assumed that no geese were enteringtorgethe system boundaries during

the observation period (Neumann BC), which wasdeddid against the goose survey data.
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Figure 5.1 Study Area Showing the Goose Initial Catitions (IC) on a 250
by 250 m Cell

Table 5.2 Model Initial and Boundary Conditions

Land cover type | Resource IC_nodes
Grassfields 3.00/km?
Developed area 0.7Bkm?
Waters 0.79/km?
Woods 0.797/km?
Major roads 0.79/km?2

Neumann BC
Vu-h=0

wheref is a vector normal to the boundary of the domain

Domain discretization was performed by exporting tblated coverages from ArcGIS in

digital image form and applying the Java-based Enitpsher software developed by Gudla
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(2005). This software produces unstructured trilergumeshes based on a quadtree

decomposition of an image (Figure 5.2). The mesidepted to the heterogeneous features of
the image with smaller triangles used for fine deas and larger ones in homogeneous areas.
The generated meshes are quality-guaranteed anpatibie with the MATLAB-based flexible

FEM.

Figure 5.2 Unstructured Delaunay Triangulation.For a set of vertices in the
plane, each triangle satisfies empty circumcir@eapted from Gudla, 2005).

The model equations were then solved on the digetetlomain using the flexible FEM
code (Montas, 2003) and the results were displaymdl analyzed using MATLAB scripts
presented in Appendix D.

5.2.3 Model Evaluation
Model prediction

The goose model was evaluated using biological npai@rs estimated as described
earlier (Section 5.2.1). The goose model was ruMATLAB (v. 7.1) in 2-D on the spatio-
temporal domain described in the previous sectpatial maps of Canada goose and resource
population dynamics were produced from model ouifugtrating the goose population spread

over space and time and the response of the resourc
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Model validation

The goose model was validated by comparing its igtieds of goose population
densities with observations from goose surveys. pieglictions were the goose population
densities obtained at the end of the six-year stian period such that the effect of initial
conditions was minimized. The observations aregbese densities obtained from the goose
field surveys conducted by the Anacostia NatiorsakFService and other partner agencies. Over
20 goose surveys were performed between April 200 September 2009, and goose average
densities (representing the observations) for Agpring), July (summer), and September (fall)
had been computed (Chapter 4). Model predictiomnlsduservations were compared for all four
survey locations described in the previous sectitimat is, the Kingman site (golf course),
Heritage site (roadside grassfields), Kenilwortke gaquatic gardens), and Anacostia (Park
picnic fields) site.

Application to hotspot identification

Based on the validation results, resident Canadzsegdiotspots were identified by
extracting from the simulation results all areaemhgoose density was above 1 T/km? for three
months or more using a MATLAB script. This iderd#tion was essential for the selection of

appropriate Goose Control Strategies relative @ddhd cover types (Chapter 6).

5.3 Results and Discussions
5.3.1 Model Development of Goose Dynamics in the Anacostia River System
Model Equation

The expanded goose-resource relationshgoge modglis shown below. In this system,

the first equation describes the dynamics of thesggpopulation, the second equation is the
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dynamics of the resource population, the third fangth equations are the velocity dynamics in

time and space (bothandy directions).

av 2 2
%:demRG— deG—|:VX86_G+V E:|—G|:8VX + y}+d|:a G + 0 G:| (5-37)
X

Yoy ox oy x> oy?
‘;—R = KGR+ K R ko R? (5.38)
r . [ A2 2
N g | R g Dy OV (5.39)
a lax) e oy
ov orR1 [0%v, &%
—L =k | —|+d,| —L+— (5.40)
ot | OY | | OX oy

where the model parameters have been defined ipréwous section. The modification
of Fisher's model was made (1) by expressing tHecitg dynamics separately (velocity as a
state variable), in botlx andy directions, and (2) by defining these acceleratigmot the
velocities themselves) as functions dependent @meource gradient.

Unlike in the Fisher's model, where the velocityulbhave been incorporated into the
goose dynamics, this system splits the derivativéhe velocity in two (north-south and east-
west directions), and is expressed separately ftemngoose dynamics. This leads to a system
with four equations; one for the goose populatipredator, consumer), one for the resource
population (prey, producer), and two for the velpc{describing the movement in each
direction). The velocity equations show that thenalyics are a combination of two types of
movement (advection and diffusion). This approaas wsed for at least two reasons: first, it
eased the system to be solved numerically withmmahbscillation issues; and second, it allowed

a better GIS-oriented analysis given the heterageokthe natural system (Ardiét al, 2001).
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Model parameterization

Eight biological parameters were estimated andentesl in Table 5.3. The calibration of
these parameters was completed based on knowledgeed from previous studies (literature
review). The parameters obtained were to meet ibledical conditions of section 5.2.1. The
literature survey provided (or allowed estimatitigg following biological parameters:

1. Goose conversion efficiency (c = 0.6)

This measure of ingestion rate represents the gooseversion efficiencfc), that is, the
amount of energy needed by the goose to produsproffy (Duranet al.,2009). A value of 0.6
was selected for this study based on results oh&d]1990) who analyzed the influence of high
temperature on food intake, transformation, eneaggl protein demand of geese during the
laying period.

This value is close to the value (0.65) used by k@izorty et al. (2007) while
investigating the effect of prey-taxis on predgtoey models withParamecium aureliaas the
prey andDidinium nasutunas its predator.

2. Resource consumption ratk,f, )

This parameter was used to measure the quantitiyeofesource consumed by resident
Canada geese in a given period. The formula:

K = area_used_by_geese for_ foraging, 1 (5.41)
R time b '

was adapted from Duramt al. (2009), who computed theesource consumption ratas the
mean instantaneous area searched during a foragimiy as square distance units per time unit
(cn? /min). The formula was adapted by factoring a pat&mp) into the equation to reflect the

goose population-based biomass.
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Assuming that an average adult resident goose tgeapproximateli2 pounds or 5.5
kg (MCE, 2003), and considering the goose number (423 obtained from the April 2007
survey for a &month-period (t = 0.54 yr), a goose total biomass2326.5 kglor ~2.327 tony

was used in the equation above along with thedfiiee study area (31 kn%); thus

11 1
ko= tl« 1 _g7g 542
R 054 2327 o4
3. Resource death rafek ,)

Because the literature offered very limited infotima regarding the population
dynamics of grasses, it was assumed in this stoalyltoth the resource death rate due to the
geese consumption and the death rate due to impgatatural stressors could be the same or
close. A value of 9.00 ki T.yr was then assumed fé;, .

4. Resource growth ratek(;)

This parameter governs the growth of the resouve® bme, and it was estimated by
solving the equation of the resource dynamics ablilog timef,, (Stewart and Boyd, 1999) to

obtain:

_log(2)
- (5.43)

R
Some studiese(g.,Rogerset al, 1993; Durakeet al, 1993) have found that the doubling
time for grass species was between five and 30. desmiming that, =5days (or 0.013 year),
the calibrated value for the resource growth rads ky, ~ 53.00/yr.
5. Goose diffusiond ) andvelocity diffusion ¢, )

Goose diffusion was used in the model to deschibespread or invasiveness of resident

Canada geese as a pest species through randomnmotimt motivated by the search for
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resource. This study used the diffusion coeffigieht 0.1 km?/yr, determined by Chakrabosty
al. (2007) to solve logistic Lotka-Volterra equatiomkile investigating the effect of prey-taxis
on predator—prey models wiBarameciumas prey andidiniumas as predator. For simplicity, it
was assumed that bogjpose diffusiond ) andvelocity diffusion ¢,) had the same value, that
is, d=d,=0.1 km?/yr.

6. Spread factor K, )

The spread factor (or rate of invasion) was usaeépoesent the expansion velocity of the
goose-infested areas. The spread factor of 2.0dan/gstimated by Liebhold (2000) for gypsy
moth (ymantria dispa) considered as a predator of hardwood trees (pey) used in the
current research. Although the current study isused on the goose species, the value of

k,above, was used to simulate the goose model.

7. Goose mortality rateK,; )
The goose mortality rate (or death rate) was usetheé goose dynamics equation to
describe the number of deaths (or the reductiot)@éngoose population undergoing exponential

decay at half-lifet,,, , (Ayto, 1989):

log(2) (5.44)

ty,=
Kis

This study assumed that the goose half-life wasrceqmately 48 days, that is,

t,, ® 013year. Therefore, thgoose mortality rateK,; ) was estimated at 5.25 km?/T.yr.
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Table 5.3: Model Parameters, Meanings, and Values

Other

Values
parameters | Meaning Value used (sources) | Unit
kdR1 Resource consumption rate 8.75 2.1 (a) Km?/T.yr
kdR2 Resource death rate 9.00 0.10-0.50|(Bm&/T.yr
kgR Resource growth rate 53.00 75.6 ()| Km&/T.yr
kdG Goose mortality rate 5.25 0.06 (b) | Km?/T.yr
c Conversion efficiency 0.60 0.60 (d) no unit
d Goose diffusivity constant 0.10 0.10 (c)| Kma3/yr
kv Goose spread factor 2.00 2.00 (e) Km*/T.yr?
d, Goose velocity diffusivity constant 0.10 0.10 (c)| yr™

(&) McCann and Yodzis (1994); (b) Van Langevedtial. (2008); (c) Chakrabortgt al. (2007);
(d) Molnar (1990); (e) Liebhold (2000), and (f) dnd Huang (2001).

Solution of the Model Equations

Model equations were solved using the process itbescearlier in section 5.2.1. The
results are analyzed in detail in the next sediwh the generated meshes are described here.

Figure 5.3 shows the mesh derived from the langicowage, originally obtained from
USGS and reclassified using ArcGIS’ Spatial Analgsils. There were five land cover classes
in the study area (grassfield, water body, shruizkv@oodland, urban area, and road), and they
occupied various parts of the study area. The géegmesh is adapted to this heterogeneity.

By zooming in on the mesh, one can see that sntebeigles are used where land covers
have substantial spatial variations while coarsmgles are used where the land cover is rather
homogeneous. The smallest triangles have edgesswighequal to the cell size of the source
land cover image (24 m) but the adaptation of tleshrto larger triangles in homogeneous areas
reduces the total number of nodes and triangleshwihiturn leads to a more efficient solution of

the model equations over the mesh.
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Figure 5.3 Unstructured Delaunay Triangulation

Figure 5.4 presents a zoom on the portion of thehmepresenting the four goose survey
sites. The zoom illustrates the adaptiveness ofrtesh both in terms of triangle sizes and its
ability to depict complex domain geometries. Thésa sub-meshes are used later to extract
predicted goose resource populations, for eactegusite individually, and calculate their means
over the survey areas.

The graphs show that larger numbers of smaller eseale found where the shapes tend
to be coarse or at the edges.

Areas on images where elements are finer and déuskate a good data resolution,
while larger elements with fewer numbers would jmfevan output with a lesser resolution.
These factors (size and number of mesh elemerfetafot only the resolution of the image
data but also the computer memory space, andniethe model would run before displaying

solutions.
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In general, the more cells or pixels (smaller elets) the better the resolution, but the
slower the model would run. Inversely, lesser cellpixels (larger elements) would provide an

image with poorer resolution, but the system wdaddaster in displaying solutions.
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Figure 5.4 Meshing of Survey Site Image Using Delaay Triangulation
5.3.2 Model Evaluation-Validation
Model Predictions

The results of the 2-D simulation of the goose dyiga in the study area (11.30 Km?) for
a period of six years is shown in Figure 5.5. Rissillustrate how geese spread out within the
system targeting areas of greater resource gradighere they congregate the most (goose
hotspots). The color bars in the Figures depictgbese biomass densities, the dark red color

indicating resident goose hotspots.

101



This Figure shows that if a few geese (density 260I/km?) were initially set in the
middle of the study area (initial conditions) witle assumption that food (grass) was the driving
resource, the goose population would spread otlhenenvironmental system toward greater
resource gradients.

The initial location where geese were set in thastipular example is northeast of
Langston golf course and southeast of the Natidnkbretum. The simulation predicts that if
nothing is done to control resident Canada geése i@, no GCSs), then after two years resident
geese would invade all areas covered with gragge¢edly hotspots). Goose biomass densities
in all (or almost all) hotspots were2.0 T/km?, that is, eight times the initial deggi®.5 T/km?).
Simultaneously, the resource densities have suimtgndecreased in the invaded area
(hotspots) because of the goose spread and oviergrdhe resource densities in the invaded
locations decreased to around 1.0 T/km?, thatbsu®l/3 of its initial density. This simulation
shows that after four years, resident geese hawgpa all grassfields — almost the entire study
area (11.30 km?).

The resource is almost completely depleted afeifdlrth year of the simulation due to

the goose population spread and overgrazing.
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Figure 5.5 Spatio-Temporal Dynamics of Goose and Reurce Populations
in 2-Dimensions.The Simulation is for a six year Time Period. Peeters used

are Kyy = 875 Ky, = 5300 ke, = 900K, = 525¢ = 060. Color

bars indicate goose and resource densities in T/kmz

Model Validation

Figure 5.6 presents the predicted Goose-Resouncantgs at survey sites (Kingman,

Kenilworth, Anacostia, and Heritage) during the-gear simulation period. Goose population
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densities grow at all four locations while the r@®@ population densities simultaneously
decrease. The Figure shows that the biomass’ growthe at Kingman is leading those at
Kenilworth, Anacostia, and Heritage; in other wqrthe goose population densities at Kingman
(golf course) are by far higher, and seem to grastefr, than the goose population densities at
Kenilworth (Aquatic Gardens), Anacostia (Park picheld), and Heritage (roadside field). This
is probably because the resource level at Kingradmgher and therefore more attractive to the
goose populations.

The simulation also shows that it is after thetfysar (t ~ 1.25) that goose hotspots
(densities> 1.0 T/km?2) begin to form at the Kingman locatidrnis location remains a goose-
critical area for the rest of the simulation timath a maximum stable population of 1.79 T/km?
of goose biomass.

Hotspots are also shown in Anacostia, but they roaftar the third year (t ~ 3.25) with a
maximum population of about 1.25 T/kmz, but thisrbass density quickly drops and stabilizes
at 1.12 T/km2. According to these results, both ikerth and Heritage are not resident Canada
geese hotspots as goose densities at these laatorain under 1.0 T/km2 during the entire
period of simulation. The populations at Heritagel &enilworth stabilize at 0.87 T/km2? and

0.67 T/km?, respectively.
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Figure 5.6 Goose-Resource Population Dynamics in éhAnacostia River
System: Densities at Four Survey Sites and DifferérSeasons. The goose
(G) and the resource populations are simulatedsiforyears. Parameters used

areKye = 875Kz =5200 K e, = 900k, = 525¢ = 060

The resource densities at all survey sites arectafieby the goose population dynamics
there. For instance, the resource density at Kimg(matially close to 3.0T/km?2) dropped earlier
and faster than anywhere else. This is probablyaulme the higher goose population at this
location (Kingman) caused a higher consumption h&f &vailable resource. Meanwhile the
resource densities at the Anacostia and Heritagatitms remained stable slightly above
2.0T/km2 for two to three years before droppinge Tecrease in Heritage is slower than the
decrease in Anacostia.

The Kenilworth resource population seems to beldast affected, and this may be
because of its lower goose population. The maxintesource density at Kenilworth was
slightly below 2.0T/km? the first 18 months, buatmumber also decreased as geese continued

to graze in this site. The resource population ehikvorth dropped and stabilized a little
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underl.0T/km? while at other locations this numhles about the same, that is, 1.0T/km?2,

Resource biomass equilibria occurred approximaielyhe fourth year while goose biomass

equilibria occurred at different times dependingmphe locations (between the second and third
year for Kingman and Kenilworth, and right befane fourth year for Anacostia and Heritage).

The goose velocity dynamics appeared to vary dpatad temporarily as well. For
instance, when resident geese moved eastwadirgction), their movements at Anacostia
(picnic area) and Heritage (roadway field) were mimster ¥Ymax~ 2 km/yr and ~1 km/yr,
respectively, during the first three years) thaingman (golf course) and Kenilworth (aquatic
garden), where the maximum velocity in each site alzout %2 km/yr during the first two years).

The eastward velocities at all four survey sitebidized to zero, approximately before
the fourth year. After this period the resident geavere no longer moving eastward, but
northward y-direction) instead.

In the northward y-direction), resident geese seemed to move fastboth Heritage
field and Kenilworth Aquatic Garden¥ifraxin each site is 1 km/yr during the first two y®ar
but the velocities at these two locations decredasemiaximas that neared those at Anacostia
picnic area and Kingman golf course (Y2 km/yr or. $like the movement in the x-direction,
the northward movement seemed to be cyclic, butykes or periods were shott five years)
and the movements stabilized to zero between fineaind sixth year.

The mass flux varied depending on ttieandy-directions. Numerically speaking, these
magnitudes could represent the numbers of geesgezbalong a transect line, a pathway, or the
road per unit of distance walked. For instancehendastwardx( direction), the goose mass flux
at Kingman (maximum ~ 0.45 T/km.yr) and at Kenilitofmaximum ~ 0.30 T/km.yr) were

greater than at Anacostia and Heritage, where masiwwere much smallex 0.10 T/km.yr for
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Anacostia and about 0.20 T/km.yr for Heritage). daose mass flux in the northwarg) (
direction) is likely higher than in the eastwardedtion, with maximas that were above 0.50
T/km.yr except in Kenilworth (about 0.25 T/km.yr).

Overall, the model predicted that it would take t¢oo four years to see the goose
population densities at survey sites reach stetatgss with both the Kingman and Anacostia
populations leading the Kenilworth and Heritage yapons. Qualitatively, the predictions of
steady population levels is in agreement with tileéd fobservation data collected during the
Canada goose survey and discussed in Chapter 4 .

Table 5.4 compares quantitative steady-state pbposa predicted by the model to
observed values for the four survey sites. The moaelicted that goose population densities at
all survey sites would reach their steady statdeasities between 1.0 T/km2 and 2.0 T/kmz2.
These predictions are lower than the means of vagens but well within the 95% confidence
intervals, which indicates that they cannot be mered statistically different at this level of
confidence (Neter et al., 1990).

Table 5.4 Steady-state goose (G) populations predictiosuseobserved data

Predicted Standard 95%

steady Mean of deviation of Confidence

state observations observations Number of Interval
Survey site (T/km?) (T/km?) (T/km?)  observations (T/km?)

Low High

Kingman 1.79 3.50 2.68 15 -2.25 9.25
Kenilworth 0.67 2.45 1.62 15 -1.02 5.92
Anacostia 1.25 2.86 141 15 -0.16 5.88
Heritage 0.87 2.23 1.68 15 -1.37 5.83

It could be asserted that the model predictions #m& observations agree both

gualitatively and quantitatively, but the quantitatagreement is not perfect. There would be a
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need for more observed data (collected in 10 —&20sy for example) in order to have a better
appreciation of the goose dynamics (Hammersigags. Comn).

In fact, current observed data abnormally lackgva#t over time, and this may be due to
the variability of the tides and weather conditidingt have unusually occurred in the study area
during recent years causing eventual changes iseg@mpulation behavior and dynamics
(Hammershlagpers. Comn). Therefore, collecting and training more obsdrdata is expected
to improve the quality of trend analysis by minimgthe outlier effects and therefore offering a
much better comparison with the model predictions.

Application to hotspot identification:

From the model simulation results discussed inpgievious section, resident Canada
goose hotspots were identified and are presentddgure 5.7 below. The dark spots in this
Figure represent the areas of goose overpopuldtian]s, the goose critical areas where goose
density was above 1.0 T/kmz for at least 3 monfhh® simulation. The total predicted area of
hotspots is 5.0 k m2 , which represents over 44%hefstudy area.The goose spread seems to
follow the grassfield gradient. This is becausethis model, “resource” was represented by
“grass” (no other land cover class, except grasisfjevas simulated). The hotspot map produced
by the goose model was imported to ArcGIS and usethe selection of Goose Control

Strategies for the goose management and contralpté€n6).
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Figure 5.7 Goose Hotspots in the Study Area

5.4 Conclusion

In this Chapter, a goose model was developed bagreBisher's Partial Differential
Equations modified to account for GIS-oriented goed (Arditiet al., 2001). The model was
evaluated using biological parameters estimateth ftbe literature and constrained by basic
biological principles (such as (1) the goose arsbuece densities should have positive values;
and (2) the resource equilibrium density when theeegeese in the system should be smaller
than resource equilibrium density when there argeese in the system). The simulation results
showed that the majority of goose hotspots werettst in areas where food resources
(grassfields) were accessible. This is becaus@gdlose population dynamics were assumed in

this study to be driven by the resource (grassjiligion.
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The model predicted that the goose densities aualley sites would increase in the first
couple of years and then stabilize thereafter, i population densities at Kingman and
Anacostia leading the population densities elseeth&@hese results were in agreement with
observation data collected during field surveyg] #mey were somewhat expected given the
constituent elements found in these particulasqig@ngman and Anacostia). Kingman is a golf
course and Anacostia is a large grassfield withénAnacostia Park, used often time for picnics.

Compared to Kenilworth Aquatic Gardens, which istbufrom one place to another, and
to Heritage, which is surrounded by shrubs, bothgkian and Anacostia sites are open flat
habitats, where grasses are regularly treated aidtaimed providing both food ke., tender
grass, and safety — through their openness forttarbgatch for predators. Quantitatively, the
model agreed with observations, although the aeerpgedicted density was slightly
underestimated (approximately 1.0 - 2.0 T7Rneompared to the average observed density (2.5
T/km? ). The differences were found to be non-significstatistically due to the high variance of
observed data.

Future developments (Chapter 6) will focus on irdégg the goose model within a
Geographical Information System and developingtedi&xpert Systems to produce a state-of-

the-art DSS for resident Canada goose control aathgement.
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CHAPTER 6:
COMBINING MODEL, EXPERT SYSTEM, AND
GIS TECHNOLOGY TO MANAGE RESIDENT GEESE

6.1 Introduction

Canada gees@(enta Canadensjshave increased in numbers in North America during
the past few decades to levels that cause managessers and public health concerns (FR,
2006). While the current goose population in théawtic Flyway exceeds a million with an
average increase rate of 1% per year (USFWS, 20@5)estimate in the sole vicinity of
Kingman Marsh in the District of Columbia is betweg00 and 2000 (Harris, 2002y 2000 the
District of Columbia and the U.S. Army Corps of EHregrs spent over $5 million creating a 40-
acre wetland (Kingman Marsh, located near RFK 8taglithat, unfortunately, resident Canada
geese invaded and ate about $400,000 worth newstgted plants (Harris, 2002); this
represents a reduction of the vegetated cover asdnat one-third of its intended size
(McKindley-Ward, 2006). Similar goose pressuresresources are observed on private and
public properties in the District of Columbia medaditan area. In order to address this problem,
a Canada goose Management Committee (composedtiohBlaPark Service, Army Corps of
Engineers, US Geological Society, District of CohimmAnimal Control, and U.S. Department
of Agriculture) is currently developing a resid€danada goose management plan for the District
portion of the Anacostia area.

Developing Goose Control Strategies for residenbsgo control require a great
understanding of the causes of the goose populaticnease in the infested areas. In other
words, sound decisions about resident goose papulahanagement need science-based

decision-making tools such as the goose DSS, deselm this study.
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This Chapter starts with a brief review of goosaldgy, the problems caused by resident
Canada geese and the goose control framework,dingurecommended strategies. It then
proceed to describe the procedural developmenthef Expert Systems (Diagnosis and
Prescription Expert Systems) and their combinatwth the goose Model and the Geographical
Information System, a platform where hotspots amidero geo-referenced data are stored,
processed, analyzed, and displayed. Results diitymosis and prescription are discussed and
evaluated by simulation of goose population dynamic

The study area of interest is a portion of the Astia River System, which has been
presented in the previous Chapters. The informattiained from this research could contribute
to theoverall Anacostia Resident Canada Goose Management@igently under development by

the National Park Service and partner agencies.

6.2 Canada Goose Biology
Taxonomy

Canada gooseBfanta canadens)sis a wild bird species belonging to the family of
Anatidae, the subfamily Anserinae, and the tribesekmi. The genuBrantais native to Arctic
and temperate regions of North America, a blackllaa neck, white patches on the face, and a
brownish-gray body. Often time, Canada goose isakenly called “Canadian goose”, but that
name is not strictly correct. The correct namentbin most literatures, is Canada goose.. The
family of Anatidae also includes swans, most of cihare larger than true geese, and ducks,
which are smaller. According to Harris (2002), Gdaayeese are the most widespread and
abundant geese in North America, with many differbspecies or races, of which the three

migratory ones in the Atlantic Flyway aBranta canadensisanadensisor Atlantic Canada
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goose,Branta canadensis interiprand Branta canadensis hutchingdr Richardson’s Canada
goose.

There are two ecologically distinct populationsrgdhe Atlantic Flyway, both of which
make use of the Anacostia River system in the Dtstf Columbia and Maryland. One
population type is the migratory Canada goose, lwhistorically uses mid-Atlantic for breeding
ground; and another population type is the resi@amada goose (RCG), which originates from
stocks released on the East Coast decades agorfandnprograms. RCG stay year-round in the
continental United States and in the southern reg{blarris, 2002).

Habitat characteristics and behavior

Like the related Brent geesBranta bernicla bernicly Canada geese forage on small
grains such as rice cut grassé¢rsia oryzoideésand millet Echinocloasp.) in wetlands and
agricultural lands, where marsh plants and pastuespectively, are the two major habitats used
by geese in spring (Bos, 2002). The selection es¢hareas by geese is justified by the fact that
high quality forage has high nitrogen content (Mang and Prins, 1981; Prins and Ydenberg,
1985) and better digestibility (Boudewijn, 1984ed&le quality food, geese might be attracted
by areas with large quantities foodidkery et al. 1995; Rowcliffeet al. 2001); butcircumstantial
evidence suggests that geese would prefer feedimgassh vegetation first, among other habitat
choices (Bos, 2002). Granholm (1990) describeggdreeral habitat characteristics and feeding
behavior of this waterfowl species as follows:

e Regularly graze, glean, and seek grit in moistfieieeding on forbs, green shoots,

seeds, wild grasses, and aquatic plants.

e In winter, geese prefer feeding in fields near safests on open water of lakes and

ponds. Nest sites highly variable, but usually ofirm, dry, slightly elevated site
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located near water and feeding areas, relativellatisd, with good visibility from

nest. Island nests are preferred, but may use bitds’ nests found in marshes.

e Yearlong activity pattern mainly include seasonajnations (wild geese essentially)
and feeding (mostly diurnal, early and late in dayt may feed nocturnally under

hunting pressure).

e Year-round activities in the same areas (residez#sg essentially) but could
momentarily leave the area if water freezes; hoarege limited to nesting and
grazing areas if suitable forage and water remhirscould extend up to several

miles from nests if water freezes.

e Male geese can become territorial for nesting aedihg especially during breeding.

6.3 Problems Caused by Resident Canada Geese: Types and
Causes of Conflicts

Canada geese are a valuable natural resourcerthatlgs recreation and enjoyment to
bird watchers, hunters, and the public. But in neéogears, flocks of local-nesting (so called
resident Canada geese) have become year-roundtaritalof urban areas — too often causing
conflict and problems with humans.(Harris, 2002).

Figure 6.1 shows that resident Canada geese anegaim® top 10 nuisance urban pests in
the District of Columbia metropolitan area. Thelpeons these pests cause to the environment
are numerous ranging from ecological to socio-enooal (Conover and Chasko, 1985; Forbes,
1996; Clearyet al.,1997; Harris, 2002; USFWS, 2009; McKindley-War@08), and include:

e overgrazing of parks and lawns (such as corporatnbss areas, golf courses,

schools and college campuses, athletic fields, tamae, hospitals and residential);
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accumulations of droppings and feathers on playsarend walkways; nutrient

loading to ponds, water-treatment reservoirs, besemd drinking water supplies;

health concerns, which are related to excessiveegdooppings in the environment
especially at public beaches, where diseases suGhagadia, duck viral enteritisand
other fecal coliforms are spread at high levelsr(ida2002; USFWS, 2009). In heavy
concentrations, goose droppings can over-fertibwens and degrade water quality
resulting in eutrophication of lakes and excessigae growth (Mannet al., 1994);

and

safety hazards near roads and airports. Aircrekest resulting in dangerous landing
and take-off conditions, costly repairs, and ldssuwman life (Forbes, 1996; Cleagy

al., 1997; Harris, 2002; USFWS, 2009). The strike twraits is perhaps the most
dramatic negative impact of Canada geese on humadasms of lives and economic

damages. Recent examples of aircraft strikes irclud

o January 2009 near New York City, where Canada geedfleled with US
Airways flight 1549 forcing the pilot to perform amergency landing into the

Hudson River after the geese damaged both of #reefd engines;

o November 2007, a strike on the 27A CRJ-200 at Mesrtternational Airport,

TN;

o October 2007, a strike on the aircraft CRJ-700a\@r International, CO;

0 August 2006, a strike at the General Aviation airpiiN;
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0 September 2003, a strike on CC-560 Fokker at Ladsau@irport, NY;

o June 1995, a landing Air France Concorde, on al faggroach to JFK
International Airport, struck several geese whiasttbyed two engines and

causing damages totaling about $6 millions; and

0 September 1995, a Boeing 707 crashed after strikithgck of Canada geese on a
takeoff at EImendorf Air Force Base in Alaska kit 24 military personnel and
causing over $189 millions of damages. This is gesithe most damaging strike

in recent years in terms of human loss.

One indicator of the extent of resident Canada gopsoblems in the District of
Columbia metropolitan area, like in many other egatis the annual number of complaints
received by resource management agencies. Whileuimder of complaints was decreasing in

DC-Maryland between 1998 and 2003, it is now risaggin (Figure 6.1).
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Figure 6.1 Complaint Calls About the Most NuisanceAnimal Species in
DC-Maryland. (USDA APHIS, 2009)

The population trends, along with the associatedptaints, would likely continue to
grow unless proper goose control strategies aréemmgnted. Moreover, the investments made
by the District and federal governments may beifagtese are left uncontrolled.

The current goal of the Maryland Department of KatlResources is to reduce its
resident (non-migratory) Canada goose populatiomfB83,000 to 30,000 (McKindley-Wards,
2006).

While the carrying capacity goal is still uncleaittwrespect to District of Columbia
population, resource managers aim at reducing theber of geese to the level where the
Kingman marsh vegetation resembles the state itbeésre the degradation, few decades ago
(Hammershlagpers. Comn). Therefore, the National Park Service and paragencies are
preparing an Environmental Impact Statement foirdesd Canada goose management in the

District of Columbia. This plan is expected to comigh recommended sets of decisions and
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actions, and the current study could contributthi® aim. In the past, control strategies had not
produced satisfactory results, and one of the resasould be because management actions
focused more on solving the problems caused by dzagaese without necessarily eradicating
the causes of those problems. Such causes cowdirvapace and time, and therefore their
prediction by a model is an essential step priahdesign of effective control tools (such as

Decision Support Systems), which is the overall gb¢his research.

6.4 Regulatory Framework of Canada Goose Management

As a migratory bird, the Canada goose speciesoieqtied under four bilateral migratory
birds Treaties the United States entered into Bitéat Britain (for Canada in 1916 as amended
in 1999), the United Mexican States (1936 as antndel972 and 1999), Japan (1972 as
amended in 1974), and the Soviet Union (1978).

Regulations allowing the take of migratory birde authorized by the Migratory Bird
Treaty Act (16 USC. 703-711), and the Fish and Wé@dmprovement Act of 1978 (16 USC.
712).

The Migratory Bird Treaty Act (Act), which implementhese treaties, indicates that the
Secretary of the Interior is authorized and dirédt® determine when, to what extent, and by
what means it is compatible with the conventiongltow hunting, killing, and other forms of
takes of migratory birds, their nests, and egg® Abt requires the Secretary to implement a
determination by adopting regulations permitting governing those activities.

Regulations governing the issuance of permitske,teapture, kill, possess, and transport
migratory birds are promulgated in title 50, Codié-ederal Regulations (CFR), parts 13 and 21,

and issued by U.S. Fish and Wildlife Service (USFWS
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The Service annually promulgates regulations gamgrrthe take, possession, and
transportation of migratory birds under sport hagtseasons in 50 CFR Part 20.

Given the scope of the goose damages and managenodiems described above, the
Department of Interior and agency partners, beliettee development and evaluation of
alternative strategies to reduce, manage, and aomsident Canada geese in the continental
United States are needed in order for local agerncde more efficient in their management
activities (USFWS, 2005; USDA APHIS, 2009).

Such management alternatives, regrouped into ttamodes as lethal and non-lethal, are
listed in Table 6.1, and reviewed further below.

Table 6.1: Goose Management Techniques

Lethal control

e Hunting

e Egg destruction (puncturing, oiling)

e Chemical capture by euthanasia

Non-lethal control

e Surround trapping

e Habitat modifications€.qg.,strategic planting, selected vegetation typds,
and steepening of ponds’ banks)

e Exclosure fencing

e Harassment (dog chasing, mute swan chasing, expkand rocket
devices using air guns, screamer sirens, carbiaeors, etc., and other

passive approaches using Mylar and inflatable eptgsainted balloons
human effigies, and scarecrows)

e Chemical repellente(g.,methyl anthranilate and anthraquinone)
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6.4.1 Lethal Controls

Lethal controls involve the killing of resident Gala geese. Some of these management
techniques are reviewed below.

Hunting

Hunting regulations are set at a federal level iy USFWS in accordance with the
Migratory Bird Treaty of 1916. State regulations &g more restrictive than federal regulations,
but they may not be more liberal. In many Statesiting seasons are opened when migratory
populations have departed to their original northregions.

Hunting helps slow down the fast growth of Canadasg populations. It has in some
cases resulted in large numbers of resident gessg killed annually (Harris, 2002).

In the State of Maryland, the goal is to reducerdsdent goose population to 30,000,
which is about one-third of the current populatjidtcKindley-Ward, 2006). The daily bag limits
are eight (for the early season) and five (forltte season).

Resident Canada goose seasonal hunting schedul&¥ f2a010 — 2011 are as follows
(MD DNR, 2010):

e Early season

September g15M (Eastern Hunt Zone): Calvert, Caroline, Cecil, Daster, Harford,
Kent, Queen Anne’s, St. Mary’s, Somerset, Talbatdmico, Worcester Counties, part of Anne
Arundel County located east of Interstate 895 ritiéde 97, and Route 3; part of Prince George’s
County located east of Route 3 and Route 301; andop Charles County located east of Route
301 toward Virginia.

Septembersj:25th (Western Hunt Zone): Allegany, Baltimore, Carréltederick, Garrett,

Howard, Montgomery, and Washington Counties; paArme Arundel County located west of
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Interstate 895, Interstate 97, and Route 3; paRrfce George’s County located west of Route
3 and Route 301; and part of Charles County locatest of 301 to the Virginia line.

e Late season

November 18-November 2% and December 1%-March 6" (Hunt Zone): Allegany,
Frederick, Garrett, Montgomery, and Washington Giesn portion of Carroll County located
west of Route 31 to the intersection of Route 9@ waast of Route 97 to the Pennsylvania line;
portion of Prince George’s County located west @uf® 3 and Route 301; and portion of
Charles County located west of Route 301 to Viagini

The State recommends that for special hunting nasthar resident Canada geese during
the September season, shotguns capable of holding tihan three shells may be used to take
resident geese and the shooting hours be from aliédur before sunrise to one-half hour after
sunset.

Destruction of eggs and nests

Managing Canada geese through destruction of aesteggs, or through treatment of
eggs anywhere applicablee.g., sidewalks, entryways, enclosed courtyards, picnieas
playgrounds, and near paths and roadways) is iatetwl cause geese to abandon the nests and
flee the problem areas (USDA APHIS WS, 2009). Adowgy to the Atlantic Flyway Council
and the Maryland Department of Natural Resourcestraying 95% of resident Canada geese
eggs annually as part of goose control strategiéglieved to reduce goose population densities
by 25% over 10 years (McKindley-Ward, 2006).

The USFWS recommends that destroyed nest matanaleggs (usually March 1-June
30) be buried on site, incinerated, placed in ouatydrash, or covered with objects (overturned
garbage can, wood, branches, etc.), in accordartbelacal ordinances so that nesting geese

may not recognize the initial nest locations (USBRHIS WS, 2009). However, there are times
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when the pair does not leave and instead initiategew nest nearby, and in this case, the
destruction of the new nest is necessary, followgdntegrated harassment activities (USDA
APHIS WS, 2009).

Chemical capture

This technique consists of capturing nuisance gbegseeans of sedation using approved
drugs and appropriate drug administering equiprbgra certified governmental animal control
agency. In 1992, the Federal Drug AdministratioDAlr gave Wildlife Service the permission
to use the anesthetic alpha-chlorase (AC) to captaterfowl (Harris, 2002). This method has
been successful in areas where hunting is impedaiicprohibited such as urban areas (Betint
al., 1999).

Surround trapping

Surround trapping is another commonly used teclnitpu control nuisance birds
captured during molting when they are flightlesfisTmanagement method has been very
successful in the Twin Cities, Minnesota, wheretéSgand local governments have created over
the past 20 years the largest, most cost-effiogertse reduction program in a seven-county
metro area. What happened here is that wildlifeagars began to trap geese in the mid 1980’s
during annual feather molt (a three- to four-weekiqgad when geese can't fly in early summer)
and ship them to other Midwestern States that wiattencrease their goose populations. Over
88,000 resident geese were trapped from 140 diffesiges in the seven-county metro area, sent
live to poultry processing plants, and turned iot®DA-approved meat that was given away at
food pantries (Lien, 2000 and McKindley-Ward, 2Q06)

While lethal controls would reduce the goose pagaain the problematic areas there
could be protests and oppositions from animal sigativocate groups, who believe these

management methods are not humane.
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6.4.2 Non-Lethal Control

Non-lethal controls consist of managing the nuisaBGanada geese in a humane way,
that is, without causing geese injury or deathm&wf the non-lethal techniques are described
below.

Habitat Modification

Habitat modification involves physically alteringoperty to make it less attractive to
Canada geese, and this is done by eliminatingdarcieg nesting sites and food sources, as well
as the access between these items and the watesb&ditable habitats can be modified in
many ways including (Dornbusdt al.,1996; Harris, 2002):

Strategic planting- Canada geese usually feed on grass, especiajlguorg and
succulent shoots, found on mowed, fertilized law®s.eliminating mowing at least 20
feet from pond shorelines would encourage geesby@away from these areas and look
for safer spots with better food sources. Planshgibs or tall, lush native prairie grass
stands along shorelines could also provide the shemefits as eliminating mowing
because geese would see over the grass while th&ythwough it.

Replacing the vegetatichReplacing plants that geese like to eat(Kentucky
bluegrass, Brome grass, Canary grass, Colonial gisss®, Perennial ryegrass,
Quackgrass, and Red fescue) with ones they doypatatly bother €.g., mature tall
fescue, Periwinkle, Myrtle, Pachysandra, English, ilosta or plantain lily, Ground
Juniper, and Switch grass) may discourage them fernaining in an area.

Steepening banks of pondsCanada geese prefer a gentle, grassy slope coming
out of the water that enables them to walk eastly and out of the water to feed or rest.

If access to the water is poor, the adult geese leemye that area to raise their young
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elsewhere. Steepening the shoreline can be dobeilayng a vertical seawall above the
surface of the water.

Allowing water to freeze Allowing a pond to freeze over could force theggeto
seek alternative water sources and may force tleemigrate. Concentrations of geese
could maintain open water even in below freezingperatures. Harassment may be

necessary to force the birds to leave long enoagthe ice to form.

Exclosure fencing

Exclusion methods are used to keep Canada geesedntering the problem areas.

Exclosures can be erected over water bodies t@pt@r discourage landing, or around the land

system to prevent access to the resources. Exampkslosures are overhead grids with tree

branches and wire fences.

Harassment

This technigue aims at scaring Canada geese in some svafsat they can leave the

problem areas. Some of the methods used to hasisent Canada geese include:

Balloons — both Mylar and regular inflatable balloons (espky those with
eyespots painted on them), flags, streamers, tefetape, mute swan decoys, human
effigies, and scarecrows can all be used to repabh@a geese (Harris, 2002), and can be
used at a rate of at least 3-5 per acre. It ismecended that balloons be moved every
few days to be effective (French and Parkhurst,1p0Mylar flags seem to be very
productive for farmers living near the Horicon Naual Wildlife Refuge (Harris 2002).

Dogs— Using dogs to harass geese from problem area®eaery productive.
For example herding breeds such as highly traimeddr collies, have been used to scare
geese off manicured areas like golf courses (Wdbdmd Green, 1996; McKindley-

Ward, 2006). To be more effective, dog harassmemild continue and be repeated until
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the geese leave the area permanently. While dagjrchaould provide excellent results,
it is worth mentioning that dogs need to be moeitioto avoid any physical injury to
geese. In fact it is illegal to catch, injure oll i@ Canada goose without a permit (MD
DNR, 1999)

Pyrotechnics— Pyrotechnics are specially designed Class C firksvohat are
used to frighten wildlife in general. They can larweffective in scaring resident geese
out of problem areas as well. The types of pyrateshin this class include air guns,
carbide cannons, screamer sirens, and bird baflgege bottle rocket-type devices fired
from a 15-mm starter’s pistol that whistle loudlyexplode) and shellcrackers fired from
a 12-gauge shotgun (Harris, 2002).

Propane Cannons- Propane cannons are popular tools in use at hundked
airports around the country, and many farmers h#see used them with some success
(Harris, 2002). Operating from the gas in a stashgaopane tank, a small amount of
propane is ignited on a timed basis producing d leport that can be heard more than a
mile away (Harris, 2002). Comparing relative eftigaof several auditory harassment
techniques for moving shorebirds off buildings, estists found that only propane
cannons were more effective, and that it took twanons, carefully placed, to repel
birds (Harris, 2002). Propane cannons may not lialde for large communities because
the devices are loud and may be more of a nuiséimae the geese, to the public and area
residents (BNWR, 2000).

The major concern with the harassment techniqussritbed above is that geese quickly
get used to the techniques, which also becomeicrezit with time. McKindley-Ward (2006)

believes that “harassment techniques to push gesag don't really solve the problem, but
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rather they just move the problem somewhere elséevaiso impacting non-target wildlife

species.” Harassment techniques could be more lusefareventing goose damage (before it
begins) rather than stopping it (once it has alyesdrted); in other words it would be difficult to
disturb resident geese in areas with which theyfamgliar, given that this animal species is
particularly placid (Harris, 2002). Harassmenthteques would be more effective if used in
combination and if repeated persistently (Dornbetsal., 1996; Harris, 2002).

Chemical repellents

Some chemical additives can be sprayed on grassaie® distasteful to geese. Such
repellents have shown some efficacy at deterrirgpgerbivory (Harris, 2002).

Because not all chemicals are safe for the enviemtjror may cause mortality in non-
target species (Harris, 2002) they must be re@diehat is, shown to have little or no adverse
environmental impact while demonstrating it canwdwat the manufacturer claims. There are
two types of goose repellents registered with th8. Environmental Protection Agency, and
these aremethyl anthranilate(MA) and anthraquinone(AQ), both of which are naturally
occurring chemicals that, upon degradation, leavelangerous residues (Titchenell and Lynch
Jr., 2010). The labels of these products proviéeaghplicator with instructions on applying these
compounds to the grass. While MA products makegtiass unpalatable to geese, AQ products
cause a slight stomach discomfort to the birds.

Geese avoid areas treated with MA or AQ productshBVA and AQ products can
remain after rain, but mowing would reduce the amiaid product available. One problem with
the repellent strategy is that the products tendet@xpensive, especially since the entire grass

area needs to be treated (Titchenell and Lyncl2Q10).
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6.5 Objectives

The knowledge gained from the literature reviewedva along with the information
acquired from the model (Chapter 5) and the humaqents €.g.,field managers) are used in
this Chapter for the design of the Canada goosesidecSupport System (DSS), which is the
overall goal of this Chapter.

Two specific objectives are targeted:

(2) To diagnose the most likely causes of Canadse@opulation congregation at

hotspots; and
(2) To prescribe the best goose control strateggiesich of the identified hotspots.

Both the Diagnosis Expert System (DES) and PresonipExpert System (PES) are
implemented within the GIS via ArcGIS’ ModelBuildefhe engineered DSS is expected to
assist resource managers and landowners in manihgimgisance geese in the natural system.

Specific direct benefits from this study could unaé:

1. providing an inexperienced staff with a safety detision tool, and a more

experienced staff with an intelligent checklist;

2. offering the opportunity to use the DSS continupui#spite the changes in staff;

and

3. providing a transparent easy-to-use map instrurteeetd users and an effective
communication device either for explaining the oemsg behind a
recommendation to decision-makers, or to preseatsgime reasoning to the

public.
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6.6 Materials and Methods
6.6.1 Hardware and Software

The GIS-based DSS is developed on HP xw8600 6¥Vvbitkstation running Windows
XP Operating System. The GIS software used is ABc9.3 version) produced by
Environmental Systems Research Institute (ESRIjs T¢ol provides a platform for mapping,
spatial analysis, data storage, and data manage@ning users to manipulate geo-referenced
data via a modular and intuitive Graphical Useetifaice (GUI). These are required to identify
goose population hotspots, diagnose causes of goession, and prescribe appropriate control
strategies.

6.6.2 Data Acquisition

Two spatial datasets were needed to develop anly #pp DSS: study area data and
hotspot locations. The spatial data on land costrgdy area boundaries and wetlands were
acquired from public sources and processed into fGi®at as described earlier in Chapter 4
(section 4.5). The hotspot data was obtained frionulations performed using the goose model
as described in the previous Chapter (section 6.8l hotspot output from the model is in the
form of a digital image that was georeferencedraatified prior to importing it into ArcGIS.

6.6.3 Coupling Goose Model with Expert System and GIS

The goose model was used in conjunction with G§§)guthe loosely coupled approach
(Kilgore, 1997) where the model and GIS maintaio separate databases and interact through
some file exchange or conversion process betweedIMB and ArcGIS. Many researchers
have used this approach to combine hydrologic nsodeh GIS (Heet al., 2001; Xiao, 2003;
Hanna, 2006).

ArcGIS ModelBuilder was used to import the goosedeiohotspots, implement the

Expert Systems, and apply these systems withirD®8 following the approach presented in
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previous studies (Georgousss$ al., 2009; Montas, 1990; Montas and Madramootoo, 1992;
Montas and Shirmohammadi, 1999; and Moretaal., 1999Db).
The process is completed in three basic steps sumedas follows (Montas, 2004):

1. First, the goose congregation hotspot layer is @duae GIS.

2. Second, the diagnosis ES is applied to the stuely and its results are filtered by
hot spot.This step produces a map of the mostylik@lises of goose congregation

in the potential hotspots identified by the model.

3. Third, the prescription ES is run and its resutesfatered by hotspots.

This prescription ES considers the diagnosed canfsescessive goose congregation and
local conditions to identify the most appropriatatol strategies for each hotspot. The eventual
result of its application is a map of recommendeqdto| strategies for the pre-identified goose
overcrowding hotspots.

Diagnosis expert system
The diagnosis expert system (DES) was developduée steps:

Q) The first step was the acquisition of knowleddmut goose biology. This step
entailed both a literature search and discussioith YWwuman experts. The
objectives were to identify the potential causes re$ident Canada geese
excessive congregation in a given bio-environmendt dased on these factors, to
develop general rules, which can be used to diagnbs cause of a goose
infestation problem.

(2) The second development step was to formalieekttowledge acquired in step 1
in the form of logical sentences (IF-THEN statersgnmepresenting the goose

invasion diagnosis rules.
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3) In the third step, the ModelBuilder tool of &tS software — along with other
Spatial Analyst tools, were used to translate tlieSDrom IF-THEN rules into

decision trees.

Prescription expert system

The Prescription Expert System (PES) was develtyeidllowing the same steps as in
the development of the Diagnosis Expert System.rg@r difference was that knowledge was
acquired relative to appropriate goose controltetyias rather than overpopulation causes.
Additionally, knowledge was acquired and formalizedsed on control strategies that are
applicable to goose congregation causes identifiethe Diagnosis, and on other local factors
(in addition to overcrowding causes) that neededba@oconsidered in order to determine the
Goose Control Strategies (GCSs) for a given caigsefivironment pair. This knowledge was
formalized, written into logical rules and converte a decision tree.

6.6.4 Testing and Verification of Goose Control Strategies Allocation

The Goose Control Strategies (GCSs) recommendddedpSS were tested by assessing
their impacts on the goose hotspots in the studg.arhe assessment was done by identifying,
for each recommended GCS, the model parametercdiéd be affected by the related GCS.
Once the parameters were changed in the modetytem was re-run with the new parameter
set, and the goose hotspots re-assessed.

This testing allowed to verify the effectivenesdlsd system by measuring the percent of

hotspot reduction that the prescribed GCS wouldigen

6.7 Results and Discussions
6.7.1 Coupling Goose Model with Expert System and GIS

Resident goose hotspots were obtained from theegouxlel for a six-year simulation

period (Chapter 5}otspotwas defined in this study as a localized area &hesident Canada
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geese congregate at high density (that is, overg2@8e or 1 Ton of goose biomass per km?2) for
at least three months. Goose hotspots are shovemw belFigure 6.4, and they cover about 5.0
km? (that is about 45% of the total landcover). It t@nseen from the graph below that all areas
(or almost all) covered with grass were identifgadbeing goose hotspots in this study area.
These are treated and maintained grassfields ésugblf course and other athletic fields)
located near the tidal Anacostia River. Kentuckyelgkass and water bentgrass are the most
common species in those fields. Other hotspotsided in the graph below are wetland systems
(Kingman marsh, Heritage marsh, and Kenilworth Agu&arden) where rice cutgrass, wild
rice (Zizaniaaquaticg, Sagittariasp, Pontederiasp., andSchoenoplectus pungease grass
species among the most eaten by Canada geese IinAriaeostia wetland systems

(Hammerschlagt al.,2002).
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Figure 6.2 Goose Hotspots in the Study Area
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Diagnosis expert system

Based on the literature review and discussion wexiperts, three causes of goose

congregation in hotspots were selected for Expgdtedn development: (1) high access to

resources (food and water); (2) high access todbrgeand nesting sites; and (3) provision of

additional food from humans in urban areas.

A set of IF-THEN rules was then developed to diagngoose hotspots into these three

causes:

High Accessibility to Resource Rules:

IF

THEN

THEN

goose-infested area is an open food source (eay-phsture, golf course,
lawn, and other grassfields) and this food souscéocated within the study
area

high accessibility to resources (grasses and waterdhe cause of goose
congregation Diagnosis 1)

goose-infested area is located near water bodied waater bodies are
located within the study area

high accessibility to resources (grasses and waterdhe cause of goose
congregation Diagnosis 1)

High Accessibility to breeding-nesting sites Rules:

IF

THEN

THEN

goose-infested area is an open wetland (e.g., KamgnHeritage) and
wetland is located within the study area

high accessibility to breeding-nesting sites is tlbause of goose
congregation Diagnosis 2)

goose-infested area & courtyard/sidewalk/entryway field and this field is
located within the study area

high accessibility to breeding-nesting sites is tbhause of goose
congregation Diagnosis 2)
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Urban Feeding Rule:

IF goose-infested area is a developed area (e.g.,rugmk, managed pond,
touristic plaza), where birds are often time fedhwartificial (extra) food in
addition to food and water resources found innlaéural environment, and
the developed area is located within the studgare

THEN urban feeding is the cause of goose congregaiivaghosis 3)

The general explanation for these rules is thataGargeese are attracted to areas that
provide food, water, and protection, as found ibamr areas with lakes and ponds (MDNRE,
2010). The food in particular is found in grasskolasture and hays, herbaceous wetlands, etc.)
and wetlands (such as Kingman marsh, Heritage manshKenilworth Aquatic Gardens). Other
food supplies are found in urban areas particularlycity plazas and public parks usually
managed near manmade ponds.

Diagnosis 1 High access to resources (food and waters)

In this Chapterresource ismeant to denote food and water resource. Foodiress are
provisions found in grassfields such as small graand seeds of Kentucky bluegrass, rice
cutgrass l(eersia oryzoidgs water bentgrass and other wetland plants suclsaagttaria,
PontederiaandSchoenoplectus pungenghich are some of the most palatable grassesbyeg
in the Anacostia system (Hammershé&al.,2002). These grasses are essential to Canada geese
for living.

Like grass, water resources are critical for Cangeese. They rely upon waters for
drinking and social interactions, and they usudiyd in open fields near water bodies
(Granholm, 1990). Therefore, the decision logicHayh access to resourcegas based on the
proximity of food supplies (feeding sites) or wabedies to use by Canada geese.

Diagnosis 2 High access to breeding and nesting habitats

Other land features that were found to be impot@amhe biology of the Canada geese in

the study area were the marsh systems or othemgdsofound near sidewalks, entryways,
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courtyards, picnic areas, playgrounds, and roadwalysh are potentially suitable for breeding,
nesting, and rearing young.

Therefore, the decision logic foigh access to breeding and nesting habiteés based
on the proximity to the marshes or those habitdéntified as potential suitable for breeding,
nesting, and rearing young. In 2000, Kingman anditéte wetlands were found to be
permanent breeding and nesting sites for residanada geese after the District of Columbia
Government and the U.S. Army Corps of Engineerdarged these marshes for restoration
purposes (Hammershlag al.,2002 and McKinley-Ward, 2006).

Diagnosis 3 Provision of artificial food by humans in urbareas

While Canada geese are protected under the Migr&wd Treaty, the urban resident
populations seem to be covered even more throwgprtitection (prohibition) from hunting.

This probably contributes to the urban populatiooréase in the infested hotspots
(USFWS, 2005). Moreover the provision of artificiabd by the public in urban areas certainly
aggravates the situation.

In fact, Canada geese have become very reluctdeate these areas because food has
been provided on a regular basis by people (Dunkley Cattet, 2003; and Titchenell and
Lynch, 2010).

The supplemental food fed upon by resident Cana#segin developed areas (streets,
picnic grounds, parks, and plazas) was the decisigic considered foprovision ofartificial

food by humans in urban areas.
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Figure 6.3 Diagnosis Expert System Knowledge Treeif Determining the
Probable Causes for Resident Canada Goose Overpoptibn

'

The ArcGIS ModelBuilder was used to translate tReTHEN goose congregation
diagnosis rules into a decision tree. Figure 66s@nts the resulting model. In this model, the
georeferenced input is on the left and the regylgjeoreference diagnosis is on the right-hand
side. Model blocks in between the input and outpades perform data format conversions and
implement conditional statements representing tagnasis rules.

The result of the ES classification of probable semu of resident Canada goose
infestation problem is shown in Figure 6.4. Thalt@irea occupied by these causes is 3.93 km?,
that is, 35% of the study area (11.3 km?2). This map generated by applying the diagnosis ES

shown in Figure 6.3 to the study area (Chaptend)tretspots (Chapter 5).
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Figure 6.4 Diagnosis Expert System Results Showirlgrobable Causes of
High Goose Congregation at Hotspots

High access to food and water resources spatigtisesented the most important portion
of the overall diagnosis (3.6 km2, 92%) indicatthgt the Canada goose species heavily depends
on water and food for living. Canada geese arenfeaté and as such, they are very attached to
water systems (Granholm, 1990). Lakes, ponds, mniths open waters are of vital importance,
and they are used for swimming, drinking, dabblingsting, and performing many social
activities (Stewart, 2009).

The presence and easy accessibility to the tidalcéstia River, the Kenilworth aquatic
garden as well as nearby Islands (Kingman and &tg)twhich are also surrounded by large
water bodies could explain the high level of goosegregation at these locations.

Likewise quality food plays an important role irsident Canada goose behavior. Canada

geese are both grazers and seedeaters. They tdothge mostly on tender new shoots and
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stems of grasses, clover, watercress, seeds oéseuglets, bulrushes, and other wetland plants
that can be found in the Anacostia River systeronfthe literature, evidence suggests that
geese would feed on marsh vegetation first, amahegrdabitat choices (Bos, 2002), and that
large fields are preferred because predators casebe at greater distances while small fields
surrounded by dense cover or forested habitatem® preferred (MCE, 2003). This study area
comprises a multitude of grassfields that suppbdf¢gsuch as Langston golf course, RFK sport
field complex, Anacostia Park playgrounds and sode#ds, roadside managed lawns, and
many local school and community center grassfields)

Kentucky bluegrass and water bentgrass are thes gyaescies most seen in the fields
(Hammershlaget al.,2002), and these fields are regularly treated (etband watered) allowing
the regrowth of soft succulent palatable grass.

Kenilworth aquatic garden is a unique system insiese that it has many ponds. Plants
grown in this system are wild flowers (such asetipturtlehead, and wild rice) and other marsh
species such as rice cutgratedrsia oryzoidgs Sagittarig Pontederiaand Schoenoplectus
pungensthese last three being the most palatable by daagaese (Hammerschlagal., 2002).
The selection of marsh plants as food resource3dmada geese may be because they have high
forage quality and nitrogen content (Ydenberg andsP 1981; and Prins and Ydenberg, 1985)
and therefore a better digestibility (Boudewijn,84% Beside quality food, resident Canada
geese are attracted by areas with high quantitipad (Vickeryet al 1995; Rowcliffeet al
2001), and the Anacostia system provides all teagable features.

High access to breeding and nesting sites repesdetite second most important
diagnosis (0.32 km?, 8%). Many waterfowl use wetkafound along the tidal Anacostia River as

breeding and nesting habitats for rearing youngstMd not all) of these wetlands are open,
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easily and directly accessible from the water bediad nearby fields. They play critical
functions in waterfowl life including feeding, skaing, rearing and nursing goslings (Stewart,
2009).

Waterfow! prefer island habitats because they pi®wafe roosts on open waters (lakes
and ponds), and nests are usually built on firm, dnd slightly elevated sites that are relatively
isolated (Granholm, 1990).

Other geographic features that probably cause e@esi@anada geese to congregate in
hotspots in this study area are the accessibilitguitable grounds for breeding and nesting
usually found near sidewalks, entryways, courtyapisnic areas, playgrounds, and roadways
(USDA APHIS, 2009).

Wetland are probably the most (or among the masthepred habitat for waterfowl in
general and for geese in particular (Stewart, 2000000, Kingman and Heritage wetlands
were found to be permanent homes for resident Gagadse after the District of Columbia
Government and the U.S. Army Corps of Engineerdarnéed these marshes for restoration
purposes (Hammershlag al.,2002; McKinley-Ward, 2006).

Provision of artificial food by people in urban asewas the third identified diagnosis of
the cause of goose infestation of hotspots (0.04, kegligible percentage). While Canada geese
are protected under the Migratory Bird Treaty, thigan resident populations seem to be covered
to an even greater degree by regulations that lpitdiunting in the metropolitan area. This may
have contributed to the increase in the urban gpogelation (USFWS, 2005). Moreover the
supplemental food provided by tourists, campers, @her general public in developed areas
(streets, Malls, plazas, playgrounds, picnic argashlic Parks, and lakes and ponds in

downtowns) may justify the reasons why geese ocsupi places.
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Access to high quantity of artificial food supplame from people stimulates Canada
geese to become very reluctant to leave humarfacts (Dunkley and Cattet, 2003; Titchenell
and Lynch, 2010).

Prescription Expert System

Based on the literature and discussions with egpévie control strategies were selected
as applicable to the study area: (1) chemical daier (2) egg depredation; (3) harvest of
breeding adults; (4) exclosure fencing; and (5islagon to ban urban feeding.

Five rules were developed that led to goose costrategies. The rules shown in Figure
6.5 are also presented below as follows:

Chemical Deterrent Rule:

IF “high resource accessibility” is identified as cau®f goose congregation
(Diagnosis 1) and infested area is a grassfield

THEN treat area with chemical deterrerfriescription 1)

Eqgg Depredation Rule:

IF “high access to breeding and nesting sites” is iifegd as cause of goose
congregationDiagnosis 2) and infested area is a flatland

THEN proceed with egg depredation treatmepitescription 2)

Harvest Breeding Geese Rule:

IF “high resource accessibility” is identified as cau®f goose congregation
(Diagnosis 1) and infested area is within 100 m buffer of waters

THEN harvest breeding adult geese from the infestedra/geescription 3)

Ban Feeding Rule:

IF “artificial feeding of geese in urban areas” is idéfied as cause of goose
congregation (Dagnosis 3)_and infested area is not a grassfield

THEN introduce (re-enforce) legislations to ban goosalfeg Prescription 3)
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Exclosure-Fencing Rule:

IF “high access to breeding-nesting sites” is ideetfi as cause of goose
congregation Diagnosis 2) and infested area is not a “dryland” (courtyard,
sidewalk or entryway fields)

THEN build fences around the infested wetlar@isecription 2).

Prescription 1. Chemical deterrent

This prescription was recommended to solve theeisslated to “high access to
resources,” particularly food resources found iasgfields. EPA-approved chemicals (such as
Methyl-Anthranilate-Rejex-It) applied to lawns, Ifis, and other grassy areas would deter the
quality of food by changing the taste of the grixesn palatable to non-palatable. Instead of
tasting succulent or juicy, the grass would tastar, sbitter, scratching, or spicy, and therefore
could cause geese to flee the occupied fields ($]&002).

Methyl Anthranilate (MA)is a naturally occurring sweet flavored compoundnfib in
plants such as jasmine, concord grapes and ordogsoms. While MA tastes sweet to humans,
it is distasteful to many bird species includingh@da geese (Curtis and Jirka, 1994).

The decision logic considered fohemical deterrentsvas based on the fact that when
geese attempt to feed from areas treated with M tire met with an extremely foul, bitter
taste keeping geese away from feeding and causemg to gradually leave the area due to a lack
of edible food. The Environmental Protection Ageapproval indicates the product is safe for
humans, geese, and the environment.

This study recommends that MA repellents be apmiedrasslands preferably (and not
on water supplies) in order to avoid or minimizégodial impacts on non-target systems.

Prescription 2: Egg depredation

This prescription was the second GCS in the datig®e, and is appropriate for marsh

systems or other habitats used by Canada geebeckxting, nesting, and rearing goslings. Such
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habitats include sidewalks, entryways, enclosedtgards, playgrounds, and picnic sites nearby
paths and roadways (USDA APHIS WS, 2009). The Egixplanation oégg depredatioms a
GCS in breeding and nesting habitats is that tlesquiption would slow down the reproduction
and thus, the growth of the goose populations.

Prescription 3: Harvest of breeding adult geese

This prescription was recommended for areas whesm@urces were highly accessible and
for wetlands habitats in particular. Likewise eg@predation, the decision logic for
recommending this prescription is tmatindup of breeding adult®duces the goose population
density and slow down the reproduction and popatatncrease overall. Targeting breeding
adults in particular is critical because they ciba the source of population increase. Because
hunting is not allowed inside the metropolitan araeban geese could be harvested using
chemical capture or surround trapping techniques.

Chemical capture means trapping nuisance geeseebynsyof sedation using approved
drugs and appropriate drug administering equiprbgra certified governmental animal control
agency. Surround trapping means capturing nuisg@esse during molting when they are
flightless (three- to four-week period in early suar).

In 1992, the Federal Drug Administration (FDA) gadédlife Service the permission to
use the anesthetic alpha-chlorase (AC) to captaterfowl (Harris, 2002). This method has
been successful in areas where hunting is impedaiicprohibited such as urban areas (Betaint
al., 1999).

The Harvest strategy is essential and perhaps disé df the management practices
compared to non-lethal ones, which simply usuatigsist of moving the goose problem from
one place to another without necessarily solving the longer term (McKindley-Ward, 2006).

The removed geese could be relocated elsewherefdhe District of Columbia metropolitan
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area, or simply shipped to poultry processing pglavitere they could be processed into USDA-
approved meat to supply food pantries. Removalegjya whether for relocation or consumption
purposes, has successfully controlled urban geeska Twin Cities, MN, for the past 20 years.

For instance in 1999, over 2000 resident Canadaegaere culled and donated to
charities for use as food (Lien, 2000 and McKinelggrd, 2006).

Prescription 4: Exclosure fencing

This strategy was the fourth appropriate contratsgy in the decision tree, and it was
suggested for either one of the Island system (ieng or Heritage marsh). The explanation of
this GCS is that exclosures such as hedgerow-tgpngs or similar constructed physical
barriers would keep geese away from accessing masshurces and prevent them from moving
comfortably in the protected wetlands.

Exclosure fencing would restrict goose landingshensurface of water bodies as well as
the take-offs from the wetland systems (Dornbetsal., 1996; McKindley-Ward, 2006).

Prescription 5: Ban of goose feeding

The legislation tdban goose feedingy the public was the recommended management
strategy for the issue related to goose infestatibmrban areas because of extra (artificial)
feeding by people. Public places where urban kardsusually observed to be feeding includes
streets, plazas, playgrounds, mall places, lakdgpands in downtowns, and picnic sites within
Parks. These areas should be cleaned and garlesgeefjularly; trash cans should be secured all
the time, and emptied as soon as possible.

This strategy is justified by the fact that feedgegse attracts even more geese (and other
urban wildlife); it encourages geese to congregatk to remain in areas where people tend to

feed them, therefore causing geese to become taarethey should be for their own protection
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(Dornbushet al.,1996). Passing or enforcing legislations that it feeding of urban wildlife
is therefore critical.

The ArcGIS ModelBuilder was used to convert theTHFEN prescription rules described
above to a decision tree that could be appliednaatically over the study area. The resulting
prescription tool is presented in Figure 6.5 whapatial input data layers, including diagnoses,
land covers and buffers are on the left, processtegs are in the middle and the resulting

prescription data layers are on the right-hand.side
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Figure 6.5 Prescription Expert System Knowledge Tre for Determining the
Best Strategies for Resident Canada Goose Control
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The Weighted Sum function of ArcGIS’ Spatial Andly®ols was used to analyze the
most likely causes of geese congregation in hagsfitaich diagnosis was given the same weight
(that is assigned equal percentage of influence)tia@ combined output was generated by using
the Weighted Sum tool.

The ArcGIS’ ModelBuilder was then run to generdie tesulting maps of the Diagnosis-
by-pixel, which are further analyzed below. The egmocess was done to weight each of the
prescribed GCS, and to generate an overall Préisecripy-pixel map.

The result of the ES classification of Goose Cdn8trategies (GCSs) to reduce the
goose population densities from their current hatispre shown in Figure 6.6.

This result is based on pixel-by-pixel conditioaad probable causes as established by
the diagnosis ES (Figure 6.4). The total area aecupy the CGS is 4.77 lmthat is, 42% of

the study area (11.3 Rnm
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Figure 6.6 Prescription Expert System Results Showgy Goose Control
Strategies Allocation Plan

Chemical deterrent spatially represented the rmogbrtant GCSs prescribed by the DSS

in this study (2.20 km2, 46%). This result (Fig@éré) was expected given the larger size of the
grass cover (in yellow) compared to other land cdypes such as water, road, and shrubs.
Moreover, the model was designed in such a way tti&tresource type interacting with the

goose populations was grass only (“resource” mgiass).

Chemical repellents were recommended for grassfiepecially areas not overlapping

goose” groups and the H

with water bodies (a 100 meter buffer around watees used). Given this safety measure
(buffering of water bodies) and given that the Hepés are environmental friendly (EPA-
approved), and that they do not harm geese in aay (Miggins and Guinn, 2009), this

prescription could be popular, or at least accdptab a good compromise between the “anti-

umane Society communitidso#mer animal right advocates. In fact,
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chemical repellents (such as methyl anthranilate aarthraquinone) can be sprayed on grass to
make it distasteful to geese. Such repellents Isnmvn some efficacy at deterring goose
herbivory (Harris, 2002). Because not all chemicals safe for the environment, or may cause
mortality in non-target species, they must be tegesl, that is, they should prove to have no (or
insignificant) effects on the environment or norg& species while demonstrating they can do
what the manufacturers claim they are able to dorisl 2002). Therefore, the use of registered
chemical repellents is suggested in this studyleesthe goose problems caused by high access
to food supplies (grassfields).

Examples of such approved repellents are desciibbdgradley et al. (1998) Harris
(2002), and Higgins and Guinn (2009) as follows:

Dimethyl anthrnilate (DMA)and Methyl Anthranilate (MA)}- These products
have been approved by FDA as food additives, aathde be universally offensive to
birds. There are three new products using the eatigredient MA includindgReJeX-It
Migrate, GooseChasand Goose-B-GoneWhen applied to grass, MA makes the grass
unpalatable by geese, and the product would noh wésafter a rain if allowed to dry
first, but must be reapplied after mowing. Geesg stdl frequent the treated area, but
they would not feed there.

Anthraquinone- Flight Control (FC), a relatively new product cantag 50% of
anthraquinone, is an effective foraging repellentGanada geese.

Nicarbazin, is also available as contraceptive bait for Cangelese, but users
(mostly wildlife specialists or pest control openal) should be licensed as this restricted-

use chemical is regulated by the EPA althoughstrimeffect on the goose populations.
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Treated grass appears unnatural and uninvitingusectihe anthraquinone brings out the
ultraviolet spectrum when applied to turf. If gee=s the grass treated with FC, they would
experience a “gut reaction.” FC does not wash fiéfraa rain, but needs to be re-applied after
mowing.

The application of chemicals on grassfields wowdainly deter geese food and pressure
them to leave their hotspots. However, it is refd\ta mention that the use of pesticides to repel
Canada geese from critical source areas could baugended effects on the environment
especially if the chemical is not registered, ott ils inappropriately used. According kailler
(2004), most ofsprayed chemicals reach a destination other thain tdwrget species, including
non-target species, air, water, bottom sediment$f@od. Therefore, chemical deterrent strategy
should be applied carefully.

Harvest of breeding adults spatially representeel slecond most important GCS
prescribed by the DSS (1.53 kn32%). Roundup (or harvesting) strategy was recentdad for
areas where resources were highly accessible angettands habitats in particular. While goose
harvesting would allow an immediate reduction o thopulation densities in the infested
habitats it would also slow down the reproductiaovwgh by targeting breeding adults in
particular. This management practice is done usurgound trapping techniques, which consist
in capturing mature geese during molting, thatwbhen geese are flightless (early summer).
Captured geese could be processed to feed theyhanfgrod pantries, many of which are found
in the District of Columbia metropolitan areas (s@s The Capital Area Food Bank, Hunger in
America, Feeding America, and Bread for the Cify)e harvest management option has been

very successful elsewhere such as the Twin CitMB)nesota, where State and local
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governments have created in the last two decaddaripest, most cost-efficient goose reduction
program in the seven-county metropolitan area (L2800; McKindley-Ward, 2006).

While the regulations on takes are set at a fedeval by the USFWS in accordance with
the Migratory Bird Treaty of 1916, the District Golumbia could allow the harvest of geese
down to levels that minimize their impacts on reases (Hammershlagyers. Comn). One
indicator of such levels could be the regeneratibwild rice (Zizaniaaquaticg, Sagittariasp,
Pontederiasp., andSchoenoplectus pungenshich are grass species among the most eaten by
Canada geese in the Anacostia wetland systems (ldesontaget al.,2002).

It would be important to mention that each consthtegy has its difficulties. One
problem with the harvest strategy is that the tangenber of geese to be harvested can be hard
to determine especially when the carrying capaditthe system is unknown, which is the case
in the study area. Studies indicate that if thevésted amount is not large enough the
management goal will not be reached (Harris, 2002)is was for instance the case in
Massachusetts, where goose harvesting of betweem@25% each year for two consecutive
years produced unsatisfactory results (Heusmarfif)1@nother downside of harvesting is that
this control strategy may face protests from aninghits advocates (Harris, 2002).

Egg depredation spatially represented the thirdtnrmogortant GCSs prescribed by the
DSS in this study (0.76 Kim 16%). Destroying Canada goose eggs would slowndbe overall
population growth by reducing the population ofspfing. Egg depredation is proposed in this
study to solve the problem caused by the avaitgbdf too much food or suitable nesting
habitats.

The egg depredation treatment, whenever and wherapplicable, is intended to

pressure geese to abandon nests and flee the eddwabitats (USDA APHIS WS, 2009).
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The USFWS recommends that destroyed nest matemalseggs (usually during the
period March 1-June 30) be buried on site, inciteelgplaced in outgoing trash, or covered with
objects (overturned garbage can, wood, brancheg,ietaccordance with local ordinances so
that nesting geese may not recognize the initiat lezations (USDA APHIS WS, 2009). Itis
necessary to mention that there would be instamtese geese would not leave the occupied
habitats, but instead would initiate new nestsinear

In such circumstances, the destruction of the nestsnshould be followed by other
integrated management techniquesg(, dog chasing, harassing approaches), which are not
recommended as best GCSs by the DSS but were exvievthe previous sections.

Canada geese eggs can be treated, as recommenithedUSFWS’ Depredation Order
according to three techniques (oiling, puncturiaggd shaking) described in Harris (2002) and
(USDA APHIS WS, 2009). These techniques are revicietow:

Oiling - Egg treatment with castor oil, corn oil, safflonat, soybean oil, and
white mineral oil has been very effective at claggthe pores of eggs’ shell preventing
further development of their contenBest results are obtained by coating the entire egg
with a thin layer of oil and placing it back in thests so that geese continue to incubate
those.

Contents of eggs build up with gas and may burghaly are disturbed or knocked
together. When eggs fail to hatch, the adult gegadually cease incubation and leave

the immediate area as the time to molt approaches.

Puncturing -Egg puncture is done by securely bracing it agamstground and
inserting a long, thin metal probe.§.,awl and ice pick) into the pointed end of the egg.

Best results are attained by placing slow steadgsure. Once the probe has passed
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through the shell, its tip is placed against theide of the shell, and swirled with a

circular motion.

Shaking/Addling This activity consists of shaking eggs forcefubipe at a time,
for 5-10 minutes, and placing them back in the .n@#tile this technique can be very
time consuming and requiring a lot of physical dfft seems preferable by many
resource managers especially when the number ¢t negggs to be treated is limited.
However, it is difficult to determine with certayntvhen the egg is shaken enough, and
the treatment can be problematic due to the tinteediort required, and the uncertainty
of its effectiveness.

Although nest and egg destruction are useful tb papulation growth at a local scale, it
should not be relied upon for immediate populatiesuction effect given that Canada geese are
long-lived birds (10-25 years in the wild, and @b longer for urban resident geese, who are
not exposed to hunting like the wild geese). Muegpthese geese have a single, defined
nesting season (USDA APHIS WS, 2009).

Therefore, egg oiling could drastically reduce thember of geese in the Anacostia
system in a near term, but would not necessaryceedualleviate geese overgrazing problems in
the long run given the relatively longer life spahurban resident geese (McKindley-Ward,
2006).

According to the Atlantic Flyway Council’s Canadad@se Committee, if 95% of all eggs
in a local population were found and destroyed egedr, it would “result in only a 25%
reduction over 10 years,” and therefore egg oilaigne would not relieve the overgrazing

pressure on the Anacostia resources (McKindley-Wz006).
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In fact, research indicates that elimination oftimgsin a large-scale regional effort
would have to be conducted over many years befopellption stabilization would even occur
(USDA APHIS WS, 2009).

Exclosure fencing is the fourth appropriate GCS®memended by the DSS (0.23 km
5%). Exclosure fencing was suggested in this stagyevent Canada geese from accessing any
of marsh in restoration (Kingman or Heritage). lengral, a fence system (including
conventional woven wire, chicken wire, snow, orinhank) could successfully barricade geese
from accessing these wetlands. Exclosure fencimgshawn to be efficient as a management
practice. According to McKindley-Ward (2006) thentp reason why the stand of Wild rice
(Zizania aquatica at the edge of Langston Golf Course survived besause of a 4-foot high
wire fencing arranged in small, contiguous cellprievent geese from easily flying in and out...”

Unfortunately, in late June 2005, a floating logsled into the four-foot fence at
Kingman Marsh and knocked it over. Geese invadedvthrsh system and sheared off at knee-
level thousands of immature wild rice plants (Mct#ley-Ward, 2006). Fencing these wetlands
could significantly improve the restoration effo@rid systems have shown to work efficiently
on wetlands including bodies of water less than 8 across, and even larger ones that can
reach up to 300 feet across (MCD, 2002).

It is worth indicating that, like most non-lethantrol strategies, exclosure fencing is a
temporary solution, at best, unless it is couplétl wther management practices. Other concerns
with fencing are that (1) it prevents other liferfs (such as large body-size fish, muskrat,
beaver, turtles, and grey fox) from circulatingtie marsh; (2) it requires annual maintenance

and (3) it has some aesthetic drawbacks in a daystem (McKindley-Ward, 2006).
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The fifth GCS recommended by the DSS (0.0% ki) was to introduce a legislation
(or reenforce the ones in place) that forbid gdesgeling in urban areas. Like many species of
urban wildlife, Canada geese behave accordingaavidny humans treat them. For instance they
concentrate wherever people feed them and tenthyalsere building up flock sizes the habitat
can't support (MDFG, 2008). Additionally the laok disturbance sources.g.,lack of natural
predators and ban of hunting in urban areas) pesvigtban resident geese with more safety
compared to their rural or wild relatives.

Therefore, the Expert System developed in this ystpkscribed the ban of goose
feeding. This GCS could address the urban corditaations between men and resident Canada
geese. It has been shown that when people feedd€ajeese, they lose their normal fear of
humans, adapt to handouts, and become very retuotéaave areas where food is provided on a
regular basis (Dunkley and Cattet, 2003; and Titeeand Lynch, 2010). The “No Feeding”
policy recommended here would serve as a first &ie@rd mitigating the geese infestation of
urban areas. The second step, beside the legmslatmuld be the change of human behavior in
providing artificial food to urban wildlife. Indidual non-lethal management options reviewed in
the previous sections have shown to be tempordwias only, but combining some of these
options with harvest and/or egg depredation coigjdificantly alleviate the goose-overcrowding
problem in our cities.

6.7.2 Testing and Verification of Goose Control Strategies Allocation

The model parameters affected by each GCS includédte Prescription Expert System
were identified along with the level to which GC®&rer expected to modify them. The resulting
parameters, along with an explanation of their ictpare presented in Table 6.2. These GCS-
modified parameters are expected to affect bothdteeat which goose and resource population

change with time and their equilibrium levels ascdssed in Chapter 5.
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Table 6.2:Model Parametric Values After Goose Control Sgiee Allocation Plan

values

used values
GCSs Parameters before used after
prescribed affected Explanations GCSs GCSs
Chemical Kar2 Resource death rate (apparent) 9.00 90.00

repellent [km2 /T-yr] increases due to the
deterioration by the chemicals
that is, the resource becomes

unavailable
Egg C The depredation of eggs causes 0.60 0.15
depredation the reduction of the conversign

efficiency (from food to
offspring), that is, the decrease
of the gosling population

(young)
Harvest of Kac Harvest of geese would cause¢ 5.25 72.20
breeding adult| [1/yr1] the (apparent) mortality rate tp
geese increase (the population

decreases)
Exclosure K, Fencing and other barricades| k, = 200 k, = 0
fencing of [km*/T .y | Slow down the geese d,=010d, = 0
small wetland | 4 movement, and even stop them
systems ; from moving into the wetlands

[km* / yr]

Ban artificial | kgr Ban goose feeding means 52.00 26.00
goose feeding| [1/y1] reducing the (extra) amount of
in developed food supplied by developed
areas areas.

Chemicals (such as Methyl-Anthranilate-Rejex-Itplegd to lawns, fields, and other
grassy areas deter the quality of grass by chantsrigste from palatable (succulent or juicy) to
non-palatable (sour, bitter, scratching, or spidy)e grass becomes (apparently) “unavailable”
to geese, that is, it is no longer a (usable) nesoun this study, the related parameter, resource
death rate, is increased by a factor of 10 to ssrethis process.

Egg is an animal reproductive body consisting ofeambryo with nutritive envelopes.
The destruction of goose eggs (or egg depredatlanyes a decrease in the population of

embryos or goslings (goose offspring). In this gfutle related parameter, conversion efficiency
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(that is conversion from food to eggs), is redutedu of its previous value to represent egg
depredation.

Harvest of breeding adult geese cause the (appanentality rate to increase, that is, the
goose population decreases due to terminal renudvahimals. To represent this process, the
related parameter, goose death rate, is set t@®/y2.2vhich is over 13 times the rate without
harvesting.

Fences and other barricades built around wetldogsdown the movement of geese and
stop them from moving into these areas. In thidystboth the speed factor (related to advection)
and the diffusion coefficient (related to randomverment) are set to zero to represent this
processk, = d, = 0).

The prescription to ban goose feeding reduces theuat of food supplied from
developed areas. In this study, it is assumedithasults in a 50% reduction of the resource
growth rate,kyr (from 52 to 26/yr). Stated differently, the resmirsupply rate where goose
feeding is banned is reduced by 50% relative tatlons with no ban.

In order to verify the efficiency of the GCSs aldion, the model was re-run using the
new parametric values in Table 6.1, and the gogseardics were re-assessed.

This also also allowed comparing the spatial distiton of goose hotspots before and
after GCSs allocation. The initial conditions fdmst simulation consisted of the goose and
resource distributions obtained at the end of tilkeysar simulation used to identify goose
hotspots without controls in Chapter 5. This sirtiala was performed for a duration of two
years.

Figure 6.7 shows the 2-D simulation results of goese model when prescribed GCSs

are implemented. Results show that when contralesiies are applied, the goose population
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decreases quickly and considerably. By the endgbhit enonths, goose hotspots are almost non-
existent. There are only very few areas that dispigh goose densities (1.0 — 2.0 T/km?) and
their size remains quite constant for the reshefdimulation time.

Two of these locations (dark red dots in the cesterth) are likely portions of the marsh
system (Kingman Islands), where exclosure fenciag suggested as GCS while the other small
remaining hotspots (light red dots) are likely pms of the grassfields, where chemical repellent
application was recommended as GCS. A combinatibraabtions (GCSs) could perhaps
completely control resident geese in these spots.

Figure 6.7 also shows that as the densities ofleasigoose populations decrease over
time due to the allocated GCSs, the resource dgemsibnversely increase. Vegetation regrowth
is most evident near water bodies where harvesfilhgeeding adults was prescribed.

In areas where a chemical repellent was prescrithedyegetation is expected to have
undergone similar regrowth but the simulation ressahly display that part of the vegetation that

geese might use as a resource which excludes thegaed with repellent.
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Figure 6.7 Spatio-Temporal Dynamics of Goose and Reurce Populations

in 2-Dimensions after Goose Control Strategies Altation Plan. The
Simulation is for a 2-year Time Period.

Figure 6.8 describes the predicted temporal dynaumiiche goose population at the four
survey sites when Goose Control Strategies (G&®sapplied. The goose population densities

when GCSs are applied are seen to decrease quichkdlf four survey locations. After six
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months, the populations at all locations appedlestaith comparable goose biomass averages
nearing zero (0.06 T/km? for Heritage, 0.05 T/kmr2KKingman, 0.03 T/km? for Kenilworth, and
0.03 T/km? for Anacostia). The biomass curve atgkman decreases slower than the curves
elsewhere and this is probably because at the@@®8s are applied the average goose density at
Kingman is higher (bout 1.75 T/km?) compared to deasities elsewhere (about 1.0 T/km? or
less). As a result of the goose density decreagerasource level increases at all four survey
sites with the curves of resource biomass at Ariecasd Heritage leading those at Kenilworth
and Kingman. These subpopulations (Anacostia/Hggitand Kenilworth/Kingman) stabilize
after 6 months to 2.0 T/km? and a little under T/Rm?, respectively. None of the goose and

resource populations are observed to display cflaletuations (micro-migrations).
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Figure 6.8 Goose-Resource Population Dynamics in éhAnacostia River
System after Goose Control Strategies Allocation Bh: Densities at Four
Survey Sites and Different SeasonsThe Goose (G) and the Resource
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Populations are Simulated for a 6-year Time PeriBdrameters used are
Kyrs = 875 kgR =2600k g, =9000k,; =7220,andC= 015

The goose velocity dynamics appear also to vartialyaand temporarily, but unlike in
the first case scenario (no GCSs applied) wherevéhacity dynamics were highly non-linear,
the movements when GCSs are applied are relatbualyle and linear.

For instance when resident geese move eastwardirgetidn) their velocities
continuously increase during the first 6 month, bompared to other locations geese seem to
move faster in Kingman (golf course) where theingiges are higher and the resource densities
smaller.

After six months, both goose populations at albtams move with constant velocities,
but the velocity at Kingman (1.0 km/yr) remainsteg than the velocities at Heritage (~ 0.75
km/yr), Anacostia and Kenilworth (both < 0.50 km/\8imilar types of movements are observed
northward (y-direction), but the velocity equilibms at any locations are 0.50 km/yr or less.

The goose mass fluxes also vary depending on #ral»y-directions. For instance in the
eastward (x) direction the goose mass fluxes aghehiin Kingman and Heritage than in
Kenilworth and Anacostia. Their maximum values aftset from one another in the first six
months, but they stabilize after the first half yaeound 0.04 T/km.yr at Kingman (golf course)
and Heritage (roadside field) and 0.01 T/km.yr ankwvorth (aquatic garden) and Anacostia
(picnic area). In the northward (y) direction, t@se mass fluxes follow the same trends as in
the eastward direction, but they are much smalidr stable values very close to zero at all four
locations. Overall, these mass fluxes are appraein@ne order of magnitude smaller than in
the case without controls, owing to the much smatmse population level resulting from the

application of prescribed GCS.
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Figure 6.9 illustrates the spatial extent of golestspots before and after the application
of the management practices prescribed by the DBfdse hotspots that remain after
application of Goose Control Strategies occupy tkaa 0.5 km?2, which is one tenth of the area
of hotspots before the the GCSs allocation (5.0 km?2

These results correspond to a reduction of 90%{lar@fore it could be asserted that the
Decision Support System developed in this studybeen successful in prescribing effective
control strategies on spatial basis. This very psorg result must however be interpreted within
the appropriate context that considers the varamssimptions made during the development of

the DSS and especially its modeling subsystem.

0 500 1,000 :Ilﬂﬂum,.s Before GCS After GCS

Figure 6.9 Effectiveness of the DSS: Goose Hotspditsfore and after Goose
Control Strategies Allocation Plan

The goose hotspot remaining after the applicatibthe management practices occupu

less than 0.5 km2 compared to the situation baf@e&sCSs allocation (5.0 km?2).
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Given the model assumptions and initial conditisesin this study, the above described
simulation results show that many locations in tesearch area are goose hotspots, that is, areas
where goose densities are between 0.50 and 2.02Ttkns represents 90 — 300 geese/km?
assuming a goose weights six to 12 pounds). Theeggdensities in the Anacostia system seemed
to be higher than the densities in many other glac®&orth America including Hudson Bay and
Ungava Peninsula, in Northern Québec, where thbeliggoose densities were found to be
between 4.6 and 19.8 geese/km? (Malecki and Ti®@&0), that is, 15 — 20 times lesser that at
Anacostia.

This simulation also showed that resident Canadase@opulations were primarily
driven by food (grass). This is because the modad wurposely designed this way. The
assumption was that for a given range of resoujioetuding food, water, cover, nesting site,
etc.) resident Canada geese would preferably lsdéardood first (the resource type that would
enable them to live) although one could argue weader would be the preferred resource. While
there are currently no such research on residemad@agoose species.g.,water versus food)
this study assumed that resident Canada goosegtmpuvould be more likely dependent upon
grass for feeding and growing, and that preferétbel sources are those found in herbaceous
wetlands and managed fields located near wateebd@ranholm, 1990; Harris, 2002; and Bos,
2002).

Tender and short/cut grasses found in these laner ¢gpes seem to be rich in nitrogen
content and much more digestible, thus their selecand preference by Canada geese
(Ydenberg and Prins, 1981; Boudewijn, 1984; Prims ¥denberg, 1985; and Riddingtenal,
1997). Grass types and parts of the plant moshdnteesident geese in marsh and moist fields

may include, but are not limited to, forbs, grebods, seeds, wild grasses, emergent wetlands
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plants, hay pasture and cultivated crops. Futuweiet may enhance the current model by
considering both grass and water as principal messy or water-only, and compare results to
those presented here.

While grass was assumed to be the resource typeglrine resident Canada goose
dynamics, there was no specificity as to what paldr grass species were preferably consumed
by the Anacostia resident geese for a maximum tatofity of such consumption (optimal
foraging theory). In this study, “resource” meamass (only), and for simplicity reasons, the
model did not simulate any other resources consuimegdotentially used) by resident Canada
geese. This study did not include specific consitiens of topography. In the study area for
instance, there is a topographic factor that mggsitively influence the selection of habitats by
Canada geese (Mary Papérs. Comn). In addition, habitats selected by Canada gaeseften
those that are regularly treated (fertilized, mowaad watered) making it easy for geese to eat
juicy and fresh cut grasses and also to spot-chetdntial predators (the visibility factor counts
according to Dhananjaya Katjpdrs. comn).

It would be also worth mentioning that the tidesl aveather variability observed these
past years in the region are other local conditibas could be used as input for simulating the
goose model and for developing the Expert Systeetailse such conditions affect the goose
distribution in the Anacostia natural system (Hamshkg,pers. Comn). For instance at low
tides, geese would tend to spread out in wetlanai® tthe golf course and other grassfields
where they normally congregate at high tides (Hamshlag,pers. Comn).

Results obtained in this study are also dependanthe selected model parameters,
especially those related to the application of wmrstrategies (Table 6.2). These parameters

were selected based on information from the liteeaind the expected effectiveness of control
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strategies. They represent a best estimate basetbrtiemporary knowledge and could be
updated in the future from results of actual GC$8lementation in the study area. The DSS can
accommodate such changes without structure motiifira Considering all these factors along
with the model assumptions and initial conditiotisis study has shown that the Decision
Support System developed is efficient in contrgliresident Canada goose populations in the
Anacostia River system. It's believed that simigstems could also be used for controlling
other bioagents of great concern such as diseastigaagentse(g., bacteria, viruses, prions,

fungi, and toxins) and ecosystem pestsy( Asian Longhorned Beetle, Light Brown Apple

Moth, cane toad, brown tree snake, sea lampreyppean starling, nutria, etc.)

6.8 Conclusion

The Diagnosis Expert System identified high acdessesources (water bodies and
feeding sites) as the most likely cause of resideamada geese congregation in the hotspots
identified by the Goose Model, followed by a higitess to breeding and nesting habitats, and
the provision of supplemental food by humans iraarbareas.

The application of chemical repellents (such as hyleAnthranilate-Rejex-It) was
recommended as the most prevalent Best Managemactide to solve the problem related to
the goose population infestation of grassfieldschSchemicals deter the quality of the grass
resources consumed by Canada geese and theresocmumige these animals from using the
grassfields. This study suggested the spray of BR#xeved chemical repellents on grassfields
(100 meters buffer around waters). Given that chahrepellent is a non-lethal prescription, it
would only preserve the resources and not redueegtiose population. Therefore harvesting

breeding adult geese and egg depredation were reended by the DSS for wetlands hotspots.
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The DSS also suggested building exclosures/fenoasnd small wetlands (such as
Kingman and Heritage Islands) to prevent the naisageese from accessing the planted marsh
vegetation, and to discourage geese from using thesls for nesting and rearing goslings.

Finally, the DSS suggested the ban of goose feddingban areas (or enforcement of
such policies, if any). This is becaus¢hal roundup management prescriptions would dnep
current goose population to a “non problematic’elevwhile the non-lethal practices would
more likely keep geese away from human interfadegeweceiving support from animal right
advocates.

The application of the goose control strategiesgmted by the Expert System was
predicted to reduce the occurance of goose congpadaotspot by 90% in the study area. Based
on the results of this study, it is concluded that system is a promising new tool to help in the
development of spatial control plans for autonomdusagents in heterogeneous natural

environments.
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CHAPTER 7:
SUMMARY AND CONCLUSION

7.1 Summary

The spread of invasive species and human disedbeeakis have been of great concern
for ecologists and public health specialists inergcyears. Because these bioagents affect
biodiversity, ecosystems, and human environmehtsgetis a need for science-based decision-
making tools for controlling them.

The aim of this research was to develop a DeciSgoport System (DSS) for the spatial
control of invasive bioagents, exemplified in tisisidy by the resident Canada goose species
(Branta canadens)s The population of this pest species has incb@asehe past few years in
the United States in general, and in the DistridEolumbia metropolitan area in particular. For
this reason, the U.S. Department of Interior andnga agencies are working toward an
Environmental Impact Statement for resident Cangdase management in the District of
Columbia (D.C.). This plan is expected to providésf decisions and actions, and the current
study could contribute to this aim.

Three specific objectives were targeted in thisaesh:

Q) developing a Canada goose model of a Fisher-fppditi et al., 2001), which
predicts the dynamics of the goose populationéstindy area;

(2) developing of a goose Expert System that diagadhe most probable causes of
goose infestation of the Anacostia - D.C. systemy #at prescribes Goose
Control Strategies at each identified hotspot basethe diagnoses; and

3) combining the goose model, expert systems,g@agraphic system into a single
flow system (Decision Support System) that wouldnsiessly assist managers

and other decision makers in controlling invasiig@apents in space and time.
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The model results indicated that both the gooserasource dynamics fluctuated in the
opposite directions (Lotka-Volterra-type model),t vith no identifiable cycles or period of
fluctuations. This may be due to the model asswmptand parameterization (there is almost no
or very limited literature on goose population dymes). While the goose population at
Kingman led the populations elsewhere (KenilwoAhacostia, and Heritage), all populations
stabilized before the fourth year. This predictisran eventual steady-state of goose population
densities, and the predicted levels of these ptipnka at four survey sites were in agreement
with field observations of Canada geese in theystuda. The goose model was used to identify
hotspots in the study area, which were further yareal by the Expert Systems in the GIS
environment.

The Expert System developed showed that high abddgsto resources (water bodies
and feeding sites) was the most likely cause atlees Canada geese congregation at hotspots.
Other probable causes of high geese congregatioa the high accessibility to breeding and
nesting habitats, and the provision of suppleméotad by humans in developed areas. Like the
Diagnosis, the prescriptions made by the PresongEixpert System varied on a pixel basis and
the application of chemical repellents (such ashyleAnthranilate-Rejex-It) on grassfields was
recommended as the most prevalent Goose Contate§yr for the issue related to high access
to resources.

Such chemicals would lower the quality of goosedf@md therefore discourage geese
from using the treated feeding sites. Given thanabal repellent application is a non lethal
prescription, it would only protect the resourcgsagsfields, pasture hay, etc.) from being

consumed by geese rather than reducing the goopelgton. Egg depredation was the
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recommended GCS for breeding and nesting habaater field grounds located near roadways,
inside parks used for picnic.

The expert systems suggested harvesting breeduiggeskse as GCS for hotspots found
on, or near, water bodies. Egg depredation andeksting were the two lethal prescriptions, and
as such, they are expected to shrink the goosdaiapudensities in the affected areas and the
overall Anacostia system. The DSS suggested bugildirclosures or fences around small
wetlands €.g., Kingman and Heritage) to prevent the nuisance gdes®a accessing the
restoration marsh and to discourage geese fronmgemshd rearing goslings there. Finally, the
expert systems selected the ban of goose feediaglefault GCS.

Introducing such legislations (or enforcement & thgulations in place) would restrict
people from providing (unnecessary) artificial faodesident Canada geese in urban areas. This
provision usually causes geese to be reluctamavimg human properties and interfaces.

The Geographical Information System served as abdat to store and represent geo-
referenced data on platforms suitable for mappim@ge processing, data management, and
hotspot analysis. Overall, this study demonstrétatia GIS-based Decision Support System that
combines both a predictive model and rule-basedeExXpystems could be very effective and
promising in controlling invasive bioagents. Ové&e® of goose-infested areas were eliminated
through the DSS developed in this study.

The Canada goose DSS presented in this study hagbeaefits, five of which are listed
below:

e itis an available and usable net decision checklis

e itis a stable tool despite any eventual changésarstaff;

e itis atransparent, easy-to-use map instrumenlai@to end users;
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e it is an effective communication device for a begaplanation of recommended

GCSs to the public; and

e it could be applied for the control of many othavasive species (such as Asian
Longhorned Beetle, Light Brown Apple Moth, etc.dasisease-caused agents (such

as avian influenza, HIV/AIDS, Ebola virus, etc.)

7.2 Research Limitations

While the study’s goal was achieved, it is usefutdmind the reader of some limitations
that remain as considerations in future work:

1. Limitation due to the model type and structufde modeling approach used in
this research is population-based. As such, ittdeh the population as a group of individuals,
and therefore the behavior of individuals withie fopulation are omitted. For instance, it was
assumed under this population-based model thaegeesld more likely use grassy fields. This
assumption also guided the mind of goose surveywsh®y found it unnecessary to survey
woodlands and shrub lands. Unfortunately, therddcbe an instance where a few geese use
these covers as perching assets. Such an exampdpuifation-based limitation is in fact one of
the main strengths of the IBMs discussed in eatiyapglers. This research also (purposedly)
omitted to incorporate into its structure other dgnaphic parameters such as age, species life
history, and all the factors that keep a populatiocheck €.g.,emigration, diseases, harvesting,
and egg depredation), which may be considered whddeling population dynamics (Prewes
al., 2009). Moreover, the model was simplified by sidering only one type of resource (grass)
assumed to be the most relevant beside other eEo8uch as water, shelter, soil minerals, and

protein found in insects, etc. Factoring these el@swithin the system could provide a much
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better result, but the downside of such complexityuld be the difficulty to adequately
parameterize and run the system.

2. Limitations due to parameterization assumptiofitie literature offered little
information and data necessary to parameterizeybtem of equations developed in this study.
Therefore, some model parameters were estimated fine literatures related to research on
other animal species, or carried out in homogenhwmatory settings. The model
parameterization along with the model assumpti@ng.,(nitial conditions) are key aspects in
the population dynamics modeling.

3. Data verification and validationThe verification and validation of any model
would require quality datasets. The field data emi#d during the goose survey had some
outliers. Some datasets were inconsistent (laglatierns), but this may have been caused by the
variability of the tides and other weather condisorecently observed in the region
(Hammershlagpers. Comn). Moreover, on one hand the goose surveys wareedaon land
cover types assumed to be goose preferable hafgtasslands), and in other hand the model
parameterization was not perfect due to assumptiéos these reasons, there could be some
missing counts in the survey data, or some omissiothe model predictions.

4. Hardware-Software limitationsln the initial runs of the model, it could take a
couple of weeks to display solutions for a one-yg@anulation. This probably had to do with the
computer hardware and software used. It had beamdfthat a large size of the study domain
coupled with a high image resolution would requaréhigh) number of image pixels and nodes
during the meshing processes. This would conselyueise significant computer memory

causing long delays in the solution display as agltout of memory” error messages.
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7.3 Future Work

The current work is certainly not perfect, and #¢fere the following improvement
recommendations are suggested for future work:

1. Model Validation and Parametrizatiodt would be useful to survey resident
Canada geese for a longer time period, in orddsuitdl a more complete database for model
parametrization and validation.

2. Additional Model Processesdt is suggested that the goose behavior model be
extended to consider additional resources (especiater) and additional processes, such as
flying and migration. The goal would be to devebp enhanced model that can account more
accurately for all factors relevant and necessaityheé population dynamics modeling (Preats
al., 2009).

3. Goose Foraging BehavioAlthough resident Canada geese are likely gerseral
or omnivorous (have varied diet), it would be ubdfu investigate their optimal foraging
behavior, that is, what specific food items areeskd in the environment first, second, etc. and
why? In ecology, such a study is called optimahfing theory, and it helps understand the way
foraging animals find, capture and consume foorhsten order to maximize their net energy
intake per unit time. This could help redefine thedel’s response functions (reaction terms) but
also make decisions based on such foraging belsavior

4, Participatory Natural Resource Managementhe goose control strategies
prescribed by the current DSS were based on thelkdge acquired from the literature, experts
(resource managers) and personal field experiendeobservations. Involving stakeholders
(including local communities) in DSS design and lmagion processes, could enhance its

effectiveness. It is suggested that future versadrthe system enable tradeoff analysis between
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stakeholder desires and prescribed managemerdggésitto aid in resolving potential conflicts,
and produce control strategy plans that are bdéctefe and acceptable by stakeholders.

5. Friendly Graphical User InterfacéGUI): The ModelBuilder used to manipulate
the data in the DSS is more for GIS analysts. Dmpief) a user-friendly interface would be more
convenient for end users.

6. DSS Application:The DSS developed in this study could be applrednany
fields and patrticularly in Agriculture and Forestoy the management of pest species, some of
which are of great interest to USDA APHIS (suchAssan Longhorned Beetle, Light Brown
Apple Moth, and brown tree snake).

7. Economical ConsiderationsFuture work should also investigate the costs
associated with DSS-generated prescription plantsbiy cost optimization and cost efficiency

tradeoff analyses.
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APPENDIX A
GOOSE FIELD SURVEY DATA
(NATIONAL PARK SERVICE, UNPUBLISHED)
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Table A-1: Goose Field Survey Data

(goose biomass in Ton/Km2. Numbers were convertebiomass assuming that

in average, an adulesident goose weights 12dib 5.5 kg(MCE, 2003)

Source: National Park Service (unpublished).

Dates Std. Dev.
10-Apr-04 3.3 3.7 1.21 2.99 2.8 1.1
17-Jul-04 6.25 0.84 2.57 2.46 3.03 2.29
11-Sep-04 0.04 3.39 5.46 2.2 2.77 2.27
13-Apr-05 4.76 2.74 2.05 1.83 2.85 1.33
13-Jul-05 6.04 1.16 3.18 3.12 3.38 2.01
31-Aug.-05 0.55 3.39 5.09 5.99 3.75 2.39
13-Apr-06 3.35 3.08 2.22 2.04 2.67 0.64
6-Jul-06 6.81 0 3.06 0.34 2.55 3.15
7-Sep-06 1.06 3.97 341 2.34 2.7 1.28
6-Apr-07 3.49 2.45 1.24 1.35 2.13 1.06
10-Jul-07 6.93 0.09 4.02 0 2.76 3.35
11-Sep-07 0.11 4.14 1.96 4.1 2.58 1.93
3-Apr-08 2.51 3.08 0.54 0.38 1.63 1.37
10-Jul-08 7.06 0 2.71 0.18 2.49 3.29
10-Sep-09 0.23 4.77 4.17 4.09 3.32 2.08
April Average 3.48 3.01 1.45 1.72 2.42 0.98
April Std. Dev. 0.81 0.47 0.69 0.96 0.52 -
July Average 6.62 0.42 3.11 1.22 2.84 2.76
July Std. Dev. 0.45 0.54 0.57 1.46 0.37 -
September Average 0.4 3.93 4.02 3.75 3.02 1.75
September Std.

Dev. 0.13 0.98 0.91 1.34 0.39 -
Overall mean 35 2.45 2.93 2.23 - -
Overall stdev 2.68 1.62 1.35 1.68 - -
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APPENDIX B
IN A FISH SURVEY OF THE ANACOSTIA RIVER
(NOAA, 2007)
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Table B-1: Fish Species and Composition
Observed in a Fish Survey of the Anacostia River

(NOAA, 2007)

Species Type, Fish Species Scientific Name
Anadromous Species
Blueback herring/Alewife* Alosaspp.
White perch Morone americana
Gizzard shad Dorosoma cepedianum
Striped bass Morone saxatilis
Estuarine/Euryhaline Species
Banded killifish Fundulus diaphanous
Inland silverside Menidia beryline
Mummichog Fundulus heteroclitus
Freshwater Resident Species
Pumpkinseed Lepomis gibbosus
Brown bullhead Ameiurus nebulosus
Spottailed shiner Notropis hudsonius

Other species
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APPENDIX C
AQUATIC BIRDS DOCUMENTED WITHIN

THE LOWER ANACOSTIA RIVER WATERSHED:

HABITAT USE AND FEEDING STRATEGY
(NOAA, 2007)
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Table C-1: Aquatic Birds Documented within
the Lower Anacostia River Watershed: Habitat Us leeeding Strategy (NOAA, 2007)

Bird Type,
Common Name

Scientific Name

Feeding Strategy

Resident Over-winter Breeding Duck-Like Birds

Bufflehead
Canvasback
Gadwall
Goldeneye
Mallard
Oldsquaw
Pintail
Ringneck duck
Northern shoveler
Ruddy duck
Blue-winged teal
Green-winged teal
American widgeon
Wood duck
Canada goose
Snow goose
Common merganser
Hooded merganser
Red-breasted merganser
American coot
Eared grebe
Horned grebe
Pied-billed grebe
Red-necked grebe
Common loon
Red-throated loon
Sora rail
Virginia ralil
Common gallinule

Bucephala albeola
Aythya valisineria
Anas strepera
Bucephala clangula
Anas platyrhynchos
Clangula hyemalis
Anas acuta
Aythya collaris
Anas clypeata
Oxyjura jamaicensis
Anas discors
Anas crecca
Anas Americana
Aix sponsa
Branta Canadensis
Chen caerulescens
Mergus merganser
Lophodytes cucullatus
Mergus serrator
Fulica Americana
Podiceps nigricollis
Podiceps auritus
Podilymbus podiceps
Podiceps grisegena
Gavia immer
Gavia stellata
Porzana Carolina
Rallus limicola
Gallinula chloropus

Omnivore

Grazer

Omnivore
Invertebrates

Omnivore
Invertebrates

Omnivore

Grazer

Omnivore

Grazer

Omnivore
Omnivore

Grazer
Grazer
Grazer
Grazer
Piscivore

Invertebrates

Piscivore
Grazer
Piscivore
Piscivore
Piscivore
Piscivore
Piscivore
Piscivore
Omnivore
Omnivore
Omnivore
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Bird Type,

Common Name Scientific Name Feeding Strategy
Wading Birds
American bittern Botaurus lentiginosus Piscivore/ Invertebrates
Least bittern Ixobrychus exilis Piscivore/ Invertebrates
Cattle egret Bubulcus ibis Invertebrates
Great egret Casmerodius albus Invertebrates
Snowy egret Egretta thula Invertebrates
Black-crowned night heron Nycticorax nyticorax Piscivore/ Invertebrates
Great blue heron Ardea herodias Piscivore
Green heron Butorides virescens Piscivore/ Invertebrates
Little blue heron Egretta caerulea Piscivore/ Invertebrates
Gulls and Terns
Herring gull Larus argentatus Omnivore
Laughing gull Larus atricilla Piscivore
Ring-billed gull Larus delawarensis Omnivore
Caspian tern Sterna caspia Piscivore
Forsters tern Sterna forsteri Piscivore
Least tern Sterna antillarum Piscivore
Sandpipers
Dunlin Calidris alpina Invertebrates
Sanderling Calidris alba Invertebrates
Least sandpiper Calidris minutilla Invertebrates
Pectoral sandpiper Calidris melanotos Invertebrates
Semipalmated
sandpiper Calidris pusilla Invertebrates
Solitary sandpiper Tringa solitaria Invertebrates
Spotted sandpiper Acitis macularia Invertebrates
Stilt sandpiper Calidris himantopus Invertebrates
Blackbirds
Red-ringed blackbird Agelaius phoeniceus Omnivore
Rusty blackbird Euphagus carolinus Omnivore
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Bird Type,

Common Name Scientific Name
Other Species
Double-crested cormorant Phalacrocorax auritus
Belted kingfisher Ceryle alcyon
Osprey Pandion haliaetus

Feeding Strategy

Piscivore
Piscivore
Piscivore
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APPENDIX D
MATLAB CODES
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Functionelenoderenum

function [e,nc,vc] = elenoderenum(eles,nodes,verts)

uei = unique(eles(:));

rn = zeros(size(nodes,1),1);
rn(uei) = [1:length(uei)];

e =rn(eles);

nc = nodes(uei,:);

vc = verts(ueli,:);
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Driver File
% discretize the domain
disp(‘Domain Discretization’)
dt = tmax / (nt-1);
if min(elesizes) <=0
error(‘Some Elements have Negative or Zero!Size
end
bndrynodes = onrectface(nodecoords);
bndrycoords = nodecoords(bndrynodes,:);
bndryfaces = bndry_faces(elements,bndrynodes, oodés);

% set I.C. in initial solution vector

t=0;

u = eval([finicond ‘(elements,nodecoords)’]);%-----
%--- Calculate and display some information
system_size = size(u,2);

nn = size(nodecoords,1);

ne = size(elements,1);

dim = size(xmin,2);

disp(['Number of Transport Equations = ‘ num2stsgym_size)])
disp(['Number of Spatial Dimensions =*‘ num2stn{])
disp(['Number of Elements ="' num2stipe
disp(['Number of Spatial Nodes “numa2stin
disp([‘Total Spatial System Size ‘ num2stg®m_size*nn)])
disp([‘Total System Size = ' num2stg®m_size*nn*nt)])
%--- Store the initial conditions

u_keep = reshape(u’,system_size*nn,1);

% Discretize and Solve Equations

t=0;

ucentroid = elemean(u,elements);

ugradient = elegradient(u,elements,bf_slopes);

elesourc = eval([fsource ‘(ucentroid,elecentrd)ds,

elecapac = eval([fcapacitance ‘(ucentroid,elecaaért)’]);
elereact = eval([freaction ‘(ucentroid,elecentsgiy]);

eleadvec = eval([fadvection ‘(ucentroid,ugradielegentroids,t)’]);
elediffu = eval([fdiffusion ‘(ucentroid,ugradiestecentroids,t)’]);

timemat = global_timemat(elecapac,nn,elementszelgs
sourcvec = global_sourcvec(elesourc,nn,elemensizel®);

spacemat = global_spacemat(elereact,eleadvecfaledielements,elesizes,bf_slopes);

if linear & constant_coeffs
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% Solution process for linear equations withstant coeffs

rhmat = timemat + dt*(1-theta)*spacemat;
rfvec = dt*(1-theta)*sourcvec;

Ihmat = timemat - dt*theta*spacemat;
lfvec = -dt*theta*sourcvec;

%Calculate and add boundary conditions
[bcvalue, betype] = eval([fondcond ‘(bndrynogdesirycoords,t,system_size)’));
[rhmat,rfvec] = rhsplicebc(rhmat,rfvec,bndryescbctype,bcvalue);
[lhmat,lfvec] = lhsplicebc(Ihmat,lfvec,bndrynesibctype,bcvalue);
%(0.6)--- reshape initial solution vector
u = reshape(u’,system_size*nn,1);
%(0.7)--- step through time
disp(‘Time Stepping’)
for k = 1:nt-1

%(1.1)--- Solve the system of equations

rhs = rhmat*u + rfvec - lfvec;

nu =lhmat\ rhs;

if min(nu) <0

warning(['Negative Entity Value(s) atfie Step ‘ num2str(k) ‘, min=*
num2str(min(nu))])

end

%--- store the new solution

u_keep = [u_keep nu];

%--- make the new solution the current sofu

u=nu;
end

elseif linear

%(0.4)--- step through time

disp(‘Time Stepping’)

for k = 1:nt-1
disp(['Time Step = * num2str(k)])
%(1.0)--- Form right-hand side matrix arettor for previous time
rhmat = timemat + dt*(1-theta)*spacemat;
rfvec = dt*(1-theta)*sourcvec;
%(1.1)--- Calculate and add boundary caowtit for previous time
[bcvalue, betype] = eval([fondcond ‘(bndoges,bndrycoords,t,system_size)’]);
[rhmat,rfvec] = rhsplicebc(rhmat,rfvec,bydodes,bctype,bcvalue);
%(1.2)--- get centroidal solution then &3 previous solution
ucentroid = elemean(u,elements);
ugradient = elegradient(u,elements,bf s@pe
u = reshape(u’,system_size*nn,1);
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%(1.3)--- Calculate coefficients at neweim

t = t+dt;

elesourc = eval([fsource ‘(ucentroid,eldcaids,t)’]);

elecapac = eval([fcapacitance ‘(ucentm@tentroids,t)’]);

elereact = eval([freaction ‘(ucentroidgaetroids,t)’]);

eleadvec = eval([fadvection ‘(ucentroidadjent,elecentroids,t)’]);

elediffu = eval([fdiffusion ‘(ucentroid,vadient,elecentroids,t)’]);

%(1.4)--- Form global matrices for new time

timemat = global_timemat(elecapac,nn,elatselesizes);

sourcvec = global_sourcvec(elesourc,nn efgselesizes);

spacemat = global_spacemat(elereact,eleadediffu,nn,elements,elesizes,bf slopes);

%(1.5)--- Form left-hand side matrix anatteoe for new time

lhmat = timemat - dt*theta*spacemat;

lfvec = -dt*theta*sourcvec;

%(1.6)--- Calculate and add boundary caoowit for new time

[bcvalue, betype] = eval([fondcond ‘(bndogles,bndrycoords,t,system_size)’]);

[Ihmat,lfvec] = lhsplicebc(lhmat,lfvec,bryarodes,bctype,becvalue);

%(1.7)--- Solve for solution at new time

rhs = rhmat*u + rfvec - lfvec;

nu =lhmat\ rhs;

if min(nu) <0

warning(['Negative Entity Value(s) aitffe Step ‘ num2str(k) ‘, min=*

num2str(min(nu))])

end

%--- Store the new solution

u_keep = [u_keep nuy;

%--- Reshape the new solution and makeeiturrent solution

u = reshape(nu,system_size,nn)’;

end
else
0/ m e e e e
% Solution process for nonlinear equations
O/ m e e e e
%(0.4)--- step through time
disp(‘Time Stepping’)
for k = 1:nt-1

disp([‘Time Step = * num2str(k)])

%(1.0)--- Form right-hand side matrix arettor for previous time

rhmat = timemat + dt*(1-theta)*spacemat;

rfvec = dt*(1-theta)*sourcvec;

%(1.1)--- Calculate and add boundary caowit for previous time

[bcvalue, betype] = eval([fondcond ‘(bndogles,bndrycoords,t,system_size)’]);
[rhmat,rfvec] = rhsplicebc(rhmat,rfvec,byidodes,bctype,bcvalue);

u = reshape(u’,system_size*nn,1);

rhs = rhmat*u + rfvec;

u = reshape(u,system_size,nn)’;
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%(1.2)--- Calculate BC at new time
t = t+dt;
[bcvalue, betype] = eval([fondcond ‘(bndogles,bndrycoords,t,system_size)’]);
%(1.3)--- Iteratively attempt to solve systfor new time
iter = 0;
maxerr = allow_error + 1;
while iter < max_iter & maxerr > allow_erro
%(2.1)--- Evaluate coefficients at niésvation, for new time

iter = iter + 1;

ucentroid = elemean(u,elements);

ugradient = elegradient(u,elements|bpes);

elesourc = eval([fsource ‘(ucentrdigicentroids,t)’]);

elecapac = eval([fcapacitance ‘(ucadtelecentroids,t)’]);

elereact = eval([freaction ‘(ucentreiécentroids,t));

eleadvec = eval([fadvection ‘(ucerdragradient,elecentroids,t)’]);

elediffu = eval([fdiffusion ‘(ucentrjugradient,elecentroids,t)’]);%3/12 added ugratien
here to reflect the new model with arctan in theeation component

%(2.2)--- Form global matrices for niggration/time

timemat = global_timemat(elecapaclments,elesizes);

sourcvec = global_sourcvec(elesoureJements,elesizes);

spacemat = global_spacemat(elereaatiesée,elediffu,nn,elements,elesizes,bf slopes);

%(2.3)--- reshape previous solutionteec

u = reshape(u’,system_size*nn,1);

%(2.4)--- Form left-hand side matrixdarector for new time

Ihmat = timemat - dt*theta*spacemat;

lfvec = -dt*theta*sourcvec;

%(2.5)--- Add boundary conditions f@wtime

[lhmat,lfvec] = lhsplicebc(Ihmat,lfvéndrynodes,bctype,bevalue);

%(2.6)--- Solve for solution at new &m

nu =lhmat\ (rhs - lfvec);

%(2.7)--- Calculate maximum differermween new and old solution

maxerr = max(abs(nu-u))

%--- Reshape the new solution and niiatke current solution
u = reshape(nu,system_size,nn)’;
end
%--- Store the new solution
u_keep = [u_keep nu];
if maxerr > allow_error
warning([‘Convergence not reached atd Step ‘ num2str(k) ‘, max err=*
numa2str(maxerr)])
end
if min(nu) <0
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warning(['Negative Entity Value(s) atfie Step ‘ num2str(k) ‘, min=*
num2str(min(nu))])
end
end
end
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Functionadvection

function v = M2D_case2aR0_advection(u,gradu,cotrds,
global Kv dv D maxveloc alpha alpha_max RO K

% Calculate general problem information:
ne = size(u,l1);

sys_size = size(u,2);

dim = size(coords,?2);

% Initialize transport velocities to zero

v = zeros(ne,sys_size,sys_size,dim);

% Specify desired non-zero values

Kv = 5*3;
Kv = 5: %20:;
Kv = 10; %20;

v(;,1,1,1) = -u(;,3);

v(:,1,1,2) = -u(:;,3);

v(:,1,3,1) = -u(:,1);

v(:,1,3,2) =-u(;,1);

v(:,3,2,1) = Kv; %v(:,3,2,1) = 3; %
v(:,3,2,2) = Kv; %Vv(;,3,2,2) = 3; %

0 P —— _—
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Functionboundary condition

function [bcval, bctyp] = M2D_case2aR0_bc(nodesidsp,sys_size)
% set specic non-zero-flux BCs

X = coords(:,1);

nn = size(coords,1);

dim = size(coords,?2);

bcval = zeros(nn,sys_size);

bctyp = zeros(nn,sys_size);
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Functioncapacitance

function ¢ = M2

D_case2aR0_capacitance(u,coords,t)

% Calculate general problem information:

ne = size(u,l);

sys_size = size(u,2);

dim = size(coords,?2);

% Initialize capacitances to zero

c = zeros(ne,sys_size,sys_size);

% Specify desired non-zero capacitances
fori=1:sys_size

c(;,i,i) =1,
% c(:,1,1)=1
% c(;,1,2)=0
% c(:,2,1)=0
% c(:,2,2)=1
end
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Functiondiffusion

function d = M2D_case2aR0_diffusion(u,gradu,codyds,
global Kv dv D maxveloc alpha alpha_max RO

% Calculate general problem information:
ne = size(u,l1);

sys_size = size(u,3);

% sys_size = size(u,2);

dim = size(coords,2);

% Initialize diffusion tensors to zero

d = zeros(ne,sys_size,sys_size,dim,dim);

% Specify desired non-zero values

D =0.8; %0.6

D=1.6;

S P ——

d(,1,1,1,1)=D; % d(:,1,1,1,1) = 0.08; %
d(:,1,1,2,2) =D; % d(;,1,1,2,2) = 0.08; %

d(;,3,3,1,1) = dv; %d(:,3,3,1,1) = 3; %
d(:,3,3,2,2) = dv; %d(:,3,3,2,2) = 3; %
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FunctionreshapgDisplay Solution)

% display results statically
u = reshape(u_keep(:),system_size,nn,nt);

kout = round(linspace(1,nt,num_plot_rows"2));
tout = dt*(kout-1);

for ieq = 1:system_size
iu = squeeze(u(ieq,:,:));
figure
for k = 1:num_plot_rows"2
subplot(hnum_plot_rows,num_plot_rows,k)

ifdm==1

plot(nodecoords,iu(:,kout(k)))
% axis([xmin(1) xmax(1) xmin(2) xmax(2udhax(ieq)])
if ieq ==
axis([xmin(1) xmax(1) 0 3.5])
else
% axis([xmin(1) xmax(1) 0 3]) % axis([xmil) xmax(1) 0 42]) %replaced from previous
line 2/24
end

%axis([xmin(1) xmax(1) 0 3.5]) %replddeom previous line 3/6

ylabel(['u’ num2str(ieq)])

elseif dim == 2
trisurf(elements,nodecoords(:,1),noadeds(:,2),iu(:,kout(k))) %,[0.5 0.5 0.5])

%axis([xmin(1) xmax(1) xmin(2) xmax(@)L0])
% axis([xmin(1) xmax(1) xmin(2) xmax(@)L00])

%axis equal
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shading interp
ylabel(‘y’)
zlabel(['u’ num2str(ieq)])
end
xlabel(‘x")
title(['t=" num2str(tout(k))])
end

end

fig = figure;
moviein(num_plot_rows”"2);
for kt = 1:num_plot_rows”2
for ieq = 1:system_size
iu = squeeze(u(ieq,:, kout(kt)));
subplot(system_size,1,ieq)
if dim ==
plot(nodecoords,iu)
axis([xmin(1) xmax(1) 0 1])
ylabel(['u’ num2str(ieq)])
elseif dim ==

trisurf(elements,nodecoords(:,1),noadeds(:,2),iu) %,[0.5 0.5 0.5])
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%axis([xmin(1) xmax(1) xmin(2) xmax(@)L0])
axis([xmin(1) xmax(1) xmin(2) xmax(2)100])
%axis equal

shading interp
ylabel(‘y’)
zlabel(['u’ num2str(ieq)])
end
xlabel(*x’)
end
U_Movie(:,kt) = getframe(fig);

end
movie(U_Movie,4,12)
% display results statically
u = reshape(u_keep(:),system_size,nn,nt);
%kout = round(linspace(1,nt,num_plot_rows”2));
kout = round(linspace(1,nt,3));
tout = dt*(kout-1);
umax = [100 100];
uscale =[100 100];
uscale =[1 1];
for ieq = 1:system_size
iu = squeeze(u(ieq,:,:));
fork =1:3
% subplot(num_plot_rows,num_plot_rows,k)
figure

trisurf(elements,nodecoords(:,1),nodeds(:,2),iu(;,kout(k))/uscale(ieq))

shading interp
ylabel(‘'y")
zlabel(['u’ num2str(ieq)])
xlabel(*x’)
tt = round(100*tout(k))/100;
title(['t=" num2str(tt)])
colorbar
end
end
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Functioninitial conditions
function u = M2D_case2aR0 _inicond(eles, coords)

global kdR1 vec kdR2_vec kgR_vec
%global urban shrub water road grass
global cell_size

% luc 10/30-------------

global cls_img

global kgN kdN kdR1 kdR2 kgR ¢

global D maxveloc alpha alpha_max RO Kv dv
global kdR1 vec kdR2_vec kgR_vec

global seasonal_factor

global verts

%global cell_size

cell_size =0.012

nn = size(coords,1);

dim = size(coords,2);

% Set system size (number of equations) and backdrealue
Sys_size = 3;

%common_value = 1,

common_value = 0;

u = common_value*ones(nn,sys_size);

% Set specialized values, dependent on coordinates
x = coords(:,1);
y = coords(:,2);

load classified_newlandcover cls_img;

size(x)

size(y)

size(cls_img,1)

cell_size

nodeidx = floor(x / cell_size)*size(cls_img,1) s{cls_img,1)- (floor(y / cell_size)+476-616) ;

% --- IC for Resource ---
load classified_newlandcover2 cls_img

nodeidx = floor(x / cell_size)*size(cls_img,1) s(cls_img,1)- (floor(y / cell_size)+476-616) ;
%nodeidx = floor(x / cell_size)*size(cls_img,1) iza(cls_img,1)- (floor(y / cell_size)+476-616)

% max(nodeidx)
% min(nodeidx)
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%end 11/20--------- -

padding_value=255;

size_cls_img=size(cls_img);
nearest_2n=ceil(max(log2(size_cls_img)));
cls_img_2n=padding_value+uint8(zeros([2"\(nearest22(nearest_2n)]));
cls_img_2n(1:size_cls_img(1), 1:size_cls_img(2)}s=_ong;

figure
image(cls_img)

figure
image(cls_img_2n)

Ypause

size(cls_img_2n)

nodeidx = max(verts(:,1),1)+(max(verts(:,2),1)-13&fcls_img_2n,1);
max(nodeidx)

nodal_landuse = cls_img_2n(nodeidx);

figure
trimesh(eles,verts(:,2),verts(:,1),nodal_landuse)

figure
plot(verts(:,2),-verts(:,1),".))

figure
[ixx,jyy]=ind2sub(size(cls_img_2n),nodeidx);
plot(jyy,ixx,’k.”)

figure
trimesh(eles,jyy,-ixx)

%pause

urban_nodes = find(nodal_landuse == 2); -%ue suggested all 5 lines 10/30 5:00 pm as
shown in DRiver -------

shrub_nodes = find(nodal_landuse == 3); #&sbrub=wetland

water_nodes = find(nodal_landuse == 4);

grass_nodes = find(nodal_landuse == 5);

road_nodes = find(nodal_landuse ==

u(urban_nodes, 2) =1;
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u(shrub_nodes, 2) =2.5;

u(water_nodes, 2) =3.5;
u(grass_nodes, 2) =9;
u(road_nodes, 2) =0;
figure

trimesh(eles,jyy,-ixx,u(:,2))

figure
trimesh(eles,coords(:,1),coords(:,2),u(:,2))

% --- IC for Geese ---

gqq_eles = eles;
gqqg_verts = verts;

load classified_newsites cls_newsites_img

padding_value=255;

size_cls_newsites_img=size(cls_newsites_img);
nearest_2n=ceil(max(log2(size_cls_newsites_img)));
cls_newsites_img_2n=padding_value+uint8(zeros(j@&{est_2n) 2"(nearest_2n)]));
cls_newsites_img_2n(1:size_cls_newsites_img(ljzd.:sls_newsites_img(2))=
cls_newsites_img;

eles = qqq_eles;
verts = qqq_verts;

nodeidx = max(verts(:,1),1)+(max(verts(:,2),1)-13&fcls_newsites_img_2n,1);
nodeidx(1:100)

figure
[ixx,)yy]=ind2sub(size(cls_newsites_img_2n),nodgidx
plot(jyy,-ixx,’k.")

figure
image(cls_newsites_img)

figure

image(cls_newsites_img_2n)

hold on

plot(jyy,ixx,’k.")

hold off

nodal_sites = cls_newsites_img_2n(nodeidx);
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size(nodeidx)

size(nodal_sites)
max(nodal_sites)
min(nodal_sites)
unique(nodal_sites)

figure
trimesh(eles,jyy,-ixx,nodal_sites’)

figure
plot(jyy,-ixx,’k.")

Kingman_nodes = find(nodal_sites ==1);
Heritage _nodes = find(nodal_sites ==2);

Anacostia_nodes = find(nodal_sites ==3);
Kenilworth_nodes = find(nodal_sites ==4);

u(Kingman_nodes,1) = 3.296;
u(Heritage_nodes,1) = 2.991;
u(Anacostia_nodes,1) = 1.214;
u(Kenilworth_nodes,1)= 3.702;

figure

trimesh(eles,jyy,-ixx,u(:,1))

figure
trimesh(eles,coords(:,1),coords(:,2),u(:,1))
pause

%-- IC for velocity ---
u(:,3)=0;

function r = M2D_case2aR0_reaction(u,coords,t)
%global cls_img

global kgN kdN kdR1 kdR2 kgR c

global seasonal_factor

% Calculate general problem information:
ne = size(u,l);

Sys_size = size(u,2);

dim = size(coords,1);

% Initialize reaction rates to zero

r = zeros(ne,sys_size,sys_size);

Functionsource
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function s = M2D_case2aR0_sourceY (u,gradu,coords,t)
% Calculate general problem information:

ne = size(u,l); % number of elements

sys_size =size(u,2); % number of equations i& Bijstem
dim = size(coords,2); % number of spatial dimensi

% Initialize sources to zero

s = zeros(ne,sys_size);

197



Functionndrectangle

function coords = ndrectangle_2c(xmin,xmax,nx)
dim = size(xmin,2);

wigfact = 0;

wigfact = 0.5*(xmax-xmin)/(nx-1);
rand(‘state’,512);

x_vector = linspace(xmin(1),xmax(1),nx(1));

y_vector = linspace(xmin(2),xmax(2),nx(2));

[X,y] = ndgrid(x_vector,y_vector);

xwiggle = wigfact*(rand(size(x))-0.5);

ywiggle = wigfact*(rand(size(y))-0.5);

x(2:end-1,2:end-1) = x(2:end-1,2:end-1)+xwi¢glend-1,2:end-1);
y(2:end-1,2:end-1) = y(2:end-1,2:end-1)+ywigglend-1,2:end-1);
coords = [x(2) y()I;
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Pre-processing File

cls_img=ones(size(l)); % this sets the defaultctasmash (20)

urban=find(I==76);
cls_img(urban)=2;
shrub=find(I1==79);
cls_img(shrub)=3;
water=find(I==145);
cls_img(water)=4;
grass=find(I==175);
cls_img(grass)=5;
road=find(I==0);
cls_img(road)=6;

% backgroung=find(I==255);
% cls_img(backgroung)=7;

save classified_landuse cls_img

figure

v_east = [0 cell_size*(size(l,2)-1)];%coords at inggend of column axis
v_north = [cell_size*(size(l_2n,1)-1) cell_size*4s{l_2n,1)-size(l,1))]; %coords at beging/end
of row axis

image(v_east, v_north, cls_img)

h=gca;

set(h,”YDir’,’normal’)
colormap([111;001;12100;010;0.50.50.2,6075])

axis image

%trisurf(elements)

%axis image

xlabel(‘Easting (Km));

ylabel(*Northing (Km)");

hold on

trimesh(elements,nodecoords(:,1),nodecoords(%))ithout “hold on,”

format compact
% Store image in MATLAB

newsites3 = imread(‘newsites3.tif’);
newsites2 = imread(‘newsites2.tif’);
% convert s_color image to grayscale

% S =.2989*newsites2(:,:,1)...
% +.5870*newsites2(:,:,2)...
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%  +.1140*newsites2(:,:,3);

S =.2989*newsites3(:,:,1)...
+.5870*newsites3(:,:,2)...
+.1140*newsites3(;,:,3);

figure;

colormap(gray(256));
image(S)

size(S)

[unig_S, ti, tj] = unique(S());

pause

cls_newsites3_img=ones(size(S));
Kingman=find(S==175);
cls_newsites3_img(Kingman)=1;

Heritage=find(S==76);
cls_newsites3_img(Heritage)=2;

Anacostia=find(S==226);
cls_newsites3_img(Anacostia)=3;

Kenilworth=find(S==145);
cls_newsites3_img(Kenilworth)=4;

Pre-process “sites”

format compact

% Store image in MATLAB

sites_img=imread(‘sampling_sites.GCS’);

imagesc(sites_img);

pause

cell_size = 3.1/1000; %3.1 meter i.e 0.0031 km

v_east = [0 cell_size*(size(sites_img,2)-1)]; %aisat beging/end of column axis
v_north = [cell_size*(size(sites_img,1)-1) 0]; %cde at beging/end of raw axis
cls_img=ones(size(sites_img)); % this is a 15004R0A matrix of ones.
cls1=find(sites_img==20); %finds all ptssafb-img where the
cls_img(cls1)=2; % kingman

%sites_img(1200, 350) % ans is 249, ie the col@misity of lite red==Heritage site
cls2=find(sites_img==249);  %finds all pts obsimg where the red intensity == 255

cls_img(cls2)=3; % Heritage
%sites_img(1200, 600) % ans is 251, ie the col@misity of lite lite2red==east anacostia site
cls3=find(sites_img==251); %finds all ptissub-img where the green intensity =128
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cls_img(cls3)=4; %East_Anacostia
%sites_img(550, 950) % ans is 196, ie the colansity of orange==kenilworth site
cls4=find(sites_img==196);

cls_img(cls4)=5; % kenilworth

save classified_sites cls_img

figure

imagesc(v_east, v_north, cls_img)

h=gca;

set(h,’YDir’,’normal’)
colormap((111;001;100;01 0;0.50.50.2;(6075])
axis image

xlabel(‘Easting (Km));

ylabel(*Northing (Km));

xmin=[1.25 0.15]; %min coords of lowest point oéthhoto image
xmax=[3.25 4.75]; Y%emax coords of highest pointref photo image
nx=[40 20];

rotangle = 50/360*2*pi; % rotation angle in RADIANB!!!
nodecoords = rot_rect_2D(xmin,xmax,nx,rotangle);

hold on

plot(nodecoords(:,1),nodecoords(:,2),’k.")

hold off

[elements, elesizes, bf _slopes] = elegeoms(noddsyjor
hold on

trimesh(elements,nodecoords(:,1),nodecoords(%2))ithout “hold on”
hold off
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Functionrot_rect

function coords = rot_rect_2D(xmin,xmax,nx,alpha)

%

% Returns an n-dimensional discretization of tlotaregle

% bounded by xmin and xmax with nx points in eaiceation
%

dim = size(xmin,2);

wigfact = 0O;

%wigfact = 0.1*(xmax-xmin)/(nx-1);

rand(‘state’,512);

% determine Lx and Ly

Ld = sqgrt((xmax(1)-xmin(1))*2+(xmax(2)-xmin(2))"2);
beta = acos((xmax(1)-xmin(1))/Ld) - alpha,;

Lx = Ld*cos(beta);

Ly = Ld*sin(beta);

% generate horizontal nodes

x_vector = linspace(0, Lx, nx(1));

y_vector = linspace(0, Ly, nx(2));

[X,y] = ndgrid(x_vector,y_vector);

xwiggle = wigfact*(rand(size(x))-0.5);

ywiggle = wigfact*(rand(size(y))-0.5);

X(2:end-1,2:end-1) = x(2:end-1,2:end-1)+xwidglend-1,2:end-1);
y(2:end-1,2:end-1) = y(2:end-1,2:end-1)+ywid¢glend-1,2:end-1);

% rotate the nodes by ‘alpha’ and shift them

r = sqrt(x(:).~2+y(:).~2+0.000000000000000000001);
gama = alpha + acos(x(:)./r);

X = r.*cos(gama) + xmin(1);

y = r.*sin(gama) + xmin(2);

coords = [x(?) y()I;
coords(1,:) = xmin;
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APPENDIX E
ARCGIS’' VBS SCRIPTS FOR LAND COVER
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ArcGIS’ VBS Scripts for Land Cover

‘ LandCovers.vbs

‘ Created on: Tue Jul 06 2010 10:07:06 PM

‘ (generated by ArcGIS/ModelBuilder)

‘ Create the Geoprocessor object

set gp = WScript.CreateObject(“esriGeoprocessinBi§batch.1”)

‘ Load required toolboxes...

gp.AddToolbox “C:/Program Files/ArcGIS/ArcToolboxidlboxes/Conversion Tools.tbx”
gp.-AddToolbox “C:/Program Files/ArcGIS/ArcToolboxdlboxes/Data Management
Tools.thx”

gp.AddToolbox “C:/Program Files/ArcGIS/ArcToolboxddlboxes/Analysis Tools.tbx”

‘ Local variables...

food_poly shp 2 =*Y:\Persona\UMCP\GooseResaddamnicd _dc_utml18\food poly.shp”
waters_poly shp 2 =
“Y:\Persona\UMCP\GooseResearchMap\nilcd_dc_utmli@wsapoly.shp”
Developed_areas_shp 2 =
“Y:\Persona\UMCP\GooseResearchMap\nilcd_dc_utml&dped areas.shp”
Wood_poly_shp = “Y:\Persona\UMCP\GooseResearchMeg\ dc_utm18\Wood_poly.shp”
Study _Area poly 2 =“Study Area_poly”

Developed_area_shp =
“Y:\Persona\UMCP\GooseResearchMap\nilcd_dc_utml@&iaped area.shp”

Wood_shp = “Y:\Persona\UMCP\GooseResearchMap\aicdutm18\Wood.shp”

Grass_shp = “Y:\Persona\UMCP\GooseResearchMap\dicditm18\Grass.shp”

waters_shp = "Y:\Persona\UMCP\GooseResearchMap\dic_utm18\waters.shp”
Dev_areas_img =

“Y:\Persona\UMCP\GooseResearchMap\DC_MD _shapefietlands\DC_shapefile_wetlands\
Dev_areas.img”

Woodlands_img =
“Y:\Persona\UMCP\GooseResearchMap\nlcd_dc_utm@8\lase land_cover NLCD 109012
7_01\Woodlands.img”

Grassfields = “Y:\Persona\UMCP\GooseResearchMag\rdc_utm18\Grassfields.img”
Waters_img = “Y:\Persona\UMCP\GooseResearchMapioGndary\Waters.img”
hayherbwetlds = “hayherbwetlds”

Devped_areas RAS = “Devped_areas_RAS”

Wood_perenls = “Wood_perenls”

waters_ras = “waters_ras”

Roads_ras = “Roads_ras”

Roads ras 2 ="“Roads_ras”

Waters = “Y:\Persona\UMCP\GooseResearchMap\DC Bau\Waters.img”

Grasslands = “Y:\Persona\UMCP\GooseResearchMap\dic utm18\Grassfields.img”
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Woodlands =
“Y:\Persona\UMCP\GooseResearchMap\nlcd_dc_utm@8\lase_land_cover NLCD_ 109012
7_01\Woodlands.img”

Dev_areas =

“Y:\Persona\UMCP\GooseResearchMap\DC _MD _shapefiezlands\DC_shapefile_wetlands\
Dev_areas.img”

‘ Process: Define Projection...

gp.DefineProjection_management Roads_ras,
“PROJCS['NAD_1983_UTM_Zone_18N’,GEOGCS['GCS_Northmarican_1983",DATUM['
D_North_American_1983’,SPHEROID['GRS_1980’,637818298.257222101]],PRIMEM['Gr
eenwich’,0.0],UNIT['Degree’,0.0174532925199433]| BRECTION[ Transverse_Mercator’],P
ARAMETER['False_Easting’,500000.0],PARAMETER['Falgdorthing’,0.0], PARAMETERJ'
Central_Meridian’,-
75.0],PARAMETER]['Scale_Factor’,0.9996],PARAMETERRtitude_Of_ Origin’,0.0],UNITT[*
Meter’,1.0]]”

‘ Process: Raster to Polygon (5)...
gp.RasterToPolygon_conversion waters_ras, watelg gigp_ 2, “SIMPLIFY,” “VALUE”

‘ Process: Intersect (11)...
gp.Intersect_analysis “Y:\Persona\UMCP\GooseRestdéap\nicd_dc_utml18\waters poly.shp
#;’Study Area_poly’ #,” waters_shp, “ALL,” *,” “INRIT”

‘ Process: Polygon to Raster (3)...
gp.PolygonToRaster_conversion waters_shp, “FID,téia img, “CELL_CENTER,” “NONE,”
“12”

‘ Process: Define Projection (2)...

gp.DefineProjection_management Waters_img,
“PROJCS['NAD_1983_UTM_Zone_18N’',GEOGCS['GCS_Northmarican_1983’,DATUM['
D_North_American_1983’,SPHEROID['GRS_1980’,637818298.257222101]],PRIMEM['Gr
eenwich’,0.0],UNIT['Degree’,0.0174532925199433]| BRECTION[ Transverse_Mercator’],P
ARAMETER(['False_Easting’,500000.0],PARAMETER[‘Falgdorthing’,0.0], PARAMETERT'
Central_Meridian’,-
75.0],PARAMETER['Scale_Factor’,0.9996],PARAMETERRtitude_Of_Origin’,0.0],UNITT[*
Meter’,1.0]]”

‘ Process: Raster to Polygon (3)...
gp.RasterToPolygon_conversion hayherbwetlds, fooly gshp__ 2 , “SIMPLIFY,” “VALUE”

‘ Process: Intersect (10)...

gp.Intersect_analysis “Y:\PersonaN\UMCP\GooseRebddap\nlcd _dc_utm18\food poly.shp
#;’Study Area_poly’ #,” Grass_shp, “ALL,” “,” “INPT”

‘ Process: Polygon to Raster (6)...
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gp.PolygonToRaster_conversion Grass_shp, “FID,s€fralds, “CELL_CENTER,” “NONE,”
“12”

‘ Process: Define Projection (3)...

gp.DefineProjection_management Grassfields,

“PROJCS['NAD_1983 UTM_Zone_18N’,GEOGCS['GCS_NortimArican_1983',DATUM['
D_North_American_1983’,SPHEROID['GRS_1980’,637818298.257222101]],PRIMEM['Gr
eenwich’,0.0],UNIT['Degree’,0.0174532925199433]| BRECTION[ Transverse_Mercator’],P
ARAMETER['False_Easting’,500000.0],PARAMETER['Falgdorthing’,0.0], PARAMETERJ'
Central_Meridian’,-
75.0],PARAMETER]['Scale_Factor’,0.9996],PARAMETERRtitude_Of_ Origin’,0.0],UNITT[*
Meter’,1.0]]”

‘ Process: Raster to Polygon (7)...
gp.RasterToPolygon_conversion Wood_perenls, Wodg_glop, “SIMPLIFY,” “VALUE”

‘ Process: Intersect (4)...
gp.Intersect_analysis “Y:\Persona\UMCP\GooseReddéap\nicd_dc_utm18\Wood_poly.shp
#;’Study Area_poly’ #,” Wood_shp, “ALL,” “,” “INPUT

‘ Process: Polygon to Raster (5)...
gp.PolygonToRaster_conversion Wood_shp, “FID,” Wands_img, “CELL_CENTER,”
“NONE’” “12”

‘ Process: Define Projection (4)...

gp.DefineProjection_management Woodlands_img,

“PROJCS['NAD_1983 _UTM_Zone_18N’,GEOGCS['GCS_Northmarican_1983’,DATUM['
D_North_American_1983’,SPHEROID['GRS_1980’,637818298.257222101]],PRIMEM['Gr
eenwich’,0.0],UNIT['Degree’,0.0174532925199433]| BRECTION[ Transverse_Mercator’],P
ARAMETER(['False_Easting’,500000.0],PARAMETER['Falgdorthing’,0.0], PARAMETERJ'
Central_Meridian’,-
75.0],PARAMETER]['Scale_Factor’,0.9996],PARAMETERRtitude_Of_Origin’,0.0],UNITT['
Meter’,1.0]]”

‘ Process: Raster to Polygon (6)...
gp.RasterToPolygon_conversion Devped_areas RAZI®@ed areas shp 2 , “SIMPLIFY,”
“VALUE”

‘ Process: Intersect (7)...
gp.Intersect_analysis “Y:\Persona\UMCP\GooseRet#dap\nicd_dc_utm18\Developed
areas.shp’ #;’Study Area_poly’ #,” Developed_ardg, SALL,” “,” “INPUT”

‘ Process: Polygon to Raster (4)...

gp.PolygonToRaster_conversion Developed_area_ §Hip,”Dev_areas_img,
“CELL_CENTER,” “NONE,” “12”
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‘ Process: Define Projection (5)...

gp.DefineProjection_management Dev_areas_img,

“PROJCS['NAD_1983 _UTM_Zone_18N’,GEOGCS['GCS_Northmarican_1983’,DATUM['
D_North_American_1983’,SPHEROID['GRS_1980’,637818298.257222101]],PRIMEM['Gr
eenwich’,0.0],UNIT['Degree’,0.0174532925199433]| BRECTION[ Transverse_Mercator’],P
ARAMETER(['False_Easting’,500000.0],PARAMETER[‘Falgdorthing’,0.0], PARAMETERT'
Central_Meridian’,-
75.0],PARAMETER]['Scale_Factor’,0.9996],PARAMETERRtitude_Of_Origin’,0.0],UNITT['
Meter’,1.0]]”
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APPENDIX F
ARCGIS’ VBS SCRIPTS FOR DIAGNOSIS EXPERT SYSTEM
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ArcGIS’ VBS Scripts for Diagnosis Expert System

‘ diagnosisVBScripts.vbs
‘ Created on: Wed Jul 07 2010 10:33:29 AM
‘ (generated by ArcGIS/ModelBuilder)

‘ Create the Geoprocessor object
set gp = WScript.CreateObject(“esriGeoprocessinBi§atch.1”)

‘ Load required toolboxes...
gp.AddToolbox “C:/Program Files/ArcGIS/ArcToolboxddlboxes/Conversion Tools.tbx”
gp.AddToolbox “C:/Program Files/ArcGIS/ArcToolboxdlboxes/Analysis Tools.tbx”

‘ Local variables...

food_waters_shp =

“Y:\Persona\UMCP\GooseResearchMap\DC_MD _shapefietlands\DC_shapefile_wetlands\f
ood_waters.shp”

hayherbwetlds = “hayherbwetlds”

waters_ras = “waters_ras”

food_poly_shp = “Y:\Persona\UMCP\GooseResearchilag\ dc_utm18\food_poly.shp”
waters_poly_shp = “Y:\PersonaN\UMCP\GooseResearghiMed _dc_utml18\waters_poly.shp”
Kingman_marsh = “Kingman_marsh”

Heritage_marsh = “Heritage_marsh”

Kingman_Islands_shp =
“Y:\Persona\UMCP\GooseResearchMap\nlcd_dc_utm@8\lase land_cover NLCD_ 109012
7_01\land_use_land_cover\Kingman_lIslands.shp”

Devped_areas RAS = “Devped_areas_RAS”

Developed_areas_shp = “Y:\Persona\UMCP\GooseRasgaip\nlcd_dc_utm18\Developed
areas.shp”

Urban_Extra_feed_shp =

“Y:\Persona\UMCP\GooseResearchMap\DC_MD _shapefietlands\DC_shapefile_wetlands\
Urban_Extra_feed.shp”

Study_Area_poly = “Study Area_poly”

Resources_shp = “Y:\Persona\UMCP\GooseResearciiMapBoundary\Resources.shp”
Urban_feeding_shp = “Y:\Persona\UMCP\GooseResddaphUrban_feeding.shp”
StudyArea_foodRes_shp = “Y:\Persona\UMCP\Goose&tebdlap\DC

Boundary\StudyArea foodRes.shp”

Courtyard_sidewalk _shp = “Y:\Persona\UMCP\GooseReshMap\DC
Boundary\Courtyard_sidewalk.shp”

Study_area_major_roads = “Study area major roads”

v100m_Rd_buffer_shp =
“Y:\Persona\UMCP\GooseResearchMap\attachments_ZIBLM5\100m_Rd_buffer.shp”
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Breeding_nesting_shp = “Y:\PersonaN\UMCP\GooseRek&tap\DC
Boundary\Breeding_nesting.shp”

D1 High_access_Res_img = “Y:\Persona\UMCP\Goose&tebkMap\DC
Boundary\D1_High_access_Res.img”

D2_High_access_Breeding_img = “Y:\Persona\UMCP\§&aftesearchMap\DC
Boundary\D2_High_access_Breeding.img”

D3 _Urban_feeding_img = “Y:\Persona\UMCP\GooseRededap\D3_Urban_feeding.img”
Study_Area poly 2 =*“Study Area_poly”

Wood_perenls = “Wood_perenls”

Output_Feature_Class = “Y:\Persona\UMCP\GooseReskmp\DC
Boundary\tl_2009 11 county_Intersect7.shp”

Output_polygon_features =
“Y:\Persona\UMCP\GooseResearchMap\nilcd_dc_utml1gé&ka Wood_pel.shp”
LC_woods_img = “Y:\Persona\UMCP\GooseResearchM@pHaundary\LC _woods.img”
waters_ras__ 2 =‘“waters_ras”

Output_polygon_features 2 =
“Y:\Persona\UMCP\GooseResearchMap\nlcd_dc_utm18d&a& waters_1.shp”
Output_Feature_Class_ 2 =
“Y:\Persona\UMCP\GooseResearchMap\nlcd_dc_utmi1géRa waters_1 Intersect.shp”
LC_waters_img = “Y:\Persona\UMCP\GooseResearchiag\ dc_utm18\LC_waters.img”
hayherbwetlds__ 2 = *“hayherbwetlds”

Devped_areas RAS 3 ="Devped_areas RAS”

Output_polygon_features 3 =
“Y:\Persona\UMCP\GooseResearchMap\nlcd_dc_utml1fd&Ra Devped 2.shp”
Output_Feature Class 3 =
“Y:\Persona\UMCP\GooseResearchMap\nlcd_dc_utmlsd&a Devped 2 _Intersect.shp”
LC_Dev_area_img =
“Y:\Persona\UMCP\GooseResearchMap\nlcd_dc_utm18ID& area.img”
Output_polygon_features 4 =
“Y:\Persona\UMCP\GooseResearchMap\nilcd_dc_utml1fd&Ra hayherb3.shp”
Output_Feature Class 4 =
“Y:\Persona\UMCP\GooseResearchMap\nlcd_dc_utml1f&Ra hayherb3_Intersect.shp”
LC grass_img = “Y:\Persona\UMCP\GooseResearchMegh\mic_utm18\LC _grass.img”
D3 _Urban_feeding = “D3_Urban_feeding”

D2 High_access Breeding = “D2_High_access_Breeding”

D1 High_access_Res =“D1 High_access_Res”

Output_Feature Class 5 =
“Y:\Persona\UMCP\GooseResearchMap\RasterT_D3_Urmadrsect.shp”
Output_Feature_Class__ 6 = “Y:\Persona\UMCP\GoeseRrchMap\DC
Boundary\RasterT_D2_ Highl_Intersect.shp”

Output_Feature_Class__ 7 = “Y:\Persona\UMCP\GoeseRrchMap\DC
Boundary\RasterT_D1 Highl_Intersect.shp”

Output_polygon_features 5 =
“Y:\Persona\UMCP\GooseResearchMap\RasterT_D3_Usbal
Output_polygon_features_ 6 = “Y:\Persona\UMCP\&iesearchMap\DC
Boundary\RasterT_D2_Highl.shp”
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Output_polygon_features 7 = “Y:\Persona\UMCP\&iesearchMap\DC
Boundary\RasterT_D1_ Highl.shp”

Goose_hot_spots__per_Field_Observation_ = “Goossguas (per Field Observation)”
Urb_feed HS_img = “Y:\Persona\UMCP\GooseReseargiMid_feed HS.img”
Breeding_HS_img = “Y:\Persona\UMCP\GooseResearghbl@
Boundary\Breeding_HS.img”

Resources_HS_img = “Y:\Persona\UMCP\GooseReseaaphMC
Boundary\Resources_HS.img”

‘ Process: Raster to Polygon...
gp.RasterToPolygon_conversion hayherbwetlds, fooly_ghp, “SIMPLIFY,” “VALUE”

‘ Process: Raster to Polygon (2)...
gp.RasterToPolygon_conversion waters_ras, watelg g, “SIMPLIFY,” “VALUE”

‘ Process: Union (2)...

gp.Union_analysis “Y:\Persona\UMCP\GooseReseargMed_dc_utm18\food poly.shp
#;Y:\Persona\UMCP\GooseResearchMap\nicd_dc_utmdi@ws _poly.shp #,”
food_waters_shp, “ALL,” “,” “GAPS”

‘ Process: Intersect (2)...

gp.Intersect_analysis “Study Area_poly’
#;Y:\Persona\UMCP\GooseResearchMap\DC_MD_shaps&idtiands\DC_shapefile wetlands\
food_waters.shp #,” Resources_shp, “ALL,” “,” “INHU

‘ Process: Polygon to Raster...
gp.PolygonToRaster_conversion Resources_shp, “BD,"High_access Res_img,
“CELL_CENTER,” “NONE,” “0.00082"

‘ Process: Intersect (6)...

gp.Intersect_analysis “Study Area_poly’
#;Y:\Persona\UMCP\GooseResearchMap\nilcd_dc_utra@8\fpoly.shp #,”
StudyArea_foodRes_shp, “ALL,” “,” “INPUT”

‘ Process: Buffer...
gp.Buffer_analysis Study _area_major_roads, v100mbRifer shp, “100 Meters,” “FULL,”
“ROUND’” “NONE,” 11113

‘ Process: Intersect (3)...

gp.Intersect_analysis “Y:\Persona\UMCP\GooseRetedap\DC
Boundary\StudyArea_foodRes.shp’
#;Y:\Persona\UMCP\GooseResearchMap\attachment§ 231 05\100m_Rd_buffer.shp #,”
Courtyard_sidewalk_shp, “ALL,” “,” “INPUT”

‘ Process: Union (3)...
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gp.Union_analysis “Kingman_marsh #;Heritage_marsiiKikhgman_Islands_shp, “ALL,” *”
“GAPS”

‘ Process: Union (5)...

gp.Union_analysis “Y:\PersonaN\UMCP\GooseResearaplidC
Boundary\Courtyard_sidewalk.shp’
#;Y:\Persona\UMCP\GooseResearchMap\nilcd_dc_utrad8\luse land _cover NLCD_ 109012
7_01\land_use_land_cover\Kingman_lIslands.shp #¢&&ing_nesting_shp, “ALL,” “,”

“GAPS”

‘ Process: Polygon to Raster (2)...
gp.PolygonToRaster_conversion Breeding_nesting_“shp,”

D2_High_access_Breeding_img, “CELL_CENTER,” “NONE}:00082"

‘ Process: Raster to Polygon (4)...
gp.RasterToPolygon_conversion Devped_areas RASIOged_areas_shp, “SIMPLIFY,”
“VALUE”

‘ Process: Intersect...

gp.Intersect_analysis

“Y:\Persona\UMCP\GooseResearchMap\DC_MD _shapefiezlands\DC_shapefile_wetlands\f
ood_waters.shp #;'Y:\Persona\UMCP\GooseResearchiap dc_utm18\Developed
areas.shp’ #,” Urban_Extra_feed_shp, “ALL,” “,” “RUT”

‘ Process: Intersect (5)...

gp.Intersect_analysis “Study Area_poly’
#;Y:\Persona\UMCP\GooseResearchMap\DC_MD_shape&idtiands\DC_shapefile wetlands\
Urban_Extra_feed.shp #,” Urban_feeding_shp, “ALL;™INPUT”

‘ Process: Polygon to Raster (3)...
gp.PolygonToRaster_conversion Urban_feeding_shp,*M3_Urban_feeding_img,
“CELL_CENTER,” “NONE,” “0.00082"

‘ Process: Raster to Polygon (3)...
gp.RasterToPolygon_conversion Wood_perenls, Oupalygon_features, “SIMPLIFY,”
“VALUE”

‘ Process: Intersect (4)...

gp.Intersect_analysis “Study Area_poly’
#;Y:\Persona\UMCP\GooseResearchMap\nicd_dc_utmds88RT_Wood_pel.shp #,”
Output_Feature_Class, “ALL,” “,” “INPUT”

‘ Process: Polygon to Raster (4)...

gp.PolygonToRaster_conversion Output_Feature_CiaH3,” LC_woods_img,
“CELL_CENTER,” “NONE,” “0.00082"
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‘ Process: Raster to Polygon (5)...
gp.RasterToPolygon_conversion waters_ras__ 2 , ©uiplygon_features__ 2, “SIMPLIFY,”
“VALUE”

‘ Process: Intersect (7)...

gp.Intersect_analysis
“Y:\Persona\UMCP\GooseResearchMap\nlcd_dc_utml1fd&R& waters_1.shp #;'Study
Area_poly’ #,” Output_Feature_Class__ 2 , “ALL,” “INPUT”

‘ Process: Polygon to Raster (5)...
gp.PolygonToRaster_conversion Output_Feature_Cl&ss “FID,” LC_waters_img,
“CELL_CENTER,” “NONE,” “96”

‘ Process: Raster to Polygon (8)...
gp.RasterToPolygon_conversion Devped_areas RAS Owput polygon_features 3
“SIMPLIFY,” “VALUE"

‘ Process: Intersect (12)...

gp.Intersect_analysis
“Y:\Persona\UMCP\GooseResearchMap\nlcd_dc_utmlf&a Devped_2.shp #; Study
Area_poly #,” Output_Feature_Class__ 3 , “ALL,” “INPUT”

‘ Process: Polygon to Raster (10)...
gp.PolygonToRaster_conversion Output_Feature_Cl&ss “FID,” LC_Dev_area_img,
“CELL_CENTER,” “NONE,” “17”

‘ Process: Raster to Polygon (6)...
gp.RasterToPolygon_conversion hayherbwetlds__ 2tpu@yoolygon_features 4 |,
“SIMPLIFY,” “VALUE”

‘ Process: Intersect (8)...

gp.Intersect_analysis
“Y:\Persona\UMCP\GooseResearchMap\nlcd_dc_utml1fdR& hayherb3.shp #;'Study
Area_poly’ #,” Output_Feature_Class__ 4 _, “ALL,” “INPUT”

‘ Process: Polygon to Raster (6)...
gp.PolygonToRaster_conversion Output_Feature_Cldss “FID,” LC_grass_img,
“CELL_CENTER,” “NONE,” “96”

‘ Process: Raster to Polygon (7)...
gp.RasterToPolygon_conversion D3_Urban_feedingp@upolygon_features 5 |,
“SIMPLIFY,” “Value”

‘ Process: Intersect (9)...

gp.Intersect_analysis “Y:\Persona\UMCP\GooseResd&ap\RasterT_D3_Urbal.shp #;Goose
hot spots (per Field Observation)’ #,” Output_FeatClass 5 , “ALL,” “,” “INPUT”
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‘ Process: Polygon to Raster (7)...
gp.PolygonToRaster_conversion Output_Feature Cl&ss “FID,” Urb_feed HS img,
“CELL_CENTER,” “NONE,” “0.00016”"

‘ Process: Raster to Polygon (9)...
gp.RasterToPolygon_conversion D2_High_access_Brge@utput_polygon_features 6
“SIMPLIFY,” “Value”

‘ Process: Intersect (10)...

gp.Intersect_analysis “Y:\Persona\UMCP\GooseResedap\DC
Boundary\RasterT_D2_Highl.shp’ #;’Goose hot sppés Field Observation)’ #,”
Output_Feature_Class__ 6 , “ALL,” “,” “INPUT”

‘ Process: Polygon to Raster (8)...
gp.PolygonToRaster_conversion Output_Feature_Cléss “FID,” Breeding_ HS_img,
“CELL_CENTER,” “NONE,” “0.00016”

‘ Process: Raster to Polygon (10)...
gp.RasterToPolygon_conversion D1_High_access_Répu© polygon_features_ 7,
“SIMPLIFY,” “Value”

‘ Process: Intersect (11)...

gp.Intersect_analysis “Y:\Persona\UMCP\GooseRetedap\DC
Boundary\RasterT_D1 Highl.shp’ #;Goose hot sppts Field Observation)’ #,”
Output_Feature_Class__7_, “ALL,” “,” “INPUT”

‘ Process: Polygon to Raster (9)...

gp.PolygonToRaster_conversion Output_Feature CI&ss “FID,” Resources_HS img,
“CELL_CENTER,” “NONE,” “0.00016”"
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APPENDIX G
ARCGIS’ VBS SCRIPTS FOR PRESCRIPTION EXPERT SYSTEM
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ArcGIS’ VBS Scripts for Prescription Expert System

‘ PrescriptionsVBScripts.vbs
‘ Created on: Wed Jul 07 2010 10:34:32 AM
‘* (generated by ArcGIS/ModelBuilder)

‘ Create the Geoprocessor object
set gp = WScript.CreateObject(“esriGeoprocessinBi§atch.1”)

* Check out any necessary licenses
gp.CheckOutExtension “spatial”

‘ Load required toolboxes...

gp.AddToolbox “C:/Program Files/ArcGIS/ArcToolboxidlboxes/Spatial Analyst Tools.tbx”
gp.AddToolbox “C:/Program Files/ArcGIS/ArcToolboxddlboxes/Conversion Tools.tbx”
gp.AddToolbox “C:/Program Files/ArcGIS/ArcToolboxdlboxes/Analysis Tools.tbx”

‘ Local variables...

D1 Resources_shp =

“Y:\Persona\UMCP\GooseResearchMap\DC _MD _shapefiezlands\DC_shapefile_wetlands\
D1 Resources.shp”

hayherbwetlds = “hayherbwetlds”

waters_ras = “waters_ras”

food_poly _shp = “Y:\Persona\UMCP\GooseResearchilag\ dc_utm18\food_poly.shp”
waters_poly_shp = “Y:\PersonaN\UMCP\GooseResearghiMied _dc_utm18\waters_poly.shp”
Kingman_marsh = “Kingman_marsh”

Heritage_marsh = “Heritage_marsh”

Kingman_lIslands_shp =
“Y:\Persona\UMCP\GooseResearchMap\nlcd_dc_utm@8\lase_land_cover NLCD_ 109012
7_01\land_use_land_cover\Kingman_lIslands.shp”

Devped_areas RAS = “Devped_areas_RAS”

Developed_areas_shp = “Y:\Persona\UMCP\GooseRasgaip\nlcd_dc_utm18\Developed
areas.shp”

D3_Extra_food_shp =

“Y:\Persona\UMCP\GooseResearchMap\DC_MD _shapefietlands\DC_shapefile_wetlands\
D3_Extra_food.shp”

Study_Area_poly = “Study Area_poly”

food_water_Res_shp = “Y:\Persona\UMCP\GooseReb&ap\DC
Boundary\food_water_Res.shp”

StudyArea_extra_feed_shp = “Y:\Persona\UMCP\GoeseRdrchMap\DC
Boundary\StudyArea_extra_feed.shp”

StudyArea_foodRes_shp = “Y:\Persona\UMCP\Goose&tebdlap\DC

Boundary\StudyArea foodRes.shp”
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P4 _Ban_feeding_img = “Y:\Persona\UMCP\GooseResddap\DC
Boundary\P4_Ban_feeding.img”

P1_Chem_deter_img = “Y:\Persona\UMCP\GooseRestapkDC
Boundary\P1_Chem_deter.img”

P2_Egg_depr_img__ 2 =

“Y:\Persona\UMCP\GooseResearchMap\DC_MD _shapefitlands\DC_shapefile_wetlands\
P2_Egg_depr.img”

Roadway feed_shp = “Y:\Persona\UMCP\GooseReseaphiMC

Boundary\Roadway _feed.shp”

Study_area_major_roads = “Study area major roads”

v100m_Rd_buffer_shp =
“Y:\Persona\UMCP\GooseResearchMap\attachments_ZIBLM5\100m_Rd_buffer.shp”
D2_Breeding_nest_shp = “Y:\Persona\UMCP\GooseRebk&&@p\DC
Boundary\D2_Breeding_nest.shp”

Wetlands = “Wetlands”

StudyAreaWetland_poly shp =

“Y:\Persona\UMCP\GooseResearchMap\DC _MD _shapefiezlands\DC_shapefile_wetlands\
StudyAreaWetland_poly.shp”

harvest BA_shp =

“Y:\Persona\UMCP\GooseResearchMap\DC_MD _shapefietlands\DC_shapefile_wetlands\
harvest_BA.shp”

P5_Fencing =
“Y:\Persona\UMCP\GooseResearchMap\nlcd_dc_utm@8\lase land_cover NLCD 109012
7_01\P5_Fencing”

Kingman_nests_img =
“Y:\Persona\UMCP\GooseResearchMap\nilcd_dc_utm@8\lase land_cover NLCD_ 109012
7_01\Kingman_nests.img”

P3_harvest BA =

“Y:\Persona\UMCP\GooseResearchMap\DC_MD _shapefiezlands\DC_shapefile_wetlands\
harvest BA P.img”

hayherbwetlds__ 2 = “hayherbwetlds”

waters_ras__ 2 = “waters_ras”

food_poly shp 2 =*Y:\Persona\UMCP\GooseResaddagnlcd _dc_utml18\food poly.shp”
waters_poly shp 2 =
“Y:\Personal\UMCP\GooseResearchMap\nilcd_dc_utmli@wsapoly.shp”
Devped_areas RAS 2 ="Devped_areas RAS”

Developed_areas_shp__ 2 =
“Y:\Persona\UMCP\GooseResearchMap\nlcd_dc_utml@&ioped areas.shp”
Study _Area poly 2 =“Study Area_poly”

Waters_img = “Y:\Persona\UMCP\GooseResearchMapioGndary\Waters.img”
Dev_areas_img =

“Y:\Persona\UMCP\GooseResearchMap\DC_MD _shapefitlands\DC_shapefile_wetlands\
Dev_areas.img”

Woodlands_img =
“Y:\Persona\UMCP\GooseResearchMap\nlcd_dc_utm@8\lase land_cover NLCD 109012
7_01\Woodlands.img”
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Grassfields = “Y:\Persona\UMCP\GooseResearchMag\rdc_utm18\Grassfields.img”
Wood_perenls = “Wood_perenls”

Wood_shp = “Y:\Persona\UMCP\GooseResearchMap\alcdutm18\Wood.shp”
Wood_poly_shp = “Y:\Persona\UMCP\GooseResearchMeg\ dc_utm18\Wood_poly.shp”
Developed_area_shp =
“Y:\Persona\UMCP\GooseResearchMap\nilcd_dc_utm1&oped area.shp”

Study _area_major_roads__ 2 = “Study area majoistoad

Grass_shp = “Y:\Persona\UMCP\GooseResearchMap\dtcdutm18\Grass.shp”

waters_shp = “Y:\Persona\UMCP\GooseResearchMap\dic_utm18\waters.shp”
Devped_areas RAS 3 ="Devped_areas RAS”

Output_polygon_features =
“Y:\Persona\UMCP\GooseResearchMap\nilcd_dc_utmlf&Ra Devped_ 2.shp”
Output_Feature_Class =
“Y:\Persona\UMCP\GooseResearchMap\nlcd_dc_utml1sd&a Devped 2 _Intersect.shp”
Dev_area_img = “Y:\PersonaN\UMCP\GooseResearchMeg\dc_utm18\Dev_area.img”
Ban_Feed_ HS img = “Y:\Persona\UMCP\GooseResearphiMa

Boundary\Ban_Feed_ HS.img”

P1 Chem_deter__2 ="P1 Chem_deter”

P2_Egg_depr__ 2 =“P2_Egg_depr”

P3_harvest BA 3 ="“P3_harvest BA”

P4 _Ban_feeding_ 2 =*“P4_Ban_feeding”

P5 Fencing_ 3 _="P5 Fencing”

Output_polygon_features 7 = “Y:\Persona\UMCP\&iesearchMap\DC
Boundary\RasterT_P1 Cheml.shp”

Output_polygon_features_ 8 = “Y:\Persona\UMCP\&iesearchMap\DC
Boundary\RasterT_P4_Ban_1.shp”

Output_polygon_features 9 =

“Y:\Persona\UMCP\GooseResearchMap\DC_MD _shapefietlands\DC_shapefile_wetlands\
RasterT_harvestl.shp”

Output_polygon_features 10 =

“Y:\Persona\UMCP\GooseResearchMap\DC _MD _shapefiezlands\DC_shapefile_wetlands\
RasterT_P2_Egg_1.shp”

Output_polygon_features 11 =
“Y:\Persona\UMCP\GooseResearchMap\nlcd_dc_utm@8\lase_land_cover NLCD_ 109012
7_01\RasterT_P5 Fencl.shp”

Goose_hot_spots___per_Field_Observation_ 2 = “&bosspots (per Field Observation)”
Chem_HS_poly_shp = “Y:\Persona\UMCP\GooseReseaahiDIC
Boundary\Chem_HS_poly.shp”

Egg_Depr_HS_poly_shp =

“Y:\Persona\UMCP\GooseResearchMap\DC_MD _shapefietlands\DC_shapefile_wetlands\
Egg_Depr_HS_poly.shp”

Harv_HS_poly shp =

“Y:\Persona\UMCP\GooseResearchMap\DC_MD _shapefiezlands\DC_shapefile_wetlands\
Harv_HS_poly.shp”

Ban_Feed HS poly shp =*“Y:\Persona\UMCP\GooseRelsk@ap\DC
Boundary\Ban_Feed_HS_poly.shp”

218



Chem_HS img = *Y:\Persona\UMCP\GooseResearchMa@bhdary\Chem_HS.img”
Egg_Depr_HS img =

“Y:\Persona\UMCP\GooseResearchMap\DC _MD _shapefiezlands\DC_shapefile_wetlands\
Egg_Depr_HS.img”

Harv_HS_img =

“Y:\Persona\UMCP\GooseResearchMap\DC_MD _shapefitlands\DC_shapefile_wetlands\
Harv_HS.img”

‘ Process: Raster to Polygon...
gp.RasterToPolygon_conversion hayherbwetlds, fooly ghp, “SIMPLIFY,” “VALUE”

‘ Process: Raster to Polygon (2)...
gp.RasterToPolygon_conversion waters_ras, watelg g, “SIMPLIFY,” “VALUE”

‘ Process: Union (2)...

gp.Union_analysis “Y:\Persona\UMCP\GooseReseargiMed _dc_utm18\food_poly.shp
#:;Y:\Persona\UMCP\GooseResearchMap\nlcd_dc_utmdt@ww poly.shp #,”

D1 Resources_shp, “ALL,” “,” “GAPS”

‘ Process: Raster to Polygon (4)...
gp.RasterToPolygon_conversion Devped_areas RASID@ed_areas_shp, “SIMPLIFY,”
“VALUE”

‘ Process: Intersect...

gp.Intersect_analysis

“Y:\Persona\UMCP\GooseResearchMap\DC_MD _shapefietlands\DC_shapefile_wetlands\
D1 Resources.shp #;Y:\Persona\UMCP\GooseReseapliitd dc_utm18\Developed
areas.shp’ #,” D3_Extra_food_shp, “ALL,” “,” “INPUT

‘ Process: Intersect (5)...

gp.Intersect_analysis “Study Area_poly’

#;Y:\Persona\UMCP\GooseResearchMap\DC_MD _shapeidiands\DC_shapefile_wetlands\
D3_Extra_food.shp #,” StudyArea_extra_feed_shp,LAL,” “INPUT”

‘ Process: Polygon to Raster (7)...
gp.PolygonToRaster_conversion StudyArea_extra_fdga “FID,” P4_Ban_feeding_img,
“CELL_CENTER,” “NONE,” “96”

‘ Process: Intersect (6)...

gp.Intersect_analysis “Study Area_poly’
#;Y:\Persona\UMCP\GooseResearchMap\nilcd_dc_utra@8\fpoly.shp #,”
StudyArea_foodRes_shp, “ALL,” “,” “INPUT”

‘ Process: Polygon to Raster (8)...

gp.PolygonToRaster_conversion StudyArea foodRes “Bip,” P1_Chem_deter_img,
“CELL_CENTER,” “NONE,” “96”
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‘ Process: Buffer...

gp.Buffer_analysis Study area_major_roads, v100mbRifer shp, “100 Meters,” “FULL,”
“ROUND,” “NONE,” *

‘ Process: Intersect (3)...

gp.Intersect_analysis “Y:\Personal\UMCP\GooseRetedap\DC
Boundary\StudyArea_foodRes.shp’
#;Y:\Persona\UMCP\GooseResearchMap\attachment§ 231 05\100m_Rd_buffer.shp #,”
Roadway_feed_shp, “ALL,” “,” “INPUT”

‘ Process: Union (3)...
gp.Union_analysis “Kingman_marsh #;Heritage_marskthgman_Islands_shp, “ALL,” *,”
“GAPS”

‘ Process: Union (5)...

gp.Union_analysis “Y:\PersonaN\UMCP\GooseResearaplidC Boundary\Roadway_feed.shp’
#;Y:\Persona\UMCP\GooseResearchMap\nilcd_dc_utrad8\luse land _cover NLCD_ 109012
7_01\land_use_land_cover\Kingman_Islands.shp #,’"B)@eding_nest_shp, “ALL,” “,”

“GAPS”

‘ Process: Polygon to Raster (9)...
gp.PolygonToRaster_conversion D2_Breeding_nest “Bip,” P2_Egg_depr_img__ 2 ,
“CELL_CENTER,” “NONE,” “96”

‘ Process: Polygon to Raster...
gp.PolygonToRaster_conversion Kingman_Islands_‘$Hp,” Kingman_nests_img,
“CELL_CENTER,” “NONE,” “2.4”

‘ Process: Reclassify...
gp.Reclassify_sa Kingman_nests_img, “VALUE,” “0 I;@;1 2 3,” P5_Fencing, “DATA”

‘ Process: Intersect (8)...
gp.Intersect_analysis “Wetlands #;'Study Area_pély’StudyAreaWetland_poly _shp, “ALL,”
‘" “INPUT”

‘ Process: Intersect (2)...

gp.Intersect_analysis “Study Area_poly’

#;Y:\Persona\UMCP\GooseResearchMap\DC_MD _shapeidtiands\DC_shapefile_wetlands\
D1 Resources.shp #,” food_water Res_shp, “ALL,*INPUT”

‘ Process: Intersect (9)...

gp.Intersect_analysis

“Y:\Persona\UMCP\GooseResearchMap\DC_MD _shapefiezlands\DC_shapefile_wetlands\
StudyAreaWetland_poly.shp #;'Y:\Persona\UMCP\GdtsgearchMap\DC
Boundary\food_water_Res.shp’ #,” harvest BA_shgd, LA “,” “INPUT”
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‘ Process: Polygon to Raster (2)...
gp.PolygonToRaster_conversion harvest BA_shp, "HA3, harvest BA, “CELL_CENTER,”
“NONE,” “0.00082"

‘ Process: Raster to Polygon (5)...
gp.RasterToPolygon_conversion waters_ras__2_, svaiely shp__ 2 , “SIMPLIFY,”
“VALUE”

‘ Process: Intersect (11)...
gp.Intersect_analysis “Y:\Persona\UMCP\GooseRestdéap\nicd_dc_utml18\waters poly.shp
#,” waters_shp, “ALL,” “,” “INPUT”

‘ Process: Polygon to Raster (3)...
gp.PolygonToRaster_conversion waters_shp, “FID,téiaimg, “CELL_CENTER,” “NONE,”
“96”

‘ Process: Raster to Polygon (6)...
gp.RasterToPolygon_conversion Devped_areas RASDe¥eloped_areas_shp 2,
“SIMPLIFY,” “VALUE”

‘ Process: Intersect (7)...
gp.Intersect_analysis “Y:\Persona\UMCP\GooseRet#dap\nicd_dc_utm18\Developed
areas.shp’ #;’Study Area_poly’ #,” Developed_ardg, SALL,” “,” “INPUT”

‘ Process: Polygon to Raster (4)...
gp.PolygonToRaster_conversion Developed_area_ §Hip,”Dev_areas_img,
“CELL_CENTER,” “NONE,” “96”

‘ Process: Raster to Polygon (7)...
gp.RasterToPolygon_conversion Wood_perenls, Wodg_glop, “SIMPLIFY,” “VALUE”

‘ Process: Intersect (4)...
gp.Intersect_analysis “Y:\PersonaN\UMCP\GooseRebddap\nlcd _dc_utm18\Wood_poly.shp
#;’Study Area_poly’ #,” Wood_shp, “ALL,” “,” “INPUT

‘ Process: Polygon to Raster (5)...
gp.PolygonToRaster_conversion Wood_shp, “FID,” Wands_img, “CELL_CENTER,”
“NONE,” “96”

‘ Process: Raster to Polygon (3)...
gp.RasterToPolygon_conversion hayherbwetlds__2d fpoly _shp__ 2 , “SIMPLIFY,”
“VALUE”

‘ Process: Intersect (10)...

gp.Intersect_analysis “Y:\PersonaN\UMCP\GooseRebddap\nicd _dc_utm18\food poly.shp
#,” Grass_shp, “ALL,” “,” “INPUT”
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‘ Process: Polygon to Raster (6)...

gp.PolygonToRaster_conversion Grass_shp, “FID,s€fralds, “CELL_CENTER,” “NONE,”

u96n

‘ Process: Raster to Polygon (8)...
gp.RasterToPolygon_conversion Devped_areas RAS Owput polygon_features,
“SIMPLIFY,” “VALUE"

‘ Process: Intersect (12)...
gp.Intersect_analysis

“Y:\Persona\UMCP\GooseResearchMap\nlcd_dc_utmlf&Ra Devped_2.shp #; Study

Area_poly' #,” Output_Feature_Class, “ALL,” “,” “IRUT”

‘ Process: Polygon to Raster (10)...
gp.PolygonToRaster_conversion Output_Feature_CIaK3,” Dev_area_img,
“CELL_CENTER,” “NONE,” “96”

‘ Process: Raster to Polygon (15)...
gp.RasterToPolygon_conversion P4_Ban_feeding__ @tpu® polygon_features_ 8
“SIMPLIFY,” “Value”

‘ Process: Intersect (20)...

gp.Intersect_analysis “Y:\Persona\UMCP\GooseRetedap\DC
Boundary\RasterT_P4 Ban_1.shp’ #;’Goose hot spaisKield Observation)’ #,”
Ban_Feed_HS_poly shp, “ALL,” “,” “INPUT”

‘ Process: Polygon to Raster (15)...
gp.PolygonToRaster_conversion Ban_Feed HS poly“Blp,” Ban_Feed HS img,
“CELL_CENTER,” “NONE,” “0.00016”

‘ Process: Raster to Polygon (14)...
gp.RasterToPolygon_conversion P5_Fencing 3 , Qutplygon_features 11
“SIMPLIFY,” “VALUE”

‘ Process: Raster to Polygon (18)...
gp.RasterToPolygon_conversion P1_Chem_deter _2pu©wolygon_features 7,
“SIMPLIFY,” “Value”

‘ Process: Intersect (17)...

gp.Intersect_analysis “Goose hot spots (per Ridddervation)’
#;"Y:\Persona\UMCP\GooseResearchMap\DC Boundargié&tda P1 Cheml.shp’ #,”
Chem_HS_poly_shp, “ALL,” “,” “INPUT”

‘ Process: Polygon to Raster (12)...
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gp.PolygonToRaster_conversion Chem_HS_poly_sh@,"F’Them_HS_img,
“CELL_CENTER,” “NONE,” “12~

‘ Process: Raster to Polygon (17)...
gp.RasterToPolygon_conversion P2_Egg _depr 2 uDyiplygon_features 10
“SIMPLIFY,” “Value”

‘ Process: Intersect (18)...

gp.Intersect_analysis

“Y:\Persona\UMCP\GooseResearchMap\DC_MD _shapefietlands\DC_shapefile_wetlands\
RasterT_P2_Egg_1.shp #;’Goose hot spots (per Bb&Ervation)’ #,”

Egg_Depr_HS poly_shp, “ALL,” “,” “INPUT”

‘ Process: Polygon to Raster (13)...
gp.PolygonToRaster_conversion Egg_Depr_HS_poly “$hp,” Egg_Depr_HS_img,
“CELL_CENTER,” “NONE,” “0.00016"

‘ Process: Raster to Polygon (16)...
gp.RasterToPolygon_conversion P3_harvest BA  3tpuyoolygon features 9 |,
“SIMPLIFY,” “Value”

‘ Process: Intersect (19)...

gp.Intersect_analysis

“Y:\Persona\UMCP\GooseResearchMap\DC_MD _shapefietlands\DC_shapefile_wetlands\
RasterT _harvestl.shp #;’Goose hot spots (per Elbkkrvation)’ #,” Harv_HS_poly_shp,
“ALL,” “,” “INPUT”

‘ Process: Polygon to Raster (14)...

gp.PolygonToRaster_conversion Harv_HS_poly_sh@;AHarv_HS_img,
“CELL_CENTER,” “NONE,” “0.00012"
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APPENDIX H
UNPAIRED T-TEST COMPARING GOOSE DENSITIES
IN TIME (PER SEASON) AND LOCATION (PER SURVEY SITE)
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Unpaired t-test comparing goose densities in time
(per season) and location (per survey site)

Unpaired t test results for April and July
populations

P value and statistical significance:
The two-tailed P value equals 0.6143
By conventional criteria, this difference is considered
to be not statistically significant
(i.e. 60% chance that pop. Densities btw APR-JUL are
same)
Confidence interval:
The mean of APRIL minus JULY equals -0.8500
95% confidence interval of this difference: From -
4.7652 to 3.0652

Intermediate values used in calculations:
t=0.5312
df=6
standard error of difference = 1.600

Group

Mean
SD
SEM
N
Unpaired t test results for July and September
populations
P value and statistical significance:

The two-tailed P value equals 0.8708

By conventional criteria, this difference is considered
to be not statistically significant.
(i.e. 87% chance that pop. Densities btw SEP-JUL are
same)
Confidence interval:

The mean of SEPT minus JULY equals -0.2950

95% confidence interval of this difference: From -
4.5468 to 3.9568

Intermediate values used in calculations:

t=0.1698
df=6
standard error of difference = 1.738
Group
Mean
SD
SEM
N
Unpaired t test results for September and December
populations

P value and statistical significance:

The two-tailed P value equals 0.5660

By conventional criteria, this difference is considered
to be not statistically significant.

APRIL vs JULY

APRIL
2.3225
0.9246
0.4623

4

JULY
3.1725
3.0636
1.5318

4

JULY vs SEPTEMBER

SEPT
2.8775
1.6406
0.8203

SEPTEMBER vs
DECEMBER

JULY
3.1725
3.0636
1.5318
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Confidence interval:
The mean of DEC minus JULY equals 1.4400
95% confidence interval of this difference: From -
4.3637 to 7.2437

Intermediate values used in calculations:
t=0.6071
df=6
standard error of difference = 2.372

Group
Mean
SD
SEM
N
Unpaired t test results population densities at
different locations

P value and statistical significance:

The two-tailed P value equals 0.3553

By conventional criteria, this difference is considered
to be not statistically significant.

Confidence interval:

The mean of KG minus KW equals 1.5775

95% confidence interval of this difference: From -
2.2772 t0 5.4322

Intermediate values used in calculations:
t=1.0014

df =6

standard error of difference = 1.575

Group
Mean
SD
SEM
N

Unpaired t test results population densities at
different locations

P value and statistical significance:

The two-tailed P value equals 0.8052

By conventional criteria, this difference is considered
to be not statistically significant.

Confidence interval:

The mean of KG minus EA equals -0.5075

95% confidence interval of this difference: From -
5.3250 to 4.3100

Intermediate values used in calculations:
t=0.2578

DEC
4.6125
3.6217
1.8109

KINGMAN vs
KENILWORTH

KG
3.53
2.9548
1.4774
4

KINGMAN vs
ANACOSTIA

JULY
3.1725
3.0636
1.5318

KW
1.9525
1.0934
0.5467



df =6
standard error of difference = 1.969

Group
Mean
SD
SEM
N

Unpaired t test results population densities at different
locations

P value and statistical significance:

The two-tailed P value equals 0.3202

By conventional criteria, this difference is considered
to be not statistically significant.

Confidence interval:

The mean of KG minus HR equals 1.7625

95% confidence interval of this difference: From -
2.2183t05.7433

Intermediate values used in calculations:
t=1.0834

df=6

standard error of difference = 1.627

Review your data:

Group
Mean
SD
SEM
N

Unpaired t test results population densities at different
locations

P value and statistical significance:

The two-tailed P value equals 0.1732

By conventional criteria, this difference is considered
to be not statistically significant.

Confidence interval:

The mean of EA minus HR equals 2.2700

95% confidence interval of this difference: From -
1.3240 to 5.8640

Intermediate values used in calculations:
t = 1.5455

df=6

standard error of difference = 1.469

Review your data:

KG
3.53
2.9548
1.4774
4

KINGMAN vs
HERITAGE

KG
3.53
2.9548
1.4774
4

ANACOSTIA vs
HERITAGE

EA
4.0375
2.6027
1.3013

HR
1.7675
1.3622
0.6811

227



Group
Mean
SD
SEM
N

Unpaired t test results population densities at different
locations

P value and statistical significance:

The two-tailed P value equals 0.8490

By conventional criteria, this difference is considered
to be not statistically significant.

Confidence interval:

The mean of EA minus KW equals 0.3875

95% confidence interval of this difference: From -
4.3828 to 5.1578

Intermediate values used in calculations:
t=0.1988

df =6

standard error of difference = 1.950

Review your data:

Group
Mean
SD
SEM
N

Unpaired t test results population densities at different
locations

P value and statistical significance:

The two-tailed P value equals 0.2849

By conventional criteria, this difference is considered
to be not statistically significant.

Confidence interval:

The mean of HR minus KW equals -1.8825

95% confidence interval of this difference: From -
5.8060 to 2.0410

Intermediate values used in calculations:
t=1.1740

df=6

standard error of difference = 1.603

Review your data:
Group

Mean
SD

EA
4.0375
2.6027
1.3013

4

ANACOSTIA vs
KENILWORTH

EA
4.0375
2.6027
1.3013

4

HERITAGE vs
KENILWORTH

HR
1.7675
1.3622

HR
1.7675
1.3622
0.6811

KW

3.65
2.9032
1.4516

KW
3.65
2.9032



SEM 0.6811  1.4516
N 4 4
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